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Abstract
This research work is a significant step toward further understanding of the β-σ two-fluid model for the simulation 
of fully-suspended slurry flows in pipeline systems, with the goal of enhancing its potential for scientific research 
and engineering applications. Particularly, the focus of the study is the characterization and handling of the two 
main empirical coefficients of the model, namely, β and σ, which require case-specific tuning based on a given set 
of experimental data. Reference is made to the relevant case of slurry transport in horizontal pipes with infinite 
length. The influence of β and σ on different features of the fluid dynamic solution has been extensively investigated, 
considering also the role played by the specific testing conditions. Based on these findings, a procedure for 
determining appropriate values of β and σ has been developed, which requires only two experimental measurements, 
namely the concentration profile from a test at moderate slurry concentration, and the hydraulic gradient from 
another test in which the same slurry flows at high concentration. The procedure has been satisfactorily tested against 
published experimental data on pipe transport of fine glass bead and sand slurry.
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1. Introduction
Pipeline transport of solid particles in the form of slurry 

is frequently encountered in several engineering fields, 
such as mining, chemical, oil and gas, pharmaceutical, 
food, among others. In addition, understanding the physical 
mechanisms and the complex phenomena occurring in a 
slurry pipe is an extremely challenging task, as well is the 
development of mathematical models for their description. 
Therefore, it is not surprising to see that slurry pipe flows 
have been driving the efforts of researchers for several 
decades.

From a technical point of view, there are a few relevant 
parameters which characterize slurry pipe flows. Probably 
the key role is played by the hydraulic gradient, im (pres-
sure drop in meters of water per pipe unit length), which 
quantifies the energy dissipation produced by the flow, 
and, thus, dictates the selection of the pump capacity. The 

hydraulic gradient for a certain solid volumetric concen-
tration, Cvi, is often expressed as a function of the average 
slurry velocity, Vm, estimated by the ratio between the 
volumetric flow rate of the mixture, Qm, and the pipe cross 
section area, A. When plotted, the trend of im versus Vm, for 
a certain Cvi, is called pipe characteristic curve. Actually, 
two types of concentrations can be defined for slurry pipe 
flows: one is the already mentioned Cvi, or in-situ concen-
tration, which is the ratio between the volume of solids and 
the volume of slurry in a certain part of the system; the 
other is the delivered concentration, Cvd, which is the ratio 
between the volumetric flow rate of the solids, Qs, and that 
of the mixture, Qm. Finally, another important parameter 
is the deposition limit velocity, Vdl, which is the threshold 
value of average slurry velocity at which solids deposition 
starts to be observed.

The values of the just mentioned technical features and 
parameters, as well their relations, are strongly related with 
the internal structure of the flow. This has been usually 
quantified through several flow regimes, whose names 
and definitions are different in the literature. In this study, 
reference will be made to the well-established classifi-
cation reported in the textbook of Wilson et al. (2006).  
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Homogeneous flow (Fig. 1a) is typically composed by 
very fine solids, smaller than say 40 microns, flowing at 
high velocity. In this regime, the distribution of particles is 
virtually uniform along the flow. The (Reynolds-averaged) 
velocity is axisymmetric across the pipe cross section and 
there is no local slip between particles and carrying fluid 
velocities. Slurries with particles in the range between 
200 microns and up to 1.5 % of the pipe diameter show a 
heterogeneous behavior (Fig. 1c). In this regime, the par-
ticles tend to get separated from the carrying liquid. This 

produces greater non-uniformity of the distributions of the 
solids concentration and velocity, especially at low veloci-
ties. In the case of coarse sands and fine gravel (size bigger 
than say 800 microns), heterogeneous flow becomes more 
distinctly stratified with a detectable sliding bed. Finally, 
fully stratified flow occurs when large and rapidly settling 
particles travel in the lower part of the pipe by ether salta-
tion or as a moving bed (Fig. 1e). Threshold conditions oc-
cur between the three main flow patterns described above. 
These are the pseudo-homogeneous regime (Fig. 1b), 
in-between the homogeneous and the heterogeneous ones, 
and the partially stratified regime (Fig. 1d), in-between the 
heterogeneous and the fully stratified ones. The pseudo- 
homogeneous regime is the focus of the present work. This 
pattern takes place when particles in the range in between 
40 to 200 micron (typically fine sand) flow at relatively 
high velocities, and it is characterized by a moderate, yet 
clearly detectable, vertical concentration gradient and a 
slightly asymmetrical velocity profile.

Several sorts of models have been developed for the pre-
diction of slurry parameters. Traditionally, they fit in two 
main categories. The first includes models based on integral 
(cross-section averaged) quantities which produce empiri-
cal or semi-empirical correlations for relevant parameters 
such as im or Vdl, as was done by Durand (1953) and 
Thomas (1979). The second category is that of mechanism- 
based layered models: Wilson (1976) developed one, start-
ing from a simplified description of the inner structure of 
the flow.

Indeed, empirical and mechanistic models have been 
and still are a powerful tool for slurry pipeline design 
and management, as well as for researchers. At the same 
time, an intrinsic limitation is that, despite taking the basic 
transport mechanisms into account, these models are not 
able to characterize them at the local level. This does not 
allow deep insight into the flow, nor exploring geometries 
and flow conditions different from those considered for 
the calibration of the model coefficients and parameters. 
Numerical simulations based on Computational Fluid 
Dynamics (CFD) might allow overcoming such limits, 
since CFD modelling is inherently local and distributed. 
As discussed in Messa et al. (2021b), the CFD approach 
requires switching from a macroscopic description of the 
flow, i.e. the flow regimes in Fig. 1, on which traditional 
slurry models are based, to a particle-scale description 
based on the key physical mechanisms driving the flow at 
the local level. These are interaction between the particles 
and the turbulent fluid, quick particle–particle collisions, 
and long-lasting inter-granular contacts. As it is indicated 
by the color of the particles in Fig. 1, homogeneous and 
pseudo-homogeneous flow are driven by particle–fluid 
interactions, whereas fully stratified flow is contact- 
dominated. Conversely, all the three basic mechanisms 
play a role in heterogeneous and partially stratified flow.
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Fig. 1  Main flow regimes of slurry pipe flow: (a) homogeneous flow; 
(b) pseudo-homogeneous flow; (c) heterogeneous flow; (d) partially 
stratified flow; (e) fully stratified flow. The sketches denoted by Cv and 
Uz indicate the typical solid volume fraction and Reynolds-averaged 
fluid velocity profiles along the vertical diameter. In the sketches on the 
left, the color of the particles indicates the key mechanism driving the 
flow: grey = particle–fluid interactions; green = quick particle–particle 
collisions; red = enduring particle–particle contacts.
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There is no doubt that CFD has great potential as a tool 
for investigating slurry pipe flows. The local nature of a 
CFD model, in fact, opens up the possibility of (virtually) 
investigating geometries with no constraints in size and 
complexity, providing much more information when com-
pared to laboratory testing. At the same time, this approach 
is also not free from criticisms. Depending on the mod-
elling approach and type of flow, CFD simulations might 
require large computational costs, which could become 
practically unaffordable. For instance, describing particle– 
particle interactions in the Lagrangian framework is not 
currently feasible for the typical concentrations of slurry 
pipelines, making Eulerian-based methods (i.e. two-f﻿luid 
model and mixture model) the preferred or even the only 
viable route for engineering computations. Apart from that, 
it must be noted that all CFD models for slurry flows are 
approximated in nature, and they include several closure 
parameters, and coefficients which, practically speaking, 
cannot be decided based on other criteria than the fitting 
of experimental data for certain conditions. This means 
that, in the end, CFD modelling cannot dismiss laboratory 
(or field) testing, but the two approaches should act in a 
synergistic way. And that is where the main challenges of 
CFD modelling arise, especially but not exclusively, in the 
context of its application to slurry pipelines.

As pointed out in Messa et al. (2021b), CFD modelling 
might have different scopes and impact. On the one hand, 
interpretative models are calibrated for specific flow condi-
tions and then used to infer local and difficult-to-measure 
features of the flow under the same testing conditions only. 
This is the case, for instance, of a model whose calibration 
procedure uses a set of hydraulic gradient and concentra-
tion profile measurements, employed to gather information 
on the particle velocity distribution for the same experi-
mental conditions. On the other hand, predictive models 
allow predicting one or more features of the flow outside 
the calibration conditions. Interpretative models are suit-
able for achieving a comprehensive and detailed picture 
of the flow overcoming the limitations of experiments; 
thus, they are very useful in research, in advanced design, 
and in the management of existing systems. Conversely, 
predictive models can be a fundamental tool for the design 
of new systems.

Although scientific research on the CFD usage in mod-
elling of slurry pipe flows dates back to the 1980s, with 
an impressive increase in the number of published papers 
during the last 5–10 years, there is still a long way to go 
in the exploitation of its potential of application in this 
field. Among the most significant studies in the field, those 
authored by Roco and Shook (1983), Ling et al. (2003), 
Ekambara et al. (2009), Kaushal et al. (2012), Capecelatro 
and Desjardins (2013), Messa et al. (2014), Uzi and Levy 
(2018), Messa and Matoušek (2020) shall be mentioned. 
The interested reader is referred to Messa et al. (2021b) for 

a comprehensive review of the state-of-the-art in the field. 
The aforementioned review paper concluded that most of 
the existing models might be regarded as interpretative, 
even if some works do not meet the proper verification 
and validation requirements, being the initial code ver-
ification stage via convergence testing one of them. For 
sure, very few models proved or even looked predictive 
in the sense previously introduced. This is not surprising, 
because the demonstration of the predictive capacity of a 
model requires going well beyond its evaluation with the 
existing experimental database, but also the extrapolation 
to new sets of conditions. Two different procedures have 
been followed in previous studies. The former consists of 
calibrating the model by referring only to a subset of the 
experimental database, while employing the remaining 
sets of data for validation. An attempt is this sense was 
reported, for instance, in Messa and Matoušek (2020). The 
second and different strategy was adopted in Ekambara 
et al. (2009) and Messa et al. (2014), and consists of the 
verification that the same combination of calibration coef-
ficients allows for a reasonably good agreement with the 
largest possible experimental data available in the measure-
ments database, which basically means that calibration and 
validation are no longer two distinct phases.

For about ten years, research work has been carried 
out at Politecnico di Milano on the development of CFD 
models for the simulation of slurry pipe flows. The main 
outcome of this research, achieved with important contri-
butions from Concentration, Heat, and Momentum Limited 
(CHAM Ltd, London) and from Institute of Hydrody-
namics of the Czech Academy of Sciences, is the already 
mentioned β-σ two-fluid model. Whereas the first efforts 
were devoted to the definition of the model formulation 
(Messa and Malavasi, 2015), recently the focus has been 
directed mostly to the assessment of the predictive capacity 
of the model.

The research work illustrated in the present paper fits 
into this trend and represents an important step towards the 
usability increase of the two-fluid model in an industrial 
context. The role played by the two main tuning coefficients 
of the model, β and σ, has been established through an 
extensive sensitivity analysis. The goal was to understand 
which features of the CFD solution are mostly affected by 
β and σ, taking into account also the physical conditions of 
the simulated problem (pipe diameter, bulk velocity, in-situ 
concentration, etc.), in order to develop an appropriate 
procedure for calibration of the two parameters.

The remaining of the paper is divided into three sections, 
followed by the conclusions. In Section 2, the main fea-
tures of the β-σ two-fluid model and of the CFD setup are 
briefly illustrated. In Section 3, the results of the sensitivity 
analysis are presented, and the procedure for calibrating β 
and σ is proposed. Finally, in Section 4, three examples 
of application of the calibration strategy are presented 



222

Gianandrea Vittorio Messa et al. / KONA Powder and Particle Journal No. 40 (2023) 219–235

and discussed, referring to glass bead and fine sand slurry 
experimental data reported in the literature.

2. Mathematical model
2.1 Overview of the β-σ two-fluid model

The β-σ two-fluid model is an extension of the IPSA  
(Inter-Phase Slip Algorithm) of Spalding (CHAM, 1994a) 
for turbulent slurry flow. Being a two-fluid model, it is 
based on the Eulerian-Eulerian approach, in which both 
phases are interpreted as interpenetrating continua and 
solved in the Eulerian, cell-based framework. The reader 
is referred to Messa and Matoušek (2020) for the complete 
set of conservation equations and closures. Only the essen-
tial features are summarized here.

The fundamental conservation equations of the β-σ two-
fluid model are for the mass and momentum of the two 
phases. Under steady-state conditions, the ones considered 
in this study, their formulation is as follows:

t
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where: Φl, U, μl, and t
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 are the locally averaged volume 
fraction, the locally averaged velocity vector, the viscosity, 
and the eddy viscosity of the liquid phase, respectively; 
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 are the corresponding variables for the 
solid phase; P is the locally averaged pressure, shared by 
the phases; g is the gravitational acceleration vector; and 
Ml and Ms are the generalized drag term, which will be 
discussed later. Clearly, Φl and Φs sum up to a unit value.

A key feature of the β-σ two-fluid model, inherited 
from the original IPSA, is the presence of phase diffusion 
terms, which are the last terms on the right-hand side in 
Eqns. (1–4). The origin of these terms has been discussed 
in Messa et al. (2021b) on the grounds of the previous 
derivations of Burns et al. (2004): they basically arise from 
the modelling of the correlations between the fluctuating 
velocities and the fluctuating volume fractions, and they 
account for the effect of particle turbulent dispersion. The 
coefficient, σ, used to calculate the diffusion coefficient 
of the phase diffusion terms, is called turbulent Schmidt 
number for volume fractions, and it is one of the two main 
calibration parameters of the β-σ two-fluid model.
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built and based on the formal analogy with the correlation 
of Cheng and Law (2003) for the viscosity of the mixture 
of colloidal suspensions. Although mμ  
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play twice in the β-σ two-fluid model. Firstly, it is used 
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The solid phase viscosity μs, in turn, appears both in the 
momentum equation for that phase (Eqn. (4)) and in the 
wall boundary condition for the solid phase, which will 
be briefly illustrated later in Section 2.3. In addition to the 
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change of momentum between the two phases within each 
local control volume, and, considering the action-reaction 
principle, they are equal in intensity and opposite in sign. In 
the β-σ two-fluid model, it is assumed that the inter-phase 
momentum exchange is uniquely due to the drag force, and 
so Ml and Ms are given by
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where dp is the volume-equivalent particle diameter, and Cd 
is the drag coefficient. As in many two-fluid models, Cd is 
obtained through the Schiller and Naumann (1935) correla-
tion for a single spherical particle. However, a distinguish-
ing feature in the β-σ model resides in the fact that the input 
of the Schiller and Naumann’s correlation is not the usual 
particle Reynolds number, but a modified Reynolds num-
ber based on ρl, dp, |U-V|, and on the friction parameter mμ  
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. 
The rationale behind this definition is the need to account 
for the increased flow resistance encountered by a single 
particle at high local solid concentration. Additionally, it 
is a simple way to account for the effect of particle shape 
through the empirical parameter β.
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bulence model for high Reynolds number flows, which is 
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2.2 Applicability conditions
The applicability conditions of the β-σ two-fluid model 

have been individuated in Messa and Matoušek (2020). 
The first comes from the wall boundary condition of the 
solid phase, and it imposes that:
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 is the ratio between dp and the viscous length 
scale estimated using the Blasius correlation for the co-
efficient of frictional resistance of turbulent single–phase 
flows in smooth straight pipes (Schlichting, 1979), and D 
is the pipe diameter. The two other constraints quantify the 
condition in which the flow must be dominated by particle 
turbulent interactions, without any role being played by 
particle–particle interactions. In Messa and Matoušek 
(2020), such condition has not been related to any of the 
flow regimes in Fig. 1, but it was referred to as “fully 
suspended flow”. However, it could be reasonably claimed 
that the flow regime in which the β-σ two-fluid model is 
applicable, is the pseudo-homogeneous one (Fig. 1b). 
Mathematically speaking, the two constraints are:
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 is the estimate of the deposition limit velocity 
obtained from the correlation of Thomas (2015).

2.3 CFD setup
The computational domain and the boundary conditions 

imposed are the same as in Messa and Matoušek (2020), 
namely, a cylindrical volume 120D long, bounded by an 
inlet, an outlet, and a solid wall (Fig. 2).

At the inlet, uniform distributions have been imposed 

for the axial velocities of the two phases, in in 
m   z zU V V  

 

[37] 

 

 

 

  

, for 
their volume fractions, in in

s vil
  1  Φ Φ C    

 

[38] 

 

, for the turbulent 
kinetic energy of the liquid, in

lk  

 

[26] 

 

 

 

  

, and for its dissipation 
rate, in

lε  

 

[27] 

 

 

 

  

. The values of the last two parameters have been 
set based on a turbulence intensity of 0.05 and on a length 
scale of 0.07D, as explained in Messa and Matoušek 
(2020). At the outlet, the pressure is set to zero, as well as 
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expression, implemented in PHOENICS through a user- 
defined function:
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where κ = 0.41 is the von Karman constant, E is a rough-
ness parameter, set at 8.6 as recommended for smooth 
walls, and w
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, μs, and of the normal distance of the first grid 
point to the wall, δ (Fig. 3a). Since μs is obtained from t
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(Eqn. (6)) which, in turn, is a function of β (Eqn. (5)), it is 
not surprising to see that this coefficient plays a role in the 
predictions of the frictional losses. Evidence of this claim 
will be given later.

In this study, the used code; PHOENICS version 2018 
(CHAM, 2002) and all settings of the solution algorithm 
(FV formulation, differencing schemes, relaxation factors, 
convergence criteria, etc.) were the same as detailed in 
Messa and Matoušek (2020). Similarly, the grid was a 
structured one in cylindrical-polar coordinates, consisting 
of 30, 30, and 200 subdivisions along the azimuthal, radial, 
and axial directions, respectively (Fig. 3b). The azimuthal 

Inlet

Outlet

Solid wall

Axis

D

z
r

θ

120D

Fig. 2  Computational domain and boundary conditions.
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Fig. 3  Sketch of (a) a near wall cell and (b) of the computational mesh.
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and axial subdivisions were uniform, whereas the radial 
ones were progressively reduced when moving away from 
the pipe axis. Thus, the smallest radial subdivisions were 
those adjacent to the pipe wall. On the grounds of the 
findings in Messa et al. (2021a), their size was set equal to 
60 times the viscous length scale obtained by the Blasius 
correlation for turbulent single-phase flows in straight 
pipes. This implies that, although the total number of cells 
was the same for all simulations, their distribution over the 
pipe section was changed according to the inlet velocity, 
Vm. Note that, with the cylindrical-polar mesh, additional 
boundary conditions are needed along the pipe axis, which 
were of zero-flux type.

3.	 Analysis of the effects of β and σ on the 
key features of the CFD solution and 
development of a calibration strategy

Three necessary steps for proving that a model has a pre-
dictive capacity are (i) the identification of the calibration 
coefficients, (ii) the assessment of their role on the different 
features of the solution, and (iii) the development of a pre-
cise calibration strategy. The β-σ two-fluid model has two 
main calibration coefficients, β and σ. Note that the number 
of empirical parameters becomes much higher if one 
includes the numerical constants in the turbulence model. 
However, dealing with a large number of tuning coeffi-
cients would make the calibration difficult and the model 
less robust; therefore, the turbulence model constants were 
simply set with the default values for single-phase flow 
(Launder and Spalding, 1974), and the β-σ two-fluid model 
has been regarded as a two-parameter model.

Once the calibration parameters have been identified, 
their role in the different features of the CFD solution 
must be established. This requires not only to specify the 
range of variability of β and σ and to select the features 
of the solution of most interest, but also to define the 
physical conditions for the sensitivity analysis. In fact, β 
and σ might play different roles depending on the specific 
characteristics of the slurry flow subject of investigation, 
i.e. for different levels of concentration, pipe diameter, 
bulk mean velocity etc. Starting from this last task, it could 
be observed that the physical conditions characterizing a 
slurry pipe flow are defined by the pipe diameter, D, the 
pipe roughness, the slurry velocity Vm, the in-situ concen-
tration Cvi, the particle properties, and the properties of the 
carrier fluid. In principle, the sensitivity analysis upon β 
and σ should be carried out within a suitable range of all the 
physical features above mentioned, and, for each physical 
condition, different values of β and σ should be consid-
ered. However, this would result in an unnecessarily large 
number of simulations and, therefore, some simplifications 
were made. Firstly, the pipe walls were considered hydrau-
lically smooth, thereby neglecting the pipe roughness. The 
choice was made because, in its original formulation, the 

β-σ two-fluid model is unable to account for pipe rough-
ness. Indeed, a rough wall function option is available in 
PHOENICS for the liquid phase, but no study has been 
made for the solid phase. Additionally, the pipe roughness 
in the experiments used for calibrating and validating the 
β-σ two-fluid model was generally very low (Kaushal and 
Tomita, 2007; Matoušek, 2002; Schaan et al., 2000). Sec-
ondly, also the particle properties, particle size and particle 
density were kept fixed in the sensitivity analysis, on the 
grounds of the following considerations. On one hand, 
typical materials used in slurry pipe flow experiments 
include glass beads and natural sand, whose densities are 
rather close to each other. On the other hand, preliminary 
simulations run at the beginning of this research work 
indicated that the role played by β and σ is substantially 
unaffected by the value of particle diameter within the typi-
cal range where this model applies, say 100 μm to 200 μm. 
Based on the above, the sensitivity analysis was performed 
considering particles with density of 2650 kg/m3 and size 
of 150 μm. Particle shape is very different for glass bead 
and sand, and also among sand grains. However, particle 
shape is not set a priori in the β-σ model, but only indirectly 
through the empirical parameters β and σ.

Finally, also the properties of the carrier liquid have not 
been varied (density, viscosity, rheological model) but the 
characteristic features of water have been taken, namely 
ρl = 998.23 kg/m3, μl = 0.001 Pa∙s, and Newtonian rheol-
ogy. It is expected that reasonably small variations in terms 
of ρl and μl will not alter the conclusions of the sensitivity 
analysis. The study of the effect of the rheological model 
will be addressed in future research, as it will require de-
veloping a non-Newtonian formulation of the β-σ two-fluid 
model, currently unavailable.

Based on the considerations above, in the selection of 
the physical conditions of the sensitivity analysis, reference 
was made only to the pipe diameter, D, to the slurry veloc-
ity, Vm, and to the in-situ concentration, Cvi. For each of the 
three parameters, two “extreme” values have been consid-
ered to span the broadest possible range of applicability of 
the β-σ two-fluid model, defined by the three applicability 
constraints in Section 2.2. In particular, the pipe diameter 
was either 50 mm (“small” pipe) or 500 mm (“large” pipe); 
the bulk velocity was either 2 m/s (“low” velocity) and 
4.5 m/s (“high” velocity); the in-situ concentration was ei-
ther 0.05 (“low” concentration) or 0.40 (“high” concentra-
tion). Only the “high” velocity was considered in the large 
pipe runs, as the 2 m/s value does not fulfil the constraint 

T
m dl1.5V V   

 

[36] 

 (Eqn. (10)). Thus, the total number of combina-
tions was equal to six, as summarized in Table 1. For each 
of the six aforementioned scenarios, different combinations 
of β and σ were considered. Particularly, σ was either 0.50, 
0.75, or 1.00, whereas β was either 0.50, 1.50, 2.50, or 3.50. 
The effects of varying σ were studied for β = 2.50, whereas 
that of varying β was investigated for σ = 0.75.
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The target variables of the sensitivity analyses were 
those of most interest in slurry pipeline systems, namely, 
the hydraulic gradient, im, the chord-average volume frac-
tion profile, the vertical profile of the locally-averaged fluid 
velocity, and the distributions of the wall shear stresses of 
the two phases over the pipe circumferences. Note that the 
vertical profile of the locally-averaged velocity of the solid 
phase has not been investigated, as the axial slip between 
the two phases was very small for all simulated cases, as 
typical of the pseudo-homogeneous regime.

Due to space limitations, only the most significant re-
sults will be provided in the form of tables and figures, but 
all of them are available upon request to the corresponding 
author. Table 2 summarizes the values of hydraulic gradi-
ent, im, as obtained for all the combinations of β and σ and 
all testing conditions in Table 1. The results highlight that 
the effect of σ on im is negligible or even lacking, whereas 
β affects im but only at high concentration (cases C3, C4, 
C6). More generally, the effect of β at low concentration 
was found to be negligible not only in terms of hydraulic 
gradient, but also in terms of all other features of the flow 
under investigation, namely, concentration profile, velocity 
profile and wall shear stresses distributions. This is not 
surprising, if one considers that β plays a role in the model 

through its appearance in the formula for the friction pa-
rameter mμ  

 

[23] 

 

 

 

  

 (Eqn. (5)) and, according to the mathematical 
formulation employed, the effect of β on mμ  

 

[23] 

 

 

 

  

 is very limited 
at low Φs.

For all levels of concentration, the predicted concen-
tration profiles are affected by the value of σ, as shown 
in Fig. 4b, d for the two exemplary cases C1 and C6. In-
creasing σ will increase the vertical concentration gradient, 
which is a clear consequence of the phase diffusion terms 
in the mass conservation equations (Eqns. (1) and (2)). As 
already mentioned, no effect of β can be detected at low 
concentration, as shown in Fig. 4a for case C1. Conversely, 
β was found to significantly affect the concentration profile 
at high concentration, as seen in Fig. 4c for case C6.

The predicted velocity profiles appear substantially 
insensitive to the values of β and σ for all the testing con-
ditions. The greatest effect is observed when varying β at 
high concentration, but the change in the velocity values is 
still rather moderate (Fig. 5).

The wall shear stresses of the two phases are, in general, 
affected by both β and σ. At high concentration, an obvious 
increase in w

sτ  

 

[31] 

 

 

 

  

 is evident for increasing β (Fig. 6a), which 
is the direct consequence of the higher friction factor ss 
produced by a higher wall Reynolds number w

sRe  

 

[34] 

 

 

 

  

 (Eqn. 
(13)). At both low and high concentration, varying σ will 
modify the individual distributions of w

lτ  
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 and w
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 (Figs. 6b, 
c). However, comparing the curves in Figs. 6b, c with the 
corresponding volume fraction profiles (shown in Fig. 4b 
for case C6 at β = 2.5 only) suggests that the variations in 

w
lτ  

 

[28] 

 

 

 

  

 and w
sτ  

 

[31] 

 

 

 

  

 mainly arise from the effect of σ on the volume 
fraction in the near-wall cells rather than from a direct 
influence of σ on the friction factors of the two phases. It 
is interesting to note that, although σ has an effect on the 
individual wall shear stresses distribution, this parameter 
was found to have practically no influence on the hydraulic 
gradient (Table 2), which is related with the average value 
of their sum:

Table 1  Simulation scenarios in the sensitivity analysis. The other phys-
ical parameters were ρl = 998.23 kg/m3, μl = 0.001 Pa∙s, ρs = 2650 kg/m3, 
dp = 150 μm.

Case ID D [mm] Vm [m/s] Cvi [-]

C1 50 2 0.05

C2 50 4.5 0.05

C3 50 2 0.40

C4 50 4.5 0.40

C5 500 4.5 0.05

C6 500 4.5 0.40

Table 2  Effect of β and σ on the predicted hydraulic gradient for the six testing conditions in Table 1.

Model parameters

β 2.5 0.50 1.50 2.50 3.50

σ 0.50 0.75 1.00 0.75

im [-]

C1 0.079 0.080 0.082 0.080 0.080 0.080 0.081

C2 0.331 0.333 0.335 0.332 0.332 0.333 0.333

C3 0.198 0.199 0.199 0.144 0.162 0.199 0.293

C4 0.825 0.825 0.825 0.607 0.680 0.825 1.203

C5 0.023 0.023 0.023 0.023 0.023 0.023 0.023

C6 0.051 0.051 0.051 0.040 0.044 0.051 0.071
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Based on the results of the sensitivity analysis, a strategy 
was proposed for the calibration of the two parameters β 
and σ. The strategy is arranged into two steps in sequence. 
Firstly, in a first-attempt, β is chosen and an appropriate 
σ is determined by referring to the concentration profile 
data at low concentration. Secondly, using this value of σ, 
a more appropriate β is found by referring to the hydraulic 

gradient data at high concentration. Therefore, in order to 
calibrate β and σ, one needs at least one experimentally 
determined concentration profile at low concentration (say 
10 %) and one measured value of hydraulic gradient at high 
concentration (say 30–40 %). In the two calibration tests, 
the same type of particles shall be used, but no specific 
constraints are given in terms of mixture velocity and pipe 
diameter, provided that the three applicability conditions 
of the β-σ model are fulfilled. As it will be demonstrated in 
Section 4, the two calibration tests might have different Vm. 
In principle, the pair of values of β and σ obtained from this 
calibration procedure should allow for reasonably accurate 
prediction over the entire range of Cvi spanned by the two 
calibration tests, and that they are also appropriate over 
the entire range of Vm determined by the two conditions 
defined by Eqns. (9) and (10) (which does not depend on 
the Cvi).

The rationale behind the proposed strategy is the solution 
of the β-σ two-fluid model is practically insensitive to the 
value of β for low concentration cases, as shown in Table 2 
(cases C1, C2, C5) and Figs. 4a and 6a, whilst, for high 
concentration cases, the hydraulic gradient is not affected 
by σ but only by β (Table 2, cases C3, C4, C6). However, 
for the same high concentration cases, β does not influence 
only the hydraulic gradient, but also the concentration 
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profile (Fig. 4c). Therefore, the effects of σ and β cannot be 
fully decoupled, as requested by the proposed calibration 
methodology; as a result, deviations might be expected for 
high concentration cases in terms of concentration profile. 
Strengths and weaknesses of the calibration strategy, and of 
the β-σ formulation from a more general perspective, will 
be discussed in the next section. Three verification tests 
will be presented, employing experimental data reported in 
the literature.

4. Verification of the calibration strategy 
against experimental data

4.1 Experiments by Kaushal and Tomita (2007) 
on fine glass-bead slurry

The calibration strategy was firstly applied to the flow 
conditions extracted from the experimental tests on fine 
glass-bead slurry flow performed by Kaushal and Tomita 
(2007). The experiments were performed in a pipe with 
a diameter of 54.9 mm using glass beads with density of 
2470 kg/m3 and mean particle diameter of 150 μm. The 
narrow particle size distribution enabled the assumption of 

mono-disperse particles, inherent to the two-fluid model-
ling approach. The ranges of average velocity and in-situ 
concentration considered in the present study were 2 to 
5 m/s and 10 to 40 %, respectively, disregarding the data at 
Vm = 1 m/s and those at Cvi = 50 % because they were out 
of the range of applicability of the β-σ two-fluid model. For 
each condition, Kaushal and Tomita (2007) provided the 
hydraulic gradient and the concentration profile. In order 
to measure the latter quantity, they used a sampling probe 
and a γ-ray radiometric device, detecting full consistency 
of the two measurement techniques for fine glass beads. 
The concentration profiles obtained with the γ-ray device, 
which were the chord-average ones, were considered for 
comparison with the CFD simulations.

The first-attempt value of β was 0.5, and the case 
Vm = 4 m/s and Cvi = 10 % was chosen for the calibration 
of σ. As it is shown in Fig. 7a, the predicted concentration 
profile with σ = 0.5 was in very good agreement with the 
experimentally determined for this case, and additional tests 
confirmed the same finding for the other flow velocities  
with Cvi = 10 %. However, it must be observed that the 

Fig. 6  Effect of β and σ on the predicted distributions of the wall shear stresses of the two phases for cases C1 and C6. According to the coordinate 
system in Fig. 1, θ = 0 and θ = 180° indicate the crown and the invert of the pipe, respectively.
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uncertainty of the concentration data was not considered, 
as this information is difficult to estimate and it was not 
reported by the experimenters. Indeed, the consistency of 
the concentration profiles obtained by the sampling probe 
and the γ-ray device indicates the reliability of the data, but 
it is well known that local concentration values might be 
quite inaccurate close to the pipe bottom. This leads to the 
conclusion that it is not possible nor meaningful to seek for 
an “optimum” value for σ in a strict sense but, rather, the 
goal is to find “reasonably accurate” value of σ.

Once σ was defined as 0.5, an appropriate value of β was 
determined by referring to the measured hydraulic gradient 
for Vm = 3 m/s and Cvi = 40 %. Fig. 7b shows the percent-
age deviation between predicted and measured im for differ-
ent values of β. The CFD model overestimates im for every 
β. Particularly, for β ranging from 10–5 to 0.25, the calcu-
lated hydraulic gradient is minorly affected by the value 
of β, both in absolute terms (im varies from 0.2437 m/m 
to 0.2483 m/m), as well as in terms of relative deviation 
from the experimental value (which is between 0.70 % 
and 2.60 %). The impossibility to find an “optimum” value 
of β which fully matches the experimentally-determined 
hydraulic gradient suggests that there exists some intrinsic 

limitation in the β-σ formulation, which prevents its ability 
to capture accurately the physical processes driving slurry 
flows at high concentration. Nonetheless, in this first test 
case, the accuracy of the β-σ two-fluid model in terms of 
hydraulic gradient is high (<2.60 %) for every β between 
10–5 and 0.25. Considering that the simulation convergence 
was more and more difficult to achieve as β decreased, 
probably because of issues in the numerical evaluation 
of mμ  

 

[23] 

 

 

 

  

 through Eqn. (5), initially it was decided to take 
β = 0.25. Such value did not produce any convergence 
issue, and resulted in a 2.6 % overestimation of the hy-
draulic gradient in the calibration case, which was judged a 
satisfactory enough level of agreement.

The conjecture underlying the proposed calibration 
strategy is that the pair of values σ = 0.5 and β = 0.25 allow 
for reasonably accurate prediction of concentration profile 
and hydraulic gradient for Cvi between 10 % to 40 % (that 
is, within the calibration conditions) and for Vm between 
1.41 m/s and 5.95 m/s (as obtained from Eqns. (10) and 
(9), respectively). This could be partially verified through 
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validation with respect to all other testing conditions re-
ported at the beginning of the present section (14 cases in 
total), for which however, the velocity range is a little bit 
narrower (2 m/s to 5 m/s).

With β = 0.25 and σ = 0.5, reasonable agreement was 
obtained in terms of the concentration profile, as exempli-
fied through the continuous lines in Fig. 8a for Vm = 3 m/s  
and increasing Cvi. The β-σ two-fluid model is able 
to accurately predict the concentration profiles up to 
Cvi = 30 %. Conversely, for Cvi = 40 %, the experimental 
data suggested a reverse slope close to the pipe invert, 
and this effect is not captured by the CFD model, result-
ing in rather poorly predicted concentration profile. This 
give strength to the claim that there exists some inherent 
inability of the β-σ two-fluid model to capture the physics 
of highly concentrated slurry flows at high velocity, which 
cannot be remedied simply by adjusting β. Particularly, 
the absence of the lift force in generalized drag term could 
explain why the β-σ two-fluid model is not able to repro-
duce the reversal in the slope of the concentration profile 
observed experimentally, as already guessed by Kaushal 
et al. (2013). Additionally, it is not excluded that particle– 
particle collisions could take place for slurry flows at 
Cvi = 40 %, even at high flow velocity. The β-σ formulation 
is not able to account for these effects, which is instead a 
peculiar feature of two-fluid models based on the Kinetic 
Theory of Granular flow, such as those used by Ekambara 
et al. (2009) and Kaushal et al. (2013).

Beyond these considerations, the parity plot in Fig. 8b 
indicates the capacity of the β-σ two-fluid model with 
β = 0.25 and σ = 0.5 in predicting the hydraulic gradient 
with satisfactory accuracy (the filled points correspond 
to this combination of β and σ). The maximum absolute 
deviation between calculated and measured im is 17.5 %, 
and the mean absolute deviation is 8.70 %.

A weak point in the analysis here above relies in the 
choice of the value of β = 0.25, which appears quite arbi-
trary. As already noticed, the points in Fig. 7b indicate that 
every value of β within 10–5 and 0.25 produces broadly 
the same hydraulic gradient prediction, which is also 
close to the measured value (deviation < 2.60 %), but the 
numerical convergence becomes more and more difficult 
as β decreases. In order to investigate the actual impact of β 
on the predictive capacity of the β-σ two-fluid models, the 
simulations were repeated with β = 0.001 and σ = 0.5 and 
the new results are shown in Fig. 8 using dotted lines and 
unfilled points. No differences are detected in terms of con-
centration profile. At first glance, this finding might appear 
in contrast with the results of the sensitivity analysis shown 
in Fig. 4c, indicating an influence of β on the concentration 
profile for case C6 in which Cvi = 40 %. However, the 
inconsistency might be explained considering that the 
two values of β compared in Fig. 8a (0.001 and 0.25) are 
lower than the range of β in the sensitivity analysis (0.5 to 

3.5) and, additionally, that the horizontal axis is relatively 
narrow in Fig. 4c. Similar considerations can be made to 
explain why, in the parity plot in Fig. 8b, the effect of β on 
the predicted hydraulic gradient is very moderate, and vis-
ible only for a couple of points, whereas Table 2 indicates 
a higher degree of influence for cases with Cvi = 40 % (C3, 
C4, C6). The comparison in Fig. 8 indicates that even the 
impossibility to identify an “optimum” β does not affect 
the overall degree of accuracy of the β-σ model, thus its en-
gineering effectiveness. It also gives strength to our claim 
that the poor agreement between measured and calculated 
concentration profiles at Cvi = 40 % is not a consequence 
of an inappropriate value of β, but, rather, is due to some 
intrinsic modelling limitation.

4.2 Experiments by Matoušek (2002) on fine sand 
slurry

A second verification of the calibration procedure was 
performed by referring to fine sand slurry flow experiments 
reported in Matoušek (2002), in which the pipe diameter 
is of 150 mm and the solids have a density of 2650 kg/m3 
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and a mean particle diameter of 130 μm. Only six testing 
situations fulfill the applicability conditions of the β-σ two-
fluid model, corresponding to two values of Vm (≈4.2 m/s 
and ≈6 m/s), and three levels of Cvi (≈14 %, ≈28 %, 
≈33–34 %). For the six cases, the experimenter provided 
hydraulic gradient and chord-average concentration pro-
files by repeating the tests twice.

The concentration profile for Vm = 4.24 m/s and 
Cvi ≈ 14 % was used to decide an appropriate σ, using a 
first-attempt β equal to 0.5. The findings in Fig. 9a indicate 
that a good match with the experimental data is obtained 
for σ = 0.75 and σ = 1, and the former value is used in the 
remaining simulations. Afterwards, a suitable value for 
β was determined from the measured hydraulic gradient 
for Vm = 4.25 m/s and Cvi ≈ 34 %. The points in Fig. 9b 
show some similarity with the corresponding ones for fine 
glass-bead slurry, shown in Fig. 7b. In both cases, in fact, 
the calculated im increases with increasing β, and shows 
a plateau for low values of this coefficient. However, a 
difference exists in terms of the deviation between the 
predicted and the calculated im within the plateau region, 
which is around 0.7 %–2.6 % in the previous glass-bead 
case (Fig. 7b, in which Cvi = 40 %), and around 6 % for the 
present fine sand case (Fig. 9b, in which Cvi = 34 %). This 
indicates that, in the fine sand case, the inherent limitations 
in the β-σ formulation for highly concentrated slurries have 
an obvious impact on the accuracy of the hydraulic gradi-
ent predictions despite the lower value of Cvi (34 % instead 
of 40 %). As a first-attempt, it was decided to use the same 
value of β of the glass-bead case, that is, β = 0.25, which 
corresponds to an overestimation of the hydraulic gradient 
of about 6.3 %.

With β = 0.25 and σ = 0.75, the predicted concentration 
profile was in a good agreement with the experimental data 
in Matoušek (2002) for all the five conditions (note that 
the sixth profile had been already used for calibrating σ). 
Exemplary results are reported for Vm ≈ 6 m/s in Fig. 10a, 
using continuous lines to denote the CFD predictions 
with β = 0.25 and σ = 0.75. In this second test case, the 
concentration profile is well predicted even for the highest 
value of Cvi (34 %), in contrast to the findings of the first 
validation example (grey-black series in Fig. 8a, where the 
Cvi was 40 %). This suggest that the limitations of the β-σ 
formulation affect different features of the CFD solution, 
depending on the testing conditions. In the first validation 
example, the hydraulic gradient was well predicted but 
the concentration profile was not. In the second test case, 
the situation seemed to be the opposite. The deviation in 
terms of hydraulic gradient prediction is within 15 % for 
five points out over six, and equal to 9.4 % on average 
(filled points in Fig. 10b). This indicates that the predictive 
capacity of the calibrated model can be satisfactory for the 
applications, although obviously a six-point population is 
not sufficient to provide accurate statistics.

As for the glass bead case, also in the fine sand one 
the first-attempt value of β is quite arbitrary, owing to the 
presence of a plateau in Fig. 9b. Thus, it was decided to 
investigate how the choice of a different value of β affects 
the predictive capacity of the model. The new value of β 
was 0.50, which, in Fig. 9b, is outside the plateau region 
and produces an overestimation of the hydraulic gradient 
of about 7.5 %. In Fig. 10, the CFD results obtained with 
β = 0.50 and σ = 0.75 are shown using dotted lines or 
unfilled points. Similarly to what has been obtained in Sec-
tion 4.1, changing β did not produce appreciable variations 
in terms of the concentration profiles and, except for a cou-
ple of points, even for the hydraulic gradient. Once again, 
the lack of influence of β even for the highest concentration 
observed in Fig. 9 is not inconsistent with the findings of 
the sensitivity analysis shown in Table 2 and Fig. 4. In 
fact, this can be explained through a number of reasons, 
such as: (1) the two values of β in Fig. 9 (0.25 and 0.50) 
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are quite close to each other and below the range used in 
the sensitivity analysis (0.5 to 3.5); (2) the horizontal axis 
in Fig. 10a is much more restricted than that in Fig. 4c; (3) 
the maximum Cvi in Fig. 10, equal to 34 %, is lower than 
the maximum Cvi in the sensitivity analysis, equal to 40 %.

4.3 Experiments by Schaan et al. (2000) on Lane 
Mountain sand slurry

In the final verification test, use was made of data 
reported in Schaan et al. (2000). Among the experiments 
described in the paper, calculations are directed to those 
performed in a 158.5 mm pipe using Lane Mountain sand. 
This type of sand is composed of small grains (median 
particle size is 90 μm) with high angularity, which produce 
significant frictional losses when flowing at high concen-
tration. The density of the particles is the typical value for 
sand, that is 2655 kg/m3. Hydraulic-gradient data and a few 
chord-averaged concentration profiles were provided for 
Vm between 1 m/s and 5 m/s and three levels of Cvi between 
about 14 % and about 39 %.

The case Vm = 3 m/s and Cvi ≈ 14 % was considered 
for determining an appropriate value of σ by imposing 
the agreement between the calculated and the measured 

concentration profile. Based on the obtained results, shown 
in Fig. 11a, it was chosen to set σ equal to 0.75. Then, 
Vm = 3 m/s and Cvi ≈ 39 % were used to decide on the 
β value. The relative deviation from the experimentally 
determined hydraulic gradient versus β, shown in Fig. 11b, 
suggests a similar trend to those of the two other test cases, 
if ones considers that the horizontal axis in Fig. 11b is 
not in log-scale and that the range of β was narrower. The 
tendency of the points towards some limiting deviation 
for lower β is evident, which confirms the modelling 
limitations of the β-σ formulation for high concentration. 
Nonetheless, here it was possible to identify a value of β 
(that is, 3.75) which fully matches the measured hydrau-
lic gradient. Thus, the coefficients values σ = 0.75 and 
β = 3.75 were judged appropriate for Lane Mountain sand 
flow in a 150 mm pipe, with Cvi between 14 and 39 % (as 
obtained from the two calibration cases), and Vm between 
1.79 m/s and 10 m/s (as obtained from Eqns. (10) and (9), 
respectively).

Validation was performed with respect to all other data 
reported in Schaan et al. (2000) fulfilling the conditions 
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above. The accuracy was satisfactory in terms of both 
concentration profiles and hydraulic gradient, as shown in 
Fig. 12.

As a final note, the value of β in the third validation 
example is significantly higher than that of the other two. 
This might be a consequence of the high angularity of the 
Lane Mountain sand particles used in the experiments of 
Schaan et al. (2000). This suggests that, as already guessed 
in one of the first papers concerning the β-σ two-fluid mod-
els (Messa and Malavasi, 2015), the parameter β might be 
related with the effect of particle shape. Nonetheless, a full 
understanding of the features of the slurry flows dictating 
the values of β and σ has not been achieved yet, and it will 
drive the future research efforts of the authors.

5. Conclusions and open questions
The present research work marked a step forward in the 

use of the β-σ two-fluid model as an engineering-effective 
tool with predictive capability. Particularly, the focus was 
on the analysis of the role played by the two main tuning 
coefficients of the model, namely, β and σ. The main find-
ings are as follows:
●	 The value of σ mainly affects the slope of the predicted 

concentration profile, without any influence on the hy-
draulic gradient and on the velocity field. The value of β 
is important for slurries with high in-situ concentration 
and it affects both the hydraulic gradient and the solid 
concentration profile, but not the velocity field. The 
role played by β and σ on the different features of the 
CFD solution does not depend on flow velocity and pipe 
diameter.

●	 A procedure has been proposed for deciding the values 
of β and σ through experimental calibration. It consists 
firstly in evaluating σ based on a single concentration 
profile at low in-situ concentration (say around 10 %), 
followed by the calculation of an appropriate β based on 
a single hydraulic gradient point at high slurry concen-
tration (say around 30–40 %). This strategy relies on the 
negligible effect of β on the solution of the β-σ two-fluid 
model at low slurry concentration.

●	 The calibration procedure was verified based on ex-
perimental data reported in the literature, referring to 
both glass bead and sand slurry. The validation study 
indicated some degree of robustness of the calibrated 
parameters with respect to changes in velocity, particle 
size, and in-situ concentration. It has also been shown 
that, although in some cases it might not be possible 
to find a value of β which fully matches the measured 
hydraulic gradient for the high concentration calibration 
case, selecting different values of β within a reasonable 
range does not affect the overall performance of the β-σ 
two-fluid model. The level of accuracy appears generally 
satisfactory for the application requirements but it might 
result in poor predictions for highly concentrated slurries 

(in-situ concentration higher than about 35 %).
At the same time, some unresolved issues demand for 

further research. Two examples are given below.
Firstly, the calibration yielded for σ = 0.50 and σ = 0.75 

intended for the validation tests on glass beads and the two 
types of sand, respectively. Bearing in mind that no opti-
mum value of σ could be obtained in a strict sense, due to 
the uncertainty of the local volume fraction measurements, 
in order to provide a better characterization of σ it would be 
important to understand the origin of this difference. Is it 
due to the different material (glass beads versus sand) and/
or to the different pipe size (54.9 mm versus 150 mm)? Or 
do other factors come into play? Similar open questions 
can be made for β, which appears related with the shape of 
the particles, but still lacks of a comprehensive character-
ization.

Additionally, the data in Figs. 7b, 9b and 11b, indicate 
that, for highly concentrated slurries, the hydraulic gradi-
ent is insensitive to β below a certain threshold. This is a 
limitation of the β-σ formulation, which appears uncapable 
of reproducing all the physical mechanisms driving the 
transport of massive amounts of particles, thus demand-
ing for further improvement. At the moment, the impact 
of this limitation varies according to the specific testing 
conditions. In the first two validation examples (glass bead 
slurry and fine sand slurry), it led to the already mentioned 
impossibility of finding an optimum β which matches the 
experimentally determined hydraulic gradient. Indeed, 
such limiting deviation is more significant for the fine 
sand case (≈6 %, Fig. 9b) rather than for the glass bead 
one (<2.6 %, Fig. 7b), where, however, inaccuracies are 
observed in terms of the concentration profile (Fig. 8a, 
grey-black series). In the last validation example, which 
refers to slurry with highly angular particles, a best value of 
β was identified (Fig. 11b) and, based on the available data, 
the predictions are accurate in terms of both concentration 
profile and hydraulic gradient (Fig. 12).
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