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The Letter from the Editor

　This year the Editor-in-Chief of KONA, Prof. Tsuji, 
suggested that the regional editorial boards con-
tribute to writing the preface on a rota basis.  As the 
Chairman of the Editorial Board for Europe and Af-
rica, I have the privilege and honour to write the first 
letter in the new form.

　KONA is now fully archival! It was registered last 
year with Thompson-Reuter, an achievement that has 
delighted the members of the three Editorial Boards 
and of course the contributors.  KONA is a unique 
journal, as the contributions are solicited from lead-
ing researchers worldwide, providing a well-balanced 
coverage of the new developments in science and 
technology of powders and particle systems.  It is 
published and distributed widely by Hosokawa Pow-
der Technology Foundation.  This provides an invalu-
able conduit for rapid knowledge transfer from the 
contributors to academic and industrial communities 
worldwide; and now with the newly acquired ‘impact 
factor’, it is hoped that its profile is further enhanced.

　It has been a tough year for industry due to world 
recession, and it is a great relief that KONA has been 
protected from the upheavals by the Hosokawa Pow-

Mojtaba Ghadiri
Europe/Africa Editorial Board Chairman

der Technology Foundation.  The foundation oper-
ates completely independently from the Hosokawa 
Corporation, and has a charitable status which has 
been approved by the Japan government.  

　I would like to use this opportunity to convey a 
message from the Editor-in-Chief on a number of im-
portant changes in the content of the journal. From 
this issue onwards (No.27, 2009), the content of other 
Japanese journals in this field will no longer be listed, 
as it was found that the time to do it was so short that 
it was almost impossible to meet the printing dead-
line, and postponing it to the following year was too 
late.  Another important change relates to the publi-
cation of selected papers translated from Japanese.  
Nowadays, Japanese researchers widely publish their 
work in archival journals in the English language, 
circumventing the market interest in translation.  
Furthermore, translation may not always accurately 
express the original intended views of the authors. It 
has therefore been decided not to publish translated 
papers from this issue onward. 

　Finally, the Editorial Boards welcome proposals 
for topics, papers and any comments the readers may 
have, as we wish to make the journal a ‘must have’ 
on desks of researchers in powders and particles as 
well on the shelves of libraries.

Mojtaba Ghadiri
Chairman of the Editorial Board for Europe and Af-
rica
Leeds
21st October 2009 
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Comment of the Cover Photograph
Diamond Photonic Crystals with Alumina Micro Lattices

Soshu Kirihara
Joining and Welding Research Institute 

Osaka University

Photonic crystals with periodic arrangements in dielectric constant can totally reflect 

electromagnetic waves by Bragg diffraction. Alumina micro lattices with diamond structure 

were fabricated in order to control terahertz wave expansions effectively by using micro 

stereolithography of a computer aided design and manufacturing (CAD/CAM) process. 

The photonic crystals composed of acrylic lattice with alumina nanoparticles dispersion 

were fabricated. In the micro stereolithography process, photo sensitive resin pastes with 

alumina nanoparticles dispersion were spread on a grass substrate with 10 µm in layer 

thickness by using a mechanical knife edge, and two dimensional images of ultra violet ray 

were exposed by using digital micro-mirror device (DMD) with 2 µm in part accuracy. 

Through the layer by layer stacking process, micrometer order three dimensional 

structures were formed. Dense alumina structures were obtained by successive dewaxing 

and sintering in an air atmosphere. The electromagnetic wave properties of these samples 

were measured by using a terahertz time domain spectroscopy (TDS) device. The 

micrometer order periodic structures exhibited perfect band gaps in the terahertz wave 

frequency range. In near future, the terahertz waves with micrometer order wavelength 

will be expected to apply for various types of novel sensors, which can detect gun powders, 

drugs, bacteria in foods, micro cracks in electric devices, cancer cells in human skin and 

other physical, chemical and living events. The fabricated alumina photonic crystals will be 

applied for the terahertz wave devices.
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Introduction

　Mixing of particulate solids is an important process 
in its own right, as in blending of the components 
of a mixed powder; it can also play a critical role in 
the performance of other particle processing opera-
tions such as grinding, granulation, classification and 
chemical treatment. In single-phase systems such as 
gases or miscible liquids, mixing proceeds spontane-
ously and irreversibly so that actions such as stirring 
are needed only to speed up the process. In contrast, 
solids mixing processes are neither spontaneous nor 
irreversible ‒ some kind of mechanical agitation is 
required for mixing to occur and a tendency for dif-
ferent kinds of particles to segregate is commonly 
observed.
　Segregation is typically described as a problem. 
While this is clearly appropriate for simple blend-
ing operations, there are cases where it is actually 
desirable by providing some degree of classification. 
Segregation due to agitation or flow of a powder is 
rarely an effective means of classification on its own 
but it can be a useful adjunct to other classification 
processes. For example, continuous screening op-

erations commonly involve movement of a layer of 
vibrated particles over the screen surface. Segrega-
tion of coarse (oversize) particles towards the top of 
the layer can improve screening efficiency by reduc-
ing blockage of the screen apertures. Agglomeration 
processes take advantage of segregation of large ag-
glomerates to promote preferential discharge of the 
product from balling drums or pans.
　It is important to distinguish between the results 
of active segregation processes and those due simply 
to inadequate mixing. If some of the components of 
a mixture are added in agglomerated form, complete 
mixing requires break-up and redistribution of this 
material. Low-shear devices such as tumblers may 
be incapable of performing this action. Indeed, they 
may actually enhance segregation by encouraging 
agglomerate formation and growth.
　Another distinction can be made in the context of 
mixing as an element of some other process such as 
a continuous grinding operation. In liquid-phase reac-
tors, “perfect” mixing refers to uniform distribution 
of the components throughout the vessel - intimate 
mixing at the molecular level usually follows auto-
matically. The latter is often not true for particle sys-
tems. Spatial uniformity may be achieved while the 
components remain in the form of clumps. However, 
uniformity of this kind may be quite sufficient to re-
gard the reactor as fully mixed for estimating process 
parameters such as residence time distributions.

Mixing and Segregation in Powders: 
Evaluation, Mechanisms and Processes†

R. Hogg
Department of Energy and Mineral Engineering,
The Pennsylvania State University1

Abstract

　Mixing in powders generally results from relative motion of groups of particles ‒ convective 
mixing ‒ or of individuals ‒ dif fusive mixing. Segregation or demixing occurs when the motion of 
individual particles is biased according to their particular characteristics ‒ size, shape, composition 
etc. In the absence of such bias, individual motion invariably leads to homogenization of the mixture. 
Relationships between mixing/segregation processes and the external and interparticle forces 
responsible for causing or opposing relative motion are reviewed. Specific examples of mixing and 
segregation in flow over surfaces, in rotating cylinders and other applications are described.

Keywords:  Homogeneity, macromixing, micromixing, diffusive mixing, convective mixing, demixing, role of agita-
tion and shear, percolation, mixing and segregation in flow systems

ⓒ 2009 Hosokawa Powder Technology Foundation

† Accepted: July 22nd, 2009
1 213 Hosler Building, University Park, PA 16802
　 TEL: (814) 865-3802, FAX: (814) 865-3248
　 E-mail: rxh19@psu.edu
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　This paper is intended as an overview of the sub-
ject rather than a comprehensive review of published 
work in the area.

Assessment of Mixture Homogeneity

　A generally accepted procedure for evaluating the 
relative homogeneity of a particulate mixture is to 
take a number of samples, at random, and determine 
the variance of their composition: the more homoge-
neous the mixture, the lower the expected variance. 
Because of the discrete nature of the particles, the 
expected variance of a random mixture is ultimately 
limited by the chance of different kinds of particles, 
especially those of minor components, being includ-
ed in a sample. Based on simple statistics, it has been 
shown1) that the expected variance, σ2 of the relative 
composition of samples containing N particles each 
taken from a completely random binary mixture is 
given by:

σ2 =
p(1− p)

N

1

 (1)

where p is the overall number fraction of one of the 
components. The simple treatment has been extend-
ed to the more practical case of the expected variance 
in the mass fraction of a given component in samples 
of equal mass taken from a multi-component mix-
ture2-6). The equivalent to Equation 1 then becomes

(σ2m)i =
fi (1− fi)wi + f2i (w̄ − wi)

M

1

 (2)

where (σ2m)i

1

 is the expected variance of the mass 
concentration of component i in samples taken from 
a random mixture of all of the components; f i is the 
overall mass fraction of component i in the mixture; 
wi is the mass of a single particle of that component 
and w̄

1

 is the overall mean particle mass, defined by:

w̄ =


j

fjwj

1

 (3)

An observed sample variance that is greater than the 
expected value as determined using Equations 1 or 
2 implies that the mixture is heterogeneous (non-
random). It is possible, however, for such a result 
to be obtained, by chance, for a random mixture. 
Comparison of the ratio of the observed to expected 
variance using, for example, the simple F-test7) gives 
an indication of whether or not the difference is sig-
nificant statistically.
　Danckwerts8) used the terms micromixing and 
macromixing to distinguish between short-range 

homogeneity, i.e., at the individual particle level, and 
long-range variations within a batch of material. The 
expected, randomly mixed variance described above 
refers to micromixing. Since the observed variance 
also includes the effects of errors in sample assay, it 
is necessary increase the expected variance by using 
small samples to ensure that incomplete micromixing 
is not masked by such errors,. At the same time, how-
ever, the increase in the expected variance can mask 
the effects of small, but significant long-range varia-
tions. For example, in a study of axial mixing in a ro-
tating cylinder9) it was found, using samples of about 
500 particles, that the observed sample variance be-
came equal to the expected value after about 70,000 
revolutions of the drum. At that stage, however, there 
remained a small but detectable and significant varia-
tion in composition along the length of the cylinder. 
To detect both long-range and short-range variations, 
it is necessary to sample at more than one level ‒ 
small samples to identify local clustering of compo-
nents and larger samples to test for the long-range 
variations. Typically, the latter can be minimized by 
further mixing while the former may require alterna-
tive procedures such as increased shear. Procedures 
for characterizing particulate mixtures have been de-
scribed in greater detail in a recent publication by the 
author10).

Mixing Mechanisms

　Lacey11) proposed the following basic mechanisms 
for solids mixing: convective mixing which involves 
the collective transfer of groups of particles from one 
location to another; diffusive mixing defined as the 
distribution of particles over a freshly developed sur-
face and shear mixing due to slipping planes set up 
within the mixture. Further consideration, however, 
suggests that, for free-flowing powders, the funda-
mental mechanisms are simply convection essentially 
as defined by Lacey and dif fusion defined more 
broadly as the random motion of individual particles. 
Shear mixing can be regarded as a combination of 
convection and diffusion resulting from the redistri-
bution of material across slipping planes. Shear is an 
important feature of the mixing process by providing 
the driving force for convection and diffusion. A third 
mechanism ‒ transfer between agglomerates ‒ is im-
portant for cohesive particles and is discussed below.
　Typically, diffusion is a rather slow process while 
convection proceeds rapidly. Practical mixing sys-
tems employ combinations of these two primary 
mechanisms. Convection generally provides rapid 



KONA Powder and Particle Journal No.27 (2009) 5

macromixing and substantially reduces the distances 
over which diffusion must occur to ensure complete 
micromixing. Agitation and shear are necessary for 
both mechanisms to occur. Convection is controlled 
primarily by the geometry of the system including 
the presence of elements such as paddles and baffles. 
that induce collective motion of the particles. This 
process can lead to a kind of dif fusive macromix-
ing, akin to turbulent dif fusion in fluids. Diffusive 
micromixing is determined by the mobility of indi-
vidual particles in response to agitation and shear. 
In free-flowing powders, mobility is generally high, 
promoting relatively rapid micromixing. In the case 
of cohesive powders, on the other hand, individual 
mobility is low and sometimes virtually absent. Mix-
ing of these materials must rely heavily on shear to 
break up the material into smaller and smaller ag-
glomerates. Since cohesive powders normally con-
tain very fine particles and agglomerate breakage is 
a reversible process, liberation of individual particles 
is fleeting at best. Micromixing by simple diffusion 
is essentially eliminated and must occur by random 
transfer of particles between breaking and re-forming 
agglomerates.

Segregation Mechanisms

　Micromixing by diffusion in a free-flowing powder 
requires that the motion of individual particles in 
response to agitation etc. be truly random and inde-
pendent of the type of particle concerned. In other 
words, all particles in the system should have the 
same mobility. When there are differences in mobil-
ity among the components of a mixture, segregation 
becomes a possibility. Particle motion results from 
the effects of mechanical actions such as tumbling or 
stirring, and external forces, primarily gravity. Par-
ticle mobility is determined by the response to these 
forces and the resistance to motion due to other par-
ticles, their environment and the mixing device itself. 
In many ways, segregation in powders is analogous 
to differential settling of particles in a fluid.
　Convective mixing does not normally depend on 
individual particle mobility; the mixing effect tends to 
be more or less random and is unlikely to contribute 
directly to segregation. At the same time, however, 
the actions that lead to convective mixing generally 
promote individual motion which can cause segrega-
tion. Because of restricted mobility, segregation is 
usually less prevalent in cohesive powders than in 
free-flowing material. Whereas convection and diffu-
sion are complementary in mixing processes, they 

generally work in opposition in segregation.
　Segregation is caused by differences in the basic 
particle characteristics which can be defined in terms 
of size, shape, composition and structure10). As far as 
segregation is concerned, structure ‒ the distribu-
tion of phases within a single particle ‒ is unlikely 
to cause differences in mobility and can probably be 
discounted. Particle size and shape affect mobility 
largely through their effect on the resistance to mo-
tion whereas density (determined by particle compo-
sition) is more likely to influence the actual motion 
resulting from applied forces.

Size Segregation

　Variations in individual particle mobility with size 
typically lead to segregation in a bed of particles sub-
jected to vibration or flow. However, the form of the 
resulting segregation can vary widely depending on 
the actual conditions. This has lead to a number of 
proposed mechanisms which are actually different 
manifestations of the same basic phenomenon: the 
ability of small particles to penetrate the bed more 
readily than coarser material.
　Imposed vibration or particle-particle collisions in 
a flow stream cause some dilation of the bed and in-
creased particle mobility. Gravitational forces lead to 
a net downward motion of the smaller particles which 
can readily pass through the voids in the expanded 
bed. This simple mechanism is especially important 
when the fine material is a minor component of the 
mixture and is commonly referred to as percolation 
or sieving12,13,14). Segregation can also occur, by the 
same basic mechanism, regardless of the overall 
composition of the mixture. If the coarse particles 
are a minority ‒ each surrounded by the finer compo-
nents ‒ their ability to move upwards is constrained 
only by the weight of the overlying material while 
downward motion requires either compaction of the 
material below or the unlikely possibility of encoun-
tering a sufficiently large void. At the same time, the 
void created by upward motion of the particle is eas-
ily filled by percolation of adjacent fines, which pre-
vents a return to its original position15). The net result 
is a ratcheting upwards of the coarser particles. This 
effect has been described as displacement segrega-
tion12,13) or the “Brazil nut effect”16).
　Size segregation is also widely observed when 
particles are poured onto a heap or in the filling of a 
container. Again the basic mechanism involved is the 
difference in the ability of small and large particles 
to penetrate a bed of material, although the result ap-
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pears to be quite different. In contrast to a vibrated 
or agitated bed, a heap is essentially static with flow 
occurring only in the surface layers. Particles flow 
over the surface until they become trapped in a sur-
face void. Since the finer material is more likely to 
encounter a sufficiently large void, the result is that 
coarse particles travel further down the slope and ac-
cumulate around the lower edges of the heap leaving 
excess fines in the core. This effect has often been 
called rolling segregation17).
　The term trajectory segregation18) has been used 
to describe separation of coarse and fine particles 
projected from the end of a chute or fast-moving belt. 
Retardation of the lateral motion by aerodynamic 
drag is greater for small than for large particles. Pro-
jection of the particles individually would certainly 
lead to segregation. In practice, however, material 
is normally projected as a fairly dense, continuous 
stream carrying the adjacent air along with it. As 
a result, aerodynamic drag acts on the stream as a 
whole rather than on individual particles, thereby 
minimizing the segregation effect. Observation of 
segregation in such systems can probably be attrib-
uted to existing segregation, prior to projection. This 
effect was demonstrated by Augenstein19,20) and is 
illustrated in Fig. 1. Mixtures of coarse and fine par-
ticles projected from chute surfaces were collected 
in a sampling grid to determine the distributions of 
horizontal displacement. For smooth chute surfaces, 
the range of displacements was found to be narrow, 
indicating a narrow range of velocities, and the com-
position was essentially uniform (Fig. 1a). When 
the surface was rough, on the other hand, a much 
broader range of displacements was observed and a 
progressive increase in the concentration of coarse 
particles with displacement was found (Fig. 1b).
　The extent of size segregation is generally limited 
by packing considerations. In the case of a binary 
mixture, segregation can be expected to lead to the 
development of two regions: one consisting essen-
tially of the major component alone and the other 
containing both components under roughly optimum 
packing conditions.

Shape Segregation

　Particle shape also affects mobility and differences 
are, therefore, a potential cause of segregation. It is 
generally agreed, however, that segregation by shape 
becomes significant only when the differences are 
substantial ‒ smooth spheres from irregular particles, 
flakes or needles from roughly isometric particles, 

for example21,22). In part, this may be an impression 
gained due to the difficulties involved in quantifying 
small dif ferences in shape. Tang and Puri13) have 
noted that combinations of size and shape differences 
may lead to enhanced segregation.

Density Segregation

　Differences in particle density are known to cause 
segregation, which might be anticipated from poten-
tial energy considerations. However, it is generally 
agreed that the effects are usually substantially less 
than those due to size dif ferences23).This may be 
partly due to the smaller range of densities found 
in particle systems ‒ a 5:1 range in density is con-
sidered to be large while 1000:1 is a quite common 
size range. The analogy to sedimentation is again 
appropriate here. The (gravitational) force acting on 
a particle is affected by both size and density while 
the fluid drag (resistance to motion) is independent 
of density. It is likely that the same is largely true for 
segregation in powders. As noted above, a primary 
cause of segregation is the relative ability to pen-
etrate a bed of particles; increased density provides 

Fig. 1   Distribution of trajectories for mixtures of coarse (30×40 US 
mesh) and fine (70×100 US mesh) particles projected from in-
clined chute surfaces. Data of Augenstein 19).
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little advantage in this respect, especially in fairly 
compact systems such as vibrated or agitated beds or 
flow streams. A “push-away” mechanism24) has been 
proposed in which a heavy particle is able to force 
its way between lighter components. Such an effect 
is unlikely to be significant in relatively compact 
beds since the weight of a single particle is generally 
much smaller than the force needed to shear the bed. 
For highly dilated beds subject to vigorous agitation 
or vibration, and especially for fully fluidized beds, a 
mechanism of this kind may indeed be viable, leading 
to an accumulation of the denser component(s) in the 
lower regions of the bed25). These conditions could 
also have a significant effect on size segregation. By 
reducing the resistance to downward motion, a more 
open bed could actually reverse the segregation ef-
fect by allowing settling of the large particles. This 
could, in fact, account for some seemingly contradic-
tory observations noted in the literature.

Segregation Due to Particle Interactions

　In some circumstances interaction forces, either 
attractive or repulsive, can promote segregation. 
Selective agglomeration of certain components is an 
obvious example and could occur if particles of one 
component specifically attract particles of the same 
kind or repel other kinds. Typically, agglomeration is 
most prevalent among the fine, cohesive components 
of a mixture. Selective agglomeration is quite com-
mon in liquid suspensions but the close confinement 
of particles in dry or semi-dry powders is not gener-
ally conducive to selectivity. Most cases of segrega-
tion by clumping of fine components probably reflect 
incomplete micromixing due to low particle mobility, 
rather than a spontaneous segregation process.
　Segregation due to interaction forces is possible 
when the forces are strong enough, or of sufficiently 
long range to affect relatively large, mobile particles. 
Magnetic particles are an obvious example. Other 
kinds of forces can produce similar effects as was 
observed by this author. For a mixing study using 
particles differing only in color, a narrow sieve frac-
tion (40×50 US mesh) of crushed dolomite was dyed 
using a commercial food color. Attempts to prepare 
uniform mixtures of these particles with the same 
size fraction of the same dolomite, but not dyed, for 
use as calibration standards proved to be remarkably 
unsuccessful. Even when a reasonably homogeneous 
mixture was obtained by careful stirring of small 
quantities, any slight disturbance, by tapping or shak-
ing the container, led to an immediate visible segrega-

tion. Apparently interaction forces, introduced by the 
surface coating, were sufficient to cause segregation 
of these relatively coarse (～0.35 mm) particles. In 
this particular study, the problem was circumvented 
by switching to a different color.

Role of Cohesion

　By restricting the mobility of individual particles, 
cohesion generally serves to reduce the tendency for 
segregation to occur. However, cohesion in dry pow-
ders is normally associated with fine (e.g., < 20μm) 
particles. Other than perhaps acquiring a coating of 
fines, coarser particles in a mixture can retain their 
mobility and be subject to segregation. Furthermore, 
the additional restriction of fine particle mobility 
may actually compound the problem. Agitation of a 
cohesive powder commonly leads to the formation of 
agglomerates which readily become segregated from 
the bulk (fine) powder. This effect is widely exploited 
in granulation processes.
　Cohesion due to the presence of liquid phases gen-
erally extends over a broader range of particle sizes 
than that due to fine components and, in some situ-
ations, may provide a means of minimizing segrega-
tion problems.

Mixing and Segregation Processes

　Mixing of free-flowing powders can generally be 
regarded as proceeding through some combination 
of the diffusion and convection mechanisms, convec-
tion being primarily responsible for macromixing 
while intimate micromixing relies on diffusion. The 
relative contributions of these two depend mostly on 
the geometry and operating conditions of the mixing 
device but may also be influenced by powder charac-
teristics.

Mixing in Rotating Cylinders

　The simple horizontal drum mixer has been stud-
ied extensively. For non-segregating powders (equal 
size, shape and density), it has been established that 
axial mixing proceeds through essentially pure dif-
fusion9,11) while transverse mixing is dominated by 
convection with superimposed diffusion26-29). A bed 
of powder in a horizontal, rotating cylinder exists as 
two, fairly distinct regions: a “static” region in which 
particles follow the rotation with no relative motion 
and a “shear zone” where particles flow down the 
free surface of the bed. Conditions in the shear zone 
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depend on the Froude number: Fr = Rω2/g where R 
is the cylinder radius, ω is the angular velocity and 
g is the acceleration due to gravity. At low rotational 
speeds (Froude numbers less than about 0.01), ve-
locities in the shear zone are much higher than those 
in the static region so that the shear zone is thin and 
the free surface remains essentially planar. As the 
speed is increased, velocities in the static region in-
crease relative to those in the shear zone, which are 
mostly determined by gravity; the zone increases in 
thickness and assumes a characteristic S-shape. With 
further increase in speed, cateracting occurs where 
particles are projected from the bed and follow a free-
flight trajectory before re-entering the bed. At the 
critical speed, the centrifugal force acting on the lay-
er of particles adjacent to the shell just balances that 
due to gravity (Rω2 = g) and centrifuging occurs. 
The critical speed ωc is defined by:

c =

g

R

1

 (4)

And corresponds to Fr = 1. Under steady flow condi-
tions, continuity requires that a particle entering the 
shear zone at some axial location will, on the average, 
re-enter on the same transverse plane. Inter-particle 
collisions during flow down the surface cause the 
random lateral displacements that lead to axial diffu-
sion30,31). Convection in the transverse plane results 
primarily from differences in the time taken for par-
ticles at dif ferent radial locations to complete one 
pass through the static region. Random displacement 
of particles during flow through the shear zone pro-
vides the diffusive component.

Axial Mixing

　Because of the absence of any contribution from 
convection, axial mixing in a simple drum proceeds 
very slowly. Experimental values of the diffusion co-
efficient for particles of about 0.2 mm in size rotated 
at relatively low speeds in cylinders with diameters 
in the 5-10 cm range are typically found to be about 1 
mm2/revolution9,32,33).
　It has been shown9) that, for a simple cylinder load-
ed end-to-end with equal quantities of two, essentially 
identical components, the expected sample variance 
due to incomplete macromixing can be estimated 
from:

σ2 =
2
π2

exp

−2π2DN

L2



1

 (5)

where D is the diffusion coefficient, N is the number 

of revolutions of the cylinder and L is its length. Us-
ing the above value of D, Equation 4 predicts that 
more than 20,000 revolutions would be required to 
reduce the variance from an initial value of 0.25 to 
0.0025 for a cylinder 10 cm long. This required time 
would increase with the square of mixer length.
　Experimental studies by Rao et al.33) indicated that 
the diffusion coefficient generally decreases with in-
creased filling of the cylinder and increased particle 
size and increases with increased rotational speed. 
Higher diffusion coefficients at low filling levels were 
attributed to an increase in the number of passes 
through the shear zone per revolution, partially off-
set by the corresponding reduction in the path length 
in the zone. The particle size effect was thought to 
result from higher velocities in the shear zone due 
to higher dynamic angle of repose obser ved for 
finer particles. The increase with speed, even on a 
per revolution basis was also attributed to increases 
in the dynamic angle of repose. The approximate 
analysis presented by Rao et al. suggests that the dif-
fusion coefficient (per revolution) should increase 
with the square of the cylinder diameter d for the 
same rotational speed. This would also be consistent 
with models used to describe axial transport through 
horizontal cylinders34-36). For conditions of dynamic 
similarity (constant Froude number) the dif fusion 
coefficient (per time) should vary with d3/2. Unfortu-
nately, systematic investigations of the relationship 
between axial diffusion and cylinder diameter appear 
not to have been carried out.
　The addition of mixing aids in the form of rela-
tively large balls (usually plastic or rubber) has been 
shown to increase axial mixing rates significantly35-37). 
Sawahata37) and Chaudhuri and Fuerstenau38) found 
that the axial diffusion coefficient was increased by a 
factor of about 3 for mixing aid additions comprising 
about 10% of the mixer volume but became constant 
after further addition. Shoji et al.39) attributed the lev-
eling off to segregation of the balls towards the cen-
tral region of the cylinder and correspondingly high 
diffusion rates in that region. As the ball filling was 
increased further, their concentration in the central 
region became more or less constant while their dis-
tribution along the cylinder became more uniform. 
When the concentration of balls had become essen-
tially uniform along the length of the cylinder, further 
ball additions again led to enhanced diffusion of the 
particles up to the condition where the volume of 
particles was just sufficient to fill the voids in the bed 
of balls. Abouzeid and Fuerstenau40) demonstrated 
that the presence of mixing aids led to substantial 
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reduction of size segregation of particles in a rotating 
drum.

Transverse Mixing

　The convection process that dominates mixing 
in the transverse plane of a rotating cylinder results 
from the different rates at which particles at differ-
ent radial locations circulate the particle bed26,27). As 
shown in Fig. 2, a particle at a radial distance r from 
the center of the cylinder travels through an angle 
2θ in each pass through the static region. For a 
cylinder rotating at an angular velocity ω, the time 
to pass though the static region is equal to 2θ/ω. 
If the filling of the cylinder with powder is less than 
50%, the angle and the circulation time decrease with 
decreasing radial distance from the center. Thus, 
particles close to the center circulate several times in 
the time taken for a particle adjacent to the shell to 
circulate once.
　The result of the difference in circulation time is 
that particles in the bed undergo a progressive angu-
lar displacement leading to the transformation of an 
initial side-by-side arrangement of two components 
into a series of spiral bands as illustrated in Fig. 3. 
The pattern shown in the figure was determined us-
ing the assumption that particles entering the shear 
zone on the upper part of the free surface reappear 
instantaneously at the same radial position on the 
lower part, i.e., the time spent in the shear zone is 
negligible27). Modifying the calculations by allowing a 
finite time for passage through the shear zone leads 
to a retardation of the development of the pattern but 
to only minor changes in its form.
　As the filling of the cylinder approaches 50%, the 
difference in circulation times is reduced until, ideal-
ly, at exactly 50%, the free surface passes through the 
center of rotation, the time for passage through the 
static region becomes the same for all radial locations 
and no convective mixing occurs. The time taken for 
particles to pass through the shear zone may actu-
ally assist the mixing process for this case. Due to 
the greater distances involved, particles entering the 
zone close to the cylinder wall require a longer time 
than those near the center. This effect again leads 
to an angular displacement of particles at different 
radial positions, resulting in a spiral pattern similar to 
those shown in Fig. 3 but taking substantially longer 
to develop.
　The patterns shown in the Fig. 3 are the result of 
convection alone. In practice, random interchange 
between particles in dif ferent layers as they pass 

through the shear zone (diffusion) causes a blurring 
of the boundaries and a rapid approach to complete 
mixing. Hogg and Fuerstenau27) presented a simpli-
fied model for the overall process, treating the dif-
fusion component as equivalent to simple diffusion 
between the alternate bands produced by convection. 
More recently, the analysis has been extended to 
include a description of the actual mixing process in 
the shear zone28,29). Prigozhin and Kalman29) present-
ed a model which included an implicit assumption of 
perfect mixing in the shear zone which is essentially 
equivalent to the treatment by Inoue et al.26) who 
assumed that particles entering the shear zone are 
redistributed at random as they reenter the rotating 
bed. Kharkhar et al,28) developed a simplified model 
for flow in the shear zone and described mixing in 
the zone as a process of dif fusion between layers. 
Their results suggest that particles are not complete-
ly mixed in the shear zone and that description as a 
diffusion process is appropriate. Each of the models 
agrees qualitatively with experimental observation 
but, because of the many approximations involved 

Fig. 2   Geometric arrangement used in the analysis of convective mixing 
in the transverse plane of a rotating cylinder.

Fig. 3   Schematic representation of transverse mixing in a horizontal 
rotating cylinder at 30% filling.
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and the problem of obtaining precise measurements, 
quantitative comparisons are difficult to obtain.

Segregation in Rotating Cylinders

　Both axial and transverse segregation are com-
monly obser ved in rotating cylinder systems41). 
Transverse segregation usually proceeds rapidly and 
appears to be a necessary precursor to axial segrega-
tion42).

Transverse Segregation

　Segregation of particles in the transverse plane 
of a horizontal rotating cylinder occurs during flow 
through the shear zone. Segregation by size, den-
sity and shape has been observed. Size segregation 
results from differences in resistance to flow. Large 
particles flow readily over the surface but encounter 
considerable resistance to penetration into the bed 
of flowing material. For smaller particles, on the 
other hand, trapping effects restrict their ability to 
flow over the surface but they are able to penetrate 
into and through voids in the bed. The combination 
of these two mechanisms leads to accumulation of 
the coarser components around the periphery of the 
rotating material and concentration of fines in a cen-
tral core. Segregation by shape may also occur due 
to differences in resistance to flow. Again, it might 
be expected that particles that exhibit the greater 
resistance would accumulate in the central core, but 
experimental data in this area are very limited in-
deed. In the case of density segregation, the greater 
force of gravity acting on the denser particles causes 
a bias in the relative motion leading to accumulation 
of these particles in the central core43). The density 
ef fect may be enhanced at high rotational speeds 
where the shear zone becomes partially fluidized.
　Transverse segregation occurs rapidly, approaching 
a steady state in a few revolutions of the cylinder44-46). 
In practice, however, variations in the distribution of 
particles across the transverse plane may continue 
for substantially longer times due to the effects of si-
multaneous, but much slower, axial segregation. The 
limiting segregation pattern seems to be relatively 
independent of rotational speed and volumetric filling 
of the cylinder, except when a “dead zone” exists for 
fillings greater than 50%. Some attenuation of the seg-
regation may be expected at higher rotational speeds 
due to enhanced diffusive mixing. The size distribu-
tion of the powder is obviously an important factor. 
Most research in the area has been carried out on 

simple binary mixtures and has shown that even size 
differences as small as 20% can cause segregation. 
For such small differences, the concept of percolation 
seems inappropriate. Nevertheless, the differences in 
resistance to motion noted above still apply and lead 
to segregation. As might be expected, larger size dif-
ferences promote faster segregation45).

Axial Segregation 

　Separation of dissimilar components in the form of 
alternate bands along the axis of the cylinder is com-
monly observed41,47). It appears that the process is a 
consequence of axial transport of particles caused 
by small variations in the inclination of the rotating 
bed due to friction at the end-walls and differences in 
internal friction of the mixture41,48-50). Axial transport 
due to the end-effect is illustrated in Fig. 4 which 
shows schematically the expected trajectories of 
particles from different locations in the bed as they 
pass through the shear zone. The curved paths are 
the result of motion in the direction of steepest slope 
and are estimated using modification of the models 
developed for continuous flow through rotating cyl-
inders34,35,51). As expected, particles originating from 
close to the outer shell of the cylinder are subject 
to greater axial displacement than those closer to 
the center of the bed. Since each of the trajectories 
shown returns to its original axial location, these 
estimates, based on independence of the individual 
paths, would predict no net axial displacement. 
However, the figure also shows that, especially for 

Fig. 4   Schematic illustration of particle trajectories in the surface layers 
adjacent to the end-walls of a rotating cylinder.

Axial Position

0.00 0.10 0.20

Tr
an

sv
er

se
 P

os
iti

on



KONA Powder and Particle Journal No.27 (2009) 11

the outer layers, the paths of particles starting from 
different distances from the end-wall converge dur-
ing passage through the shear zone. Obviously, 
therefore, the individual particle paths cannot really 
be independent, but there must nevertheless be a 
tendency for accumulation of those particles in that 
axial location. In order to maintain uniform loading 
of particles along the cylinder, migration of material 
away from that region must occur from all layers in 
the shear zone. Since there is less replenishment into 
the inner layers, the result is a reduction in the rela-
tive amount of that material. If transverse segrega-
tion has led to concentration of the finer (or heavier) 
particles in the central core and of the coarser (or 
lighter) material in the outer layers, the net effect of 
the axial transport described above is to form a band 
enriched in the outwardly segregating material close 
to but slightly removed from the end-wall, with cor-
responding regions of depletion on both sides.
　Axial variations in the composition of the mixture 
due to the end-effects or even random fluctuations 
may lead to corresponding changes in inclination of 
the rotating charge and consequent axial migration 
by similar mechanisms to those described above and 
the formation of alternating bands along the length of 
the cylinder.
　It is clear that the mechanisms of axial segregation 
are complex and the convective processes described 
here can only represent part of the picture. Individual 
particle mobility can be expected to vary with size 
and shape and perhaps with density. It follows that 
dif fusivity should be similarly variable and could 
either promote or oppose segregation. In the case 
of segregation due to variations in inclination of the 
bed, Savage52) has shown that both migratory convec-
tion and random diffusion fluxes could be roughly 
proportional to the concentration gradient. Math-
ematically, the process could then be represented by 
a simple diffusion equation with an effective diffusion 
coefficient given by the difference between contribu-
tions from convection and true diffusion. Under some 
circumstances, this could result in a negative effec-
tive diffusion coefficient meaning that the process 
would lead to enhanced rather than reduced con-
centration gradients, i.e., to segregation. Simulation 
of the process using a cellular automaton showed 
that combinations of random (diffusion) and biased 
(convection) interchange of particles in an initially 
uniform mixture can indeed result in band formation 
and exhibit the kinds of instabilities observed in real 
systems.
　It has been suggested that band formation away 

from the ends of the cylinder may result from statis-
tical fluctuations in bed depth or inclination48,49,53,54). 
However, it seems unlikely that such perturbations 
would be of sufficient magnitude and persistence to 
cause significant axial segregation. Propagation of 
disturbances from the end-walls appears to offer a 
more a more realistic explanation.

Mixing in Simple Flow

　Both mixing and segregation in powders are 
generally promoted by flow of the material. Flow in 
powders can be considered to fall into one or other 
of two basic types: rapid flow as in the shear zone of 
a rotating cylinder or in the formation of a heap and 
slow flow as in internal motion during slow discharge 
of a hopper. Slow flow appears to be characterized by 
shearing at specific slip planes between otherwise 
static layers of powder. In rapid flow, on the other 
hand, the process involves the existence of a continu-
ous velocity gradient, akin to that in flow of a viscous 
fluid.
　Flow over an inclined surface such as a chute 
is a simple example of rapid flow. If the surface is 
smooth, motion occurs by sliding and there is little 
or no shearing within the powder. Since there is little 
relative motion of individual particles under such 
conditions, mixing effects are minimal. However, if 
the surface is roughened, to an extent equal to or 
greater than the surface of the powder bed itself, 
shear occurs within the powder and liquid-like flow 
occurs, provided of course the inclination of the sur-
face exceeds the angle of friction between powder 
and surface. Particle-particle collisions due to shear 
provide a driving force for diffusional mixing.
If diffusion is promoted by shear, it is reasonable to 
expect that the rates should increase with increasing 
shear rate55,56). A simple linear relationship has been 
proposed56) of the form:

D = D0(1 + α
∂v

∂y
)

1

 (6)

where D is the diffusion coefficient, ∂v /∂y  is the 
velocity gradient perpendicular to the flow direction, 
Do and α  are constants. Experiments were carried 
out to evaluate the mixing of sand with garnet pow-
der as a tracer fed as initially separate layers, one on 
top of the other onto the surface of an inclined chute 
whose surface was roughened using an attached 
layer of the same sand. Concentration profiles were 
determined for several distances of flow down the 
chute by a splitting procedure followed by magnetic 
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separation of the components56). Velocity profiles 
were estimated using the trajectory procedure de-
scribed by Augenstein and Hogg57). An example of 
the distribution of tracer through the depth of the 
bed is shown in Fig. 5 for increasing distance along 
the inclined surface. The solid lines are model predic-
tions based on Equation 6 with fixed values of the pa-
rameters D0 and α  of 1.15×10-2 cm2/sec and 7.03×
10-3 sec. respectively. The agreement between model 
and experiment is very good.
　The results shown in Fig. 5 are for the case where 
the tracer was added above the layer of sand. Be-
cause of the dependence of the diffusion coefficient 
on the velocity gradient, more extensive mixing 
should be expected if the tracer was added below the 
sand, due to the higher gradient closer to the chute 
surface. A comparison of the results for tracer addi-
tion above and below the sand layer is shown in Fig. 
6. It is clear that placing the tracer in the high-shear 
region adjacent to the chute surface does indeed lead 
to enhanced mixing. Furthermore, the fact that the 
results could be fitted using the same values of the 
parameters D0 and α  provides strong support for the 
applicability of Equation 6 to this system. It appears 
that agitation of the powder due to flow is sufficient 
to promote diffusive mixing and is further enhanced 
by velocity gradients within the flow stream.

Segregation in Simple Flow

　The conditions that promote mixing during simple 
flow of non-cohesive powders also favor segrega-
tion of particles with different characteristics. Some 
results of experiments carried out on initially homo-
geneous mixtures consisting of 10% coarse (20×30 
US mesh) and 90% fine (50×70 US mesh) sand are 
shown in Fig. 7. It appears that segregation occurs 
rapidly during the initial stages of the flow, leading to 
significant depletion of the coarse particles close to 
the chute surface and corresponding enhancement 
near the upper, free surface of the stream. Further 
downstream, the process continues more slowly. 
Hwang20,58) proposed that the data were consistent 
with a simple extension to the diffusive mixing model 
described above with segregation assumed to occur 
through a constant upward convective velocity of the 
coarse particles. The solid lines shown in Fig. 7 were 
obtained using this model. The slowing down of the 
segregation process following the initially high rate 
is attributed to the effects of diffusive mixing which 
assume greater importance as the concentration gra-
dient develops.
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Fig. 7   Segregation of coarse (20×30 US mesh) and fine (50×70 US 
mesh) sand particles during flow of an initially homogeneous 
mixture over a rough surface. Data of Hwang 58).
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　Savage and Lun59) conducted similar experiments 
using mixtures of polystyrene beads but with the 
finer particles as the minor component. These au-
thors proposed two segregation mechanisms: a “ran-
dom fluctuating sieve” mechanism and a “squeeze 
expulsion” mechanism. The former corresponds to 
size-dependent percolation while the latter refers to 
the ejection of particles, by mechanical forces, from 
one layer to another and was assumed to be size-
independent with no preferential direction. This com-
bination represents a more realistic treatment of the 
segregation mechanisms than the simple convection 
process described above, in particular by providing 
the means to maintain mass conservation across the 
bed. Analysis of the two processes provides some 
predictive capability for the effects of variables such 
as particle size ratio on segregation rates. Diffusive 
mixing was not included in the model, leading to the 
rather unlikely conclusion that the process ultimately 
results in complete separation of the coarse and fine 
components.
　Dolgunin et al.60,61) conducted experiments simi-
lar to those described by Hwang et al.,20,58). They 
concluded that the bulk density was highest in the 
central region of the flowing stream as were the con-
centrations of the larger or denser particles in the 
mixture. It should be noted that these experiments 
were restricted to relatively thin layers ‒ typically 
around 4 particle diameters ‒ which might account 
for the form of the bulk density profiles. The authors 
correlated the observed segregation patterns to the 
bulk density profile which may also explain the dif-
ferences in their observations from those typically 
seen in other studies: migration of coarse particles 
towards the upper region of the flowing bed.
　Theoretical analyses have been used 62-66) to predict 
the effects of particle and system variables ‒ size, 
density, elasticity, chute inclination, etc., ‒ on segre-
gation in flow over inclined surfaces. Different pro-
cedures appear to give equivalent results and to be in 
qualitative agreement with experimental data.

Segregation in Heap Formation

　Flow over the surface of a heap has much in com-
mon with flow down a chute. However, the process is 
more complex due to the finite extent of the surface 
in the flow direction and the continuous development 
of the surface itself. Because the surface is inclined 
at essentially the angle of repose of the powder, flow 
can readily become unstable and subject to tempo-
rary build-up of particles followed by avalanching. 

　It is generally agreed22) that large particles en-
counter less resistance to flow over the surface than 
does finer material which is more easily trapped in 
surface voids. As a result the coarser components 
in a mixture can move further down the surface and 
tend to accumulate around the bottom of the heap. 
At the same time, build-up of the finer fractions in 
the upper regions of the surface can lead to periodic 
avalanching producing patches or streaks of fines 
within the accumulated coarse material. In the case 
of particles of similar size but different density, the 
heaver particles tend to be concentrated in the center 
of the heap with the lighter components towards the 
periphery22,24). The segregation patterns formed in bi-
nary mixtures have been shown to depend primarily 
on the relative sizes and densities of the components, 
their concentration and the velocity of impingement 
on the surface of the heap12,22).
　Studies of the formation of two-dimensional heaps 
from binary mixtures with relatively small dif fer-
ences in size have shown the development of a regu-
lar pattern of striations over the entire heap, except 
at the central core formed during the initial stages of 
the process65-67). However, there is reason to suspect 
that the highly regular pattern may be an artifact of 
the materials used and the nature of the test proce-
dure.
　In practice, pouring generally leads to the forma-
tion of three-dimensional, roughly conical heaps. This 
adds further complication to the formation process 
and any resulting segregation12). Avalanching, due to 
local variations in slope, is unlikely to occur simulta-
neously around the heap leading to asymmetric radial 
distributions of the different particles. Flow over the 
surface is divergent, causing downstream thinning 
of the stream and possibly increased opportunity for 
trapping of particles.

Segregation in Bins and Hoppers

　Segregation can be a serious problem in the stor-
age of granular materials in bins or silos. While some 
segregation may occur across failure planes during 
flow through a bin68), such effects are probably small 
relative to surface segregation during filling and/or 
discharge. The problem of segregation is most pro-
nounced in funnel-flow bins in which flow takes place 
through a channel formed within the mass of powder. 
Mass-flow bins, where material flows essentially en 
masse by sliding at the walls, provide little opportu-
nity for segregation69).
　Segregation can occur for both types if the material 
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is fed into the bin so as to form a heap leading, for 
example, to accumulation of coarse particles close to 
the walls, with a central core of finer particles. Seg-
regation can also result from air entrainment of very 
fine particles during feeding12). This effect can cause 
deposition of fines close to the walls leaving excess 
coarse material in the central region. In a mass-flow 
bin, the segregation pattern remains more or less 
intact during passage through the bin but becomes 
recombined in the converging hopper section at the 
discharge. The situation is more complicated for 
funnel-flow bins. Since flow is confined to an internal 
channel, the initial discharge comes from the fines-
rich central core. As flow continues, a funnel-shape 
depression develops in the upper region of the bin 
contents. Coarse particles from the region close to 
the walls then begin to flow preferentially towards the 
center of the bin, reversing the segregation process. 
As a result, the discharge can switch from excess 
fines to excess coarse material. In many applications, 
bins are used to provide surge capacity with alternate 
or simultaneous feeding or discharge. The segrega-
tion patterns will then change according to whether 
feeding or discharge dominates and cycling of the 
discharge composition can occur.
　Johanson70) and Carson et al.,71) have described pro-
cedures for minimizing segregation in storage bins. A 
principal recommendation is to ensure that mass-flow 
conditions prevail. This should certainly be a priority 
in the design of new installations. However, despite 
more than 40 years of awareness of the advantages 
of such designs, the widespread use of funnel-flow 
bins remains. Conversion to or replacement by mass-
flow systems is often considered to be economically 
impractical, especially for large-scale systems. Partial 
conversion can be achieved through the use of prop-
erly designed and placed inserts70). It should be noted 
that complete drainage should be avoided, even for 
mass-flow bins; a minimum filling level, somewhat 
above the converging hopper, should be maintained 
to ensure uniform flow of the material.
　Segregation during bin filling, due to heap forma-
tion, can be reduced by distributing the feed over 
the bin cross section. Air entrainment effects can 
be largely eliminated by minimizing free-fall height 
during filling. A useful summary of procedures for 
suppressing segregation in storage systems has been 
presented by Tang and Puri13).

Concluding Remarks

　Mixing of solid par ticles generally proceeds 

through combinations of two basic mechanisms: Con-
vection and diffusion. Other proposed mechanisms 
such as “shear mixing” represent special cases or 
specific combinations of the two. Convection pro-
vides for rapid macromixing but is considerably less 
effective in promoting micromixing. Diffusion, on the 
other hand, is the primary mechanism for producing 
intimate micromixing. However, because the process 
occurs at the individual particle scale, mixing by dif-
fusion alone proceeds very slowly. Convective mixing 
is controlled largely by the geometry and mechanical 
action of a mixing system while diffusion is more de-
pendent on particle mobility and is severely hindered 
by cohesion of particles.
　Segregation, i.e., de-mixing, is possible whenever 
dif ferent kinds of particles vary in mobility or re-
sponse to external forces.  Segregation by size can 
usually be attributed to differences in individual parti-
cle mobility ‒ fines have higher mobility within a bed 
of particles while coarser material is more mobile on 
free surfaces. Shape effects can be expected to fol-
low a similar pattern, with isometric particles having 
greater mobility than plates or needles, for example. 
Density differences can promote segregation due to 
the different gravitational force experienced by heavy 
or light particles. The actual form of segregation ‒ 
top to bottom or side to side, for example ‒ depends 
on the specific conditions of mechanical agitation of 
the system. Variations in both size and density can 
lead either to enhancement or reduction in segrega-
tion tendency depending on specific conditions.
　Because segregation is normally a result of differ-
ences in individual particle mobility, its occurrence 
is most common in free-flowing powders. However, 
segregation of coarse particles is possible even in the 
presence of cohesive fine material. Aggregation of 
fines due to cohesion can also lead to segregation.
　Procedures for minimizing segregation tend to be 
highly system-specific; there is no universal solution. 
Avoidance of mechanical agitation is generally appro-
priate ‒ the use of completely, rather than partially, 
filled containers, for example. Introducing cohesion 
by liquid addition, where practical, can be effective 
but will, of course, exacerbate problems in mixing 
and storage. 

Nomenclature

D diffusion coefficient ［L2/T］
Do diffusion parameter (Equation 6)� ［L2/T］
fi mass fraction of component i in a mixture［‒］
g acceleration due to gravity� ［L/T2］
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L length of a mixing drum ［L］
M sample weight ［M］
Np number of particles in a sample ［‒］
r radial coordinate ［L］
ro  distance between powder bed and the  

　center of a horizontal cylinder ［L］
R radius of a cylinder ［L］
v velocity ［L/T］
wi mean mass of a particle of component i ［M］
w overall mean particle mass in a mixture ［M］
y vertical location in a flow stream ［L］
α diffusion parameter (Equation 6) ［T］
θ angular coordinate ［‒］
θo angle defining the filling of a cylinder ［‒］
σ2  expected variance (by number)  

　of mixture composition ［‒］
σ2

m  expected variance (by mass)  
　of mixture composition ［‒］

ωc  critical angular velocity of  
　a rotating cylinder ［T‒1］
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1. Introduction

　Sedimentation is the settling of a particle, or sus-
pension of particles, in a fluid due to the effect of an 
external force such as gravity, centrifugal force or 
any other body force. For many years, workers in 
the field of Particle Technology have been looking 
for a simple equation relating the settling velocity of 
particles to their size, shape and concentration. Such 
a simple objective has required a formidable effort 
and it has been solved only in part through the work 
of Newton (1687) and Stokes (1844) of flow around 
a particle, and the more recent research of Lapple 
(1940), Heywood (1962), Brenner (1964), Batchelor 
(1967), Zenz (1966), Barnea and Mitzrahi (1973) 
and many others, to those Turton and Levenspiel 
(1986) and Haider and Levenspiel (1989). Concha 
and collaborators established in 1979 a heuristic 
theory of sedimentation, that is, a theory based on 
the fundamental principles of mechanics, but with 
more or less degree of intuition and empirism. These 
works, (Concha and Almendra 1979a, 1979b, Concha 
and Barrientos 1982, 1986, Concha and Christiansen 
1986), first solve the settling of one particle in a fluid, 
then, they introduce corrections for the interaction 
between particles, through which the settling veloc-
ity of a suspension is drastically reduced. Finally, the 
settling of isometric and non-spherical particles was 
treated. This approach, that uses principles of parti-
cle mechanics, receives the name of discrete approach 
to sedimentation, or discrete sedimentation.

　Discrete sedimentation has been successful to 
establish constitutive equations in processes using 
sedimentation. It establishes the sedimentation prop-
erties of a certain particulate material in a given fluid. 
Nevertheless, to analyze a sedimentation process and 
to obtain behavioral pattern permitting the prediction 
of capacities and equipment design procedures, an-
other approach is required, the so-called continuum 
approach. 
　The physics underlying sedimentation, that is, the 
settling of a particle in a fluid is known since a long 
time. Stokes presented the equation describing the 
sedimentation of a sphere in 1851 and that can be 
considered as the starting point of all discussions of 
the sedimentation process. Stokes shows that the set-
tling velocity of a sphere in a fluid is directly propor-
tional to the square of the particle radius, to the grav-
itational force and to the density difference between 
solid and fluid and inversely proportional to the fluid 
viscosity. This equation is based on a force balance 
around the sphere. Nevertheless, the proposed equa-
tion is valid only for slow motions, so that in other 
cases expressions that are more elaborate should be 
used. The problem is related to the hydrodynamic 
force between the particle and the fluid.
　Consider the incompressible flow of a fluid around 
a solid sphere. The equations describing the phenom-
ena are the continuity equation and Navier Stokes 
equation:
∇ · v = 0

ρ


∂v

∂t
+ ∇v · v

Convective force


= −∇p+ µ∇2v

Diffusive force
+ρg

 (0.1)
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where v  and p are the fluid velocity and pressure 
field, ρ and µ  are the fluid density and viscosity and 
g is the gravity force vector.
　Unfortunately, Navier Stokes equation is non-linear 
and it is impossible to be solved explicitly in a general 
form. Therefore, methods have been used to solve it 
in special cases. It is known that the Reynolds num-
ber, Re = ρfdu/µ  where ρf , d and u  are the fluid 
density, the particle diameter and velocity respective-
ly, is an important parameter that characterizes the 
flow. It is a dimensionless number representing the 
ratio of convective to diffusive forces in Navier Stokes 
equation. In dimensionless form, Navier-Stokes equa-
tion becomes:

1
St

∂v∗

∂t∗ +∇
∗v∗ · v∗ = − 1

Ru∇
∗p∗ + 1

Re∇
∗2v∗ − 1

Frek

 
(0.2)

where the stared terms represent dimensionless vari-
ables defined by:v∗ = v/u0; p∗ = p/p0 ; t∗ = t/t0 ;
∇∗ = L∇ and u0 , p0 , t0 and L  are characteristic 
velocity, pressure, time and length in the problem, 
and St, Ru, Re and F r  are  the Struhal, Ruark, 
Reynolds and Froud numbers and ek  is the vertical 
unit vector:

Strouhal St =
t0u0
L

 , RuarkRu =
ρu20
p0

, 

Reynolds Re =
ρu0L

µ
,  Froude Fr =

u20
Lg

 (0.3)

　When the Reynolds number is small (Re →0), for 
example Re<10-3, convective forces may be neglected 
in the Navier Stokes equation, obtaining the so called 
Stokes Flow. In dimensional form Stokes Flow is rep-
resented by:
∇ · v = 0

ρ
∂v

∂t
= −∇p+ µ∇2v + ρg  (0.4)

2   Hydrodynamic Force on a Sphere in Stokes 
Flow

　Do to the linearity of the differential equation in 
Stokes Flow, the velocity, the pressure and the 
hydrodynamic        force in a steady flow are linear func-
tions of the relative solid-fluid relative velocity. For 
the hydrodynamic force, the linear function, depend 
on the size and shape of the particle (6πR for the 
sphere) and on the fluid viscosity ( µ ). Solving the 
boundary value problem and neglecting Basset term 
of added mass, yields (Happel and Brenner 1964):

FD = −6πµRu  (2.1)

It is common to write the hydrodynamic force in its 

dimensionless form known as drag coefficient CD :

CD =
FD

(1/2ρfu2) (πR2)  (2.2)

where ρf  is the fluid density. Substituting (2.1) into 
(2.2), the drag coefficient of the sphere in Stokes flow 
is obtained:

CD =
24
Re

 (2.3)

Macroscopic balance on a sphere in Stokes flow
　Consider a small solid sphere submerged in a 
viscous fluid and suspended with a string. If the 
sphere, with density greater than that of the fluid, 
is in equilibrium, the balance of forces around it is 
zero. The forces acting on the particles are: gravity 
Fg, that pulls the sphere down, (2) buoyancy Fb, that 
is, the pressure forces of the fluid on the particle that 
pushes the sphere upwards and (3) the string resis-
tance Fstring, that supports the particle from falling. 
The force balance gives:

0 = Fstring + Fg
−ρpVpg

+ Fb
+ρfVpg

 (2.4)

0 = Fstring − ρpVpg + ρfVpg  (2.5)

Fstring = (ρp − ρf )  
∆ρ

Vpg ≡ ∆ρVpg
 

(2.6)

If the string is cut, forces become unbalanced and, ac-
cording to Newton’s law, the particle will accelerate. 
The initial acceleration can be obtained from the new 
force balance, where the string resistance is absent. 
The initial acceleration is:

ρpVpa(t = 0) = ∆ρVpg

a(t = 0) =
∆ρ
ρp

g  (2.7)

Once the particle is in motion, a new force, the drag, 
appears representing the resistance opposed by the 
fluid to the particle motion. This force FD  is propor-
tional to the relative solid-fluid velocity and to the rel-
ative particle acceleration. Since the fluid is at rest it 
corresponds to the sphere velocity and acceleration.
Once the motion starts, the drag force is added and 
the balance of forces becomes:
ρpVpa(t) = ∆ρVpg  

Net weight

− 6πµRu(t)− (1/2)ρpVpa(t)  
Drag force

 (2.8)

3
2
ρpVp a (t) = ∆ρgVp − 6πµRu(t)  (2.9)

The term(1/2) ρpVp  that was added to the mass ρpVp  
in the first term of equation (2.8) is called added mass 
induced by the acceleration.
Doe to the increase in the velocity u(t) with time, the 
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last term of (2.9) increases while the first term dimin-
ishes, and at a certain time becomes zero. The veloci-
ty becomes a constant called terminal velocity 
u = u∞  which is a characteristic of the solid-fluid 
system. From (2.9) with a(t) = 0 ,

u∞ =
2
9
∆ρR2g

µ
=
1
18
∆ρd2g
µ  

(2.10)

This expression receives the name of Stokes Equation 
and is valid for small Reynolds numbers.

Sedimentation dynamics
　Equation (2.9) is the differential equation for the 
settling velocity of a sphere in a gravity field. It can 
be written in the form:

u̇(t) +
2
3
18µ
ρpd2

u(t)− 2∆ρ
3ρp

g = 0
 (2.11)

Its solution is:

u(t) =
1
18
∆ρd2g
µ


1− exp


−2
3

µ

18ρpd2
t


(2.12)

The term inside the exponential term multiplying the 
time t is called Stokes number and the term outside 
the parenthesis is the terminal velocity, as we already 
mentioned in (2.10).

3.  Hydrodynamic Force on a Sphere 
in Euler’s F low

　When the Reynolds number tends to infinity (Re→
∞ ), viscous forces disappear and the Navier Stokes 
equation becomes Euler’s Equation for Inviscid Flow. 
∇ · v = 0

ρ
∂v

∂t
∇v · v = −∇p+ ρg  (3.1)

In this case, the tangential component of the velocity 
at the particle surface is also a linear function of the 
relative solid-fluid velocity, but the radial component 
is equal to zero:

   uθ(θ) =


3
2
senθ


u  and ur = 0  (3.2)

Now, the pressure is given by a non-linear function 
called Bernoulli equation (Batchelor 1967):

p(θ) + 1/2ρfu2θ = p + 1/2ρfu2 = constante

p(θ)− p =
1
2
ρfu

2


1−

uθ
u

2
 (3.3)

Substituting (3.2) into (3.3), the dimensionless pres-
sure, called pressure coef ficient and defined by
Cp = (p(θ)− p)/(1/2)ρfu2  , may be expressed in 
Euler’s flow by:

Cp = 1− 9
2
sen2θ  (3.4)

　For an inviscid stationary flow, the hydrodynamic 

force is zero. This result is due to the fact that the 
friction drag is zero in the absence of viscosity and 
that the form drag depends on the pressure distribu-
tion over the surface of the sphere and this distribu-
tion is symmetric leading to a zero net force.

4.   Hydrodynamic Force on a Sphere 
in Prandtl’s Flow

　For intermediate values of the Reynolds Number, 
inertial and viscous forces in the fluid are of the same 
order of magnitude. In this case, the flow may be 
divided into two parts, an external inviscid flow far 
from the particle and an internal flow near the parti-
cle, where the viscosity plays an important role. This 
picture form the basis of the Boundary-Layer Theory 
(Meksyn 1961, Rosenhead 1963, Golstein 1965, Schli-
chting 1968).
　In the external inviscid flow, Euler’s equations are 
applicable and the velocity and pressure distribution 
may be obtained from equations (3.2) and (3.3). The 
region of viscous flow near the particle is known as 
the boundary layer and it is there where a steep ve-
locity gradient permits the non-slip condition at the 
solid surface to be satisfied.
　The energy dissipation produced by the viscous 
flow within the boundary layer retards the flow and, 
at a certain point, aided by the adverse pressure gra-
dient, the flow reverses its direction. These phenom-
ena force the fluid particles outwards and away from 
the solid particle producing the phenomena called 
boundary layer separation, which occurs at an angle of 
separation given by (Lee and Barrow, 1968):

θs = 214Re−0.1 para 24 < Re < 10.000 (4.1)

　For Re=24 the value of the angle of separation is 
θs=155.7 and for Re=10.000 it is θs=85.2. For Reyn-
olds numbers exceeding 10.000, the angle of separa-
tion diminishes slowly from θs=85.2° to 84° and then 
maintains this value up to Re 150.000 (Tomotika 
1937, Fage 1937, Amai 1938, Cabtree et al 1963).
　Due to the separation of the boundary layer, the 
region of closed streamlines behind the sphere con-
tains a standing ring-vortex, which first appears at 
Reynolds number of Re 24. Taneda (1956) deter-
mined that beyond Re 130 the ring-vortex began 
to oscillate and that at higher Reynolds numbers the 
fluid in the region of closed streamlines broke away 
and was carried downstream forming a wake. 
　The thickness “ δ ” of the boundary layer, defined 
as the distance from de solid surface to the region 
where the tangential velocity uθ reaches 99% of the 
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value of the external inviscid flow, is proportional to 
Re-1/2 and, at the point of separation, may be written 
in the form: 
δ

R
=

δ0
Re1/2

 (4.2)

McDonald (1954) gives a value of δ0 = 9.06 .
　The separation of the boundary layer prevents the 
recovery of the pressure at the rear of the sphere, 
resulting in an asymmetrical pressure distribution 
with a higher pressure at the front of the sphere. Fig. 
4.1 shows the pressure coefficient of a sphere in 
terms of the distance from the front stagnation point 
over the surface of the sphere in an inviscid flow and 
in boundary layer flow. The figure shows that the 
pressure has an approximate constant value behind 
the separation point at Reynolds numbers around Re

150.000. This dimensionless pressure is called base 
pressure and has a value of p∗b ≈ −0.4  (Fage 1937, 
Lighthill 1963, p.108, Goldstein 1965, pp. 15 y 497, 
Schlichting 1968, p. 21).
　The asymmetry of the pressure distribution ex-
plains the origin of the form-drag, the magnitude of 
which is closely related with the position of the point 
of separation. The farther the separation points from 
the front stagnation point, the smaller the form-drag. 
For a sphere at high Reynolds number, from Re＝
10.000 up to Re＝150.000, the position of the separa-
tion point does not change very much, except with 
the change of flow from laminar to turbulent. There-
fore, the form-drag will remain approximately con-
stant. At the same time, the friction-drag, also called 
skin friction, falls proportional to Re-1/2. From these 
observations, we can conclude that, for Reynolds 
numbers of about Re=1.000, the viscous interaction 
force has diminished sufficiently for its contribution 

to the total interaction force to be negligible. There-
fore, between Re 10.000 to Re 150.000 the drag 
coefficient is approximately constant at CD 0.44.

　For Reynolds numbers greater than Re 150.000, 
the flow changes in character and the boundary layer 
becomes turbulent. The increase in kinetic energy of 
the external region permits the flow in the boundary 
layer to reach further to the back of the sphere, shift-
ing the separation point to values close toθ s 110°
and permitting also the base pressure to rise. The 
effect of these changes on the drag coefficient is a 
sudden drop and after that, a sharp increase with the 
Reynolds number. Fig. 5.2 shows a plot of standard 
experimental values of the drag coefficient versus the 
Reynolds number (Lapple and Shepherd 1940, Perry 
1963, p. 5.61) where this effect is shown. It shows the 
variation of the drag coefficient of a sphere for dif-
ferent values of the Reynolds number, and confirms 
that for  Re→0, CD ∝ Re−1/2  and that for Re>>1, 
CD → 0.43 .

5.  Drag Coefficient for a Sphere in the Range 
0<Re<150.000

　To obtain a general equation relating de drag 
coefficient to the Reynolds number, we will use the 
concept of boundary layer and the knowledge that, 
for a given position at the surface of the sphere, 
the pressure inside the boundary layer is equal to 
the pressure in the inviscid region just outside the 
boundary layer before the separation point, and that 
it is a constant beyond it. We should also remember 
that the point of separation and the base pressure are 
constant for Reynolds numbers greater than Re
10.000.

Pressure coefficient as a function of the distance from the front 
stagnation point over the surface of a sphere in an inviscid and 
a boundary layer flow.

Fig. 4.1
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　Consider a solid sphere of radius R with an at-
tached boundary layer of thickness δ  submerged in 
a flow at high Reynolds number (Abraham 1970). As-
sume that the system of sphere and boundary layer 
has a spherical shape with a radius equal to a, which 
can be approximated by a = R+ δ , as shown in 
Fig. 3.1 (Abraham 1970, Concha and Almendra 
1979).
　Outside the spherical shell of radius a, and up to 
the point of separation θ = θs , the flow is inviscid 
and therefore the fluid velocity and the pressure dis-
tributions are given by:

uθ (θ) =
3
2
usinθ , for 0 ≤ θ ≤ θs  (5.1)

p(θ) =
1
2
ρfu

2


1−

uθ
u

2
, for 0 ≤ θ ≤ θs  (5.2)

Beyond the separation point, a region exists where 
the pressure is constant and equal to the base pres-
sure  pb :

p (θ) = pb , for θs ≤ θ ≤ π  (5.3)

Since the effect of viscosity is confined to the interior 
of the sphere of radius a, the total drag excerpted by 
the fluid on a, consists of a form drag only, Then:

FD =


Sa

p(θ) cos θdS  (5.4)

The element of surface of the sphere of radius a is:

dS = a2senθdθdφ (5.5)

where φ is the azimuthally coordinate. Replacing 
into (5.4) results:

FD =
 2π

0

� π
0
p (θ) senθ cos θdθ


dφ

= 2πa2
 π
0
p(θ)senθ cos θdθ

Since the values of p (θ)  is different before and after 
the separation point, separate the integrals into two 
parts, from 0 to θs and from θs to π.

FD = 2πa2
 θs

0
p (θ) senθ d (senθ) +

 π

θs
p (θ) senθ d (senθ)



Substituting the values of p (θ)  from (5.2) and from 
(5.3) and integrating we obtain:

FD = πa2ρfu
2
�
1
2sen

2θs − 9
16sen

4θs − 1
2p

∗
bsen

2θs


 (5.6)
Substituting a = R+ δ  and defining the function 
f (θs, p∗b) in the form:

f (θs, p∗b) = 1
2sen

2θs − 9
16sen

4θs − 1
2p

∗
bsen

2θs  (5.7)

we can write (5.6) in the form:

FD = ρfu
2πR2


1 +

δ

R

2

f (θs, p∗b) (5.8)

In terms of the drag coefficient we have:

CD = 2f (θs, p∗b)

1 +

δ

R

2

 (5.9)

and, defining the new parameter C0 in the form:

C0 = 2f (θs, p∗b)  (5.10)

and using equation (4.2) we obtain:

CD = C0 (θs, p∗b)

1 +

δ0
Re1/2

2

 (5.11)

Calculating the value of f (θs, p∗b)  for θs = 84◦  and  
p∗b ≈ −0.4 , we obtain f (84,−0.4) = 0.142  and 
from (5.10), C0 = 0.284 ≈ 0.28 . Using the value of 
δ0 = 9.06 , we finally obtain:

Drag coefficient versus Reynolds number for a sphere. The continuous line is a simulation with equation (5.12). Circles are 
standard data from Lapple y Shepherd (1940  See table 4.1).    See also Perry (1963) p. 5.61).

Fig. 5.2
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CD = 0.28

1 +

9.06
Re1/2

2

 (5.12)

Expression (5.12) represents the drag coefficient for 
a sphere in boundary layer flow (Concha and Almen-
dra 1979). A comparison with experimental data from 
Lapple and Shepherd (1940) is shown in Fig. 5.2.
　Several alternative empirical equations have been 
proposed for the drag coefficient of spherical par-
ticles. See older articles reviewed by Concha and Al-
mendra (1979), Zigrang and Sylvester (1981), Turton 
and Levenspiel (1986), Turton and Clark (1987) and 
Haider and Levenspiel (1989), and the more recent 
work of Ganguly (1990), Thomson and Clark (1991), 
Ganser (1993), Flemmer et al (1993), Darby (1996), 
Nguyen et al (1997), Chabra et al (1999) and Tsakala-
kis and Stamboltzis (2001).
　It is worthwhile to mention the work of Brauer and 
Zucker (1976):

CD = 0.49 +
24
Re

+
3.73

Re1/2
− 4.83× 10−3Re1/2

1 + 3.0× 10−6Re3/2
 

 (5.13)
and that of Haider and Levenspiel (1989:

CD = 24
Re

�
1 + 0.1806Re0.6459


+ 0.4251
1+6880.95/Re  (5.14)

who presented alternative empirical equations for the 
drag coefficient of spherical particles in the range of 
Reynolds numbers less than 260.000. Both empirical 
equations, (5.13) and (5.14), give better approxima-
tions than Concha and Almendra’s equation (5.12) 
for Reynolds numbers in the range of 5× 103 <

Re < 5× 105. The merit of this last equation is its 
fundamental foundation.

6. Sedimentation Velocity of a Sphere

　We have seen that when a particle settles at termi-
nal velocity u∞ , a balance is established between 
drag force, gravity and buoyancy:

Fdrag + Fgravity + Fbuoyancy = 0

Fdrag = − (Fgravity + Fbuoancy) , ≡
net weight of the particle

FD = − (ρpVp(−g) + ρfVpg) ≡ ∆ρVpg (6.1)

In (6.1)∆ρ = ρs − ρf  is the solid-fluid density differ-
ence. This equation shows that the drag force for a 
particle in sedimentation is known beforehand, once 
its volume and the density difference to the fluid are 
known. For a spherical particle, Vp = 4/3πR3 , so 
that:

FD =
4
3
πR3∆ρg (6.2)

and the drag coefficient:

CD =
FD

1/2ρfu2∞πR2
≡ 4
3
∆ρdg
ρfu2∞

 (6.3)

where the sphere diameter is d = 2R  and u∞  is the 
terminal settling velocity of a sphere in an infinite flu-
id.
Since the Reynolds number for the motion of one 
particle in an infinite fluid is defined by:

Comparison of the Drag Coefficient for a sphere, simulated by Brauer and Zucker (1976) and by Haider and Levenspiel 
(1989), and standard experimental points from Lapple and Shepherd (1940).

Fig. 5.3
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Re∞ =
du∞ρf
µf , (6.4)

combining it with the drag coefficient yields two di-
mensionless numbers (Heywood 1962):

CDRe
2
∞ =


4
3
∆ρρfg
µ2f


d3  

Re∞
CD

=


3
4

ρ2f
∆ρµfg


u3∞

 
 (6.5)
Concha and Almendra (1979a) defined the character-
istic parameters P and Q of the solid-liquid system:

P =


3
4

µ2f
∆ρρfg

1/3

     Q =


4
3
∆ρµfg
ρ2f

1/3

 (6.6)

so, that equations (6.5) may be written in the form:

CDRe
2
∞ =


d

P

3

= d∗
3

 
Re∞
CD

=

u∞
Q

3

≡ u∗3∞

 (6.7)
Expression (6.7) defines a dimensionless size d∗ and 
a dimensionless velocityu∗ , which are characteristics 
of a solid-liquid system:

d∗ =

d

P


              u∗∞ =


u∞
Q


 (6.8)

Since there is a direct relationship between the Drag 
Coefficient and the Reynolds Number, see for exam-
ple equations (4.2) to (6.4), there must be a similar re-
lationship between the dimensionless groups CDRe2  
and Re/CD . Table 7.1 gives that relationship.
Multiplying the two terms in equation (6.7), we can 
observe that the Reynolds number may be written in 
terms of the dimensionless size and velocity:

Re∞ = d∗u∗∞  (6.9)

Replacing (5.11) and (6.9) into (6.7) we obtain:

d∗3 = C0


1 +

δ0

(u∗∞d∗)1/2

2

(u∗∞d∗)2

  

u∗∞d∗ + δ0 (u∗∞d∗)1/2 − d∗3/2

C
1/2
0

= 0

Solving these algebraic equation, explicit expressions 
are obtained for the dimensionless settling velocity   
u∗∞ of a sphere of dimensionless size d∗ and for the 
dimensionless size d∗  of a sphere settling at dimen-
sionless velocity u∗∞  (Concha y Almendra 1979a):

u∗∞ = 1
4
δ20
d∗


1 + 4

C
1/2
0 δ20

d∗3/2
1/2

− 1
2

 
(6.10)

d∗ = 1
4C0u

∗2
∞


1 +


1 + 4δ0

C
1/2
0

u
∗−3/2
∞

1/2
2

 (6.11)

Equations (6.10) and (6.11) are known as Concha and 
Almendra’s equations for a sphere. These two equa-
tions are general for spheres settling in a fluid at any 
Reynolds number.  Introducing the values of 
C0 = 0.28 and δ0 = 9.06 , the following final equa-
tions are obtained:

u∗ = 20.52
d∗

�
1 + 0.0921d∗3/2

1/2 − 1
2

 (6.12)

d∗ = 0.07u∗2

1 +

�
1 + 68.49u∗−3/2

1/22
 (6.13)

　Using equation (6.12) the values of column 

Dimensionless velocity versus dimensionless diameter for the sedimentation of spheres according to equation (6.12) of 
Concha and Almendra. Circles are standard data from Lapple y Shepherd (1940) in table 3.1.

Fig. 6.1
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d∗sim and u∗sim  are obtained. The plot of these 
data is shown in Fig. 6.1.

7. Sedimentation of a Suspension of Spheres

　In a suspension, the spheres surrounding a given 
sphere, as it settles, hinder its motion. This hindrance 
is due to several effects. In the first place, when the 
particle changes its position, it can find the new site 
occupied by another particle, and will collide with it 
changing its trajectory. The more concentrate the 
suspension is the greater the chance of collision. The 
result is that hindrance is a function of concentration. 
On the other hand, the settling of each particle of the 
suspension produces a back flow of the fluid. This 
back flow will increase the drag on a given particle, 
retarding its sedimentation. Again, an increase in 
concentration will increase the hindrance. It is clear 
that in both cases, the hindrance depends on the frac-
tion of volume occupied by the particles and not on 
their weight and therefore the appropriate parameter 
to measure hindrance is the volumetric concentration 
rather than the percent by weight.
　Several theoretical works have been devoted to 

study the interaction of particles in a suspension dur-
ing sedimentation. These types of studies were dis-
cussed in Tory (1996).
　In a recent approach, Quispe et al. (2000) used the 
tools of lattice-gas and cellular automata to study the 
sedimentation of particles and the fluid flow through 
an ensemble of settling particles. They were able to 
obtain some important macroscopic properties of the 
suspensions. Unfortunately, none of these works has 
yielded a sufficiently general and simple relationship 
between the variables of the suspension and its set-
tling velocity to be used for practical purposes.
　Concha and Almendra (1979b) assumed that the 
same equation used for individual spherical particles 
is valid for a suspension of particles. Then, the sedi-
mentation of a suspension can be described by equa-
tion (6.12) replacing the parameters P and Q by 
P (ϕ) and Q (ϕ) , parameters depending on the vol-
ume fraction of solids. Write equation (6.12) it in the 
form:

U∗ =
20.52
D∗


1 + 0.0921D∗3/2

1/2
− 1

2

 (7.1)

w h e r e   

2 Re/CD d*=(CDRe2)1/3 u*=(Re/CD)1/3 CD sim d* sim u* sim
1.00E-01 2.40E+02 2.4 4.17E-04 1.34E+00 7.47E-02 246.158212 1.00E-01 4.35E-04
2.00E-01 1.20E+02 4.8 1.67E-03 1.69E+00 1.19E-01 126.541954 2.00E-01 1.73E-03
3.00E-01 8.00E+01 7.2 3.75E-03 1.93E+00 1.55E-01 86.1544439 3.00E-01 3.89E-03
5.00E-01 4.95E+01 12.4 1.01E-02 2.31E+00 2.16E-01 53.4219699 4.00E-01 6.88E-03
7.00E-01 3.65E+01 17.9 1.92E-02 2.62E+00 2.68E-01 39.1775519 5.00E-01 1.07E-02
1.00E+00 2.65E+01 26.5 3.77E-02 2.98E+00 3.35E-01 28.337008 6.00E-01 1.53E-02
2.00E+00 1.46E+01 58.4 1.37E-01 3.88E+00 5.15E-01 15.359281 7.00E-01 2.08E-02
3.00E+00 1.04E+01 93.6 2.88E-01 4.54E+00 6.61E-01 10.8703803 8.00E-01 2.70E-02
5.00E+00 6.90E+00 172.5 7.25E-01 5.57E+00 8.98E-01 7.1456645 9.00E-01 3.39E-02
7.00E+00 5.30E+00 259.7 1.3E+00 6.38E+00 1.10E+00 5.48098455 1.00E+00 4.16E-02
1.00E+01 4.10E+00 410.0 2.4E+00 7.43E+00 1.35E+00 4.18275399 1.10E+00 5.00E-02
2.00E+01 2.55E+00 1.02E+03 7.8E+00 1.01E+01 1.99E+00 2.56366185 1.20E+00 5.91E-02
3.00E+01 2.00E+00 1.80E+03 1.5E+01 1.22E+01 2.47E+00 1.97242199 1.30E+00 6.89E-02
5.00E+01 1.50E+00 3.75E+03 3.3E+01 1.55E+01 3.22E+00 1.45718355 1.40E+00 7.93E-02
7.00E+01 1.27E+00 6.22E+03 5.5E+01 1.84E+01 3.81E+00 1.21474559 1.50E+00 9.04E-02
1.00E+02 1.07E+00 1.07E+04 9.3E+01 2.20E+01 4.54E+00 1.01719408 1.60E+00 1.02E-01
2.00E+02 7.70E-01 3.08E+04 2.6E+02 3.13E+01 6.38E+00 0.75367474 1.70E+00 1.14E-01
3.00E+02 6.50E-01 5.85E+04 4.6E+02 3.88E+01 7.73E+00 0.64953579 1.80E+00 1.27E-01
5.00E+02 5.50E-01 1.38E+05 9.1E+02 5.16E+01 9.69E+00 0.55286511 1.90E+00 1.41E-01
7.00E+02 5.00E-01 2.45E+05 1.40E+03 6.26E+01 1.12E+01 0.5045975 2.00E+00 1.55E-01
1.00E+03 4.60E-01 4.60E+05 2.17E+03 7.72E+01 1.30E+01 0.46342473 2.10E+00 1.69E-01
2.00E+03 4.20E-01 1.68E+06 4.76E+03 1.19E+02 1.68E+01 0.40494085 2.20E+00 1.84E-01
3.00E+03 4.00E-01 3.60E+06 7.50E+03 1.53E+02 1.96E+01 0.38029197 2.30E+00 1.99E-01
5.00E+03 3.85E-01 9.63E+06 1.30E+04 2.13E+02 2.35E+01 0.35634822 2.40E+00 2.15E-01
7.00E+03 3.90E-01 1.91E+07 1.79E+04 2.67E+02 2.62E+01 0.34392446 2.50E+00 2.31E-01
1.00E+04 4.05E-01 4.05E+07 2.47E+04 3.43E+02 2.91E+01 0.33303434 2.60E+00 2.48E-01
2.00E+04 4.50E-01 1.80E+08 4.44E+04 5.65E+02 3.54E+01 0.31702494 2.70E+00 2.65E-01
3.00E+04 4.70E-01 4.23E+08 6.38E+04 7.51E+02 4.00E+01 0.31005856 2.80E+00 2.83E-01
5.00E+04 4.90E-01 1.23E+09 1.02E+05 1.07E+03 4.67E+01 0.3031495 2.90E+00 3.01E-01
7.00E+04 5.00E-01 2.45E+09 1.40E+05 1.35E+03 5.19E+01 0.29950474 3.00E+00 3.19E-01
1.00E+05 4.80E-01 4.80E+09 2.08E+05 1.69E+03 5.93E+01 0.29627397 3.10E+00 3.38E-01
2.00E+05 4.20E-01 1.68E+10 4.76E+05 2.56E+03 7.81E+01 0.29145983 3.20E+00 3.57E-01
3.00E+05 2.00E-01 1.80E+10 1.50E+06 2.62E+03 1.14E+02 0.2893397 3.30E+00 3.76E-01
5.00E+05 8.40E-02 2.10E+10 5.95E+06 2.76E+03 1.81E+02 0.28722112 3.40E+00 3.95E-01
7.00E+05 1.00E-01 4.90E+10 7.00E+06 3.66E+03 1.91E+02 0.28609695 3.50E+00 4.15E-01
1.00E+06 1.30E-01 1.30E+11 7.69E+06 5.07E+03 1.97E+02 0.28509658 3.60E+00 4.35E-01
3.00E+06 2.00E-01 1.80E+12 1.50E+07 1.22E+04 2.47E+02 0.28293691 3.70E+00 4.56E-01

CONCHA AND ALMENDRALAPPLE AND SHEPHERD (1940) 

Table 7.1　Drag coefficient versus Reynolds Number and dimensionless velocity versus dimensionless diameter
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D∗ =
d

P (ϕ)
and U∗ =

u

Q (ϕ) (7.2)

　It is convenient to express the properties of a sus-
pension, such as the viscosity and density , as the 
product of the property of the fluid with a function of 
concentration. Assume that P (ϕ) and Q (ϕ)  can be 
related with P and Q in that form, then:

P (ϕ) = Pfp (ϕ) and Q (ϕ) = Qfq (ϕ) (7.3)

Replacing (7.3) into (7.2), and using the definitions 
(6.7) of d∗  and u∗ , results in:

D∗ =
d∗

fp (ϕ)
and U∗ =

u∗

fq (ϕ)  (7.4)

With these definitions equation (7.1) may be written 
in the form:

u∗ =
20.52
d∗

fp (ϕ) fq (ϕ)


1 + 0.0921f−3/2p d∗3/2
1/2

− 1
2

 

(7.5)
This expression, known as Concha and Almendra’s 
equation for a suspension of spheres, permits the calcu-
lation of the settling velocity of a sphere of any size 
and density when it forms part of a suspension with 
volume fraction ϕ . To perform the calculations it is 
necessary to determine the parameters fp (ϕ) and
fq (ϕ) .

Asymptotic expressions for the sedimentation 
velocity
　For small values of the Reynolds number, Re→0, 
the following expressions may be derived from (6.12) 
and (7.5), which reduce the settling equation to the 
expression indicated:

0.0921d∗3/2f−3/2p << 1 ⇒

 
u∗ = 20.52


0.0921

2

2

d∗2f−2p (ϕ) fq (ϕ)

 

(7.6)

0.0921d∗3/2 << 1 ⇒

　　　　　　　　
u∗∞ = 20.52


0.0921

2

2

d∗2

In these expressions, the symbols u∗∞ and u∗  indi-
cate the settling velocity of a particle in an infinite 
medium and the velocity of the same particle in a 
suspension respectively. The quotient between these 
two terms is:

For Re∞ → 0    
u∗

u∗∞
= f−2p (ϕ) fq (ϕ)  (7.7)

With a similar deduction we can write for high Reyn-
olds numbers, equations (6.12) and (7.5) in the form:
0.0921d∗3/2f−3/2p >> 1 ⇒

 u∗ = 20.52x0.0921xd∗1/2f−1/2p (ϕ) fq (ϕ)

0.0921d∗3/2 >> 1 ⇒ u∗∞ = 20.52x0.0921xd∗1/2

The quotient between these two equations is:

Para Re∞ →∞　
u∗

u∗∞
= f−1/2p (ϕ) fq (ϕ)  (7.8)

To find functional forms for the functions fp (ϕ)and, 
fq (ϕ) , experimental values for the settling velocities 
u∞ and u (ϕ) are needed.

Functional form for fp (ϕ) and fq (ϕ)
　Several authors have presented expressions for the 
velocity ratio u/u∞ . See Concha and Almendra 
(1979b). Richardson and Zaki (1954), made the most 
comprehensive and most cited work on the relative 
particle-fluid flow under gravity. We will use their 
data in this paper.
　Richardson and Zaki (1954) performed careful 
sedimentation and liquid fluidization test with mono-
sized spherical particles in a wide range of particles 
sizes and fluid densities and viscosities. They ex-
pressed their result in the form:

u/u∞ = (1− ϕ)n for Re→ 0 and u/u∞ = (1− ϕ)m

for Re→∞
 (7.9)
From (7.7), (7.8) and (7.9), we can write

f−2p (ϕ) fq (ϕ) = (1− ϕ)n

f−1/2p (ϕ) fq (ϕ) = (1− ϕ)m
 (7.10)

and, by solving this algebraic set we obtain:

fp = (1− ϕ)(2/3)(m−n) and fq = (1− ϕ)(1/3)(4m−n)

 (7.11)
In Table 7.1 the characteristics of these particles 
and fluid are given and values for u/u∞  obtained 
from their experimental results are shown.
　Using equation (7.6) and (7.7) and the calculated 
values in Table 7.1, the best values for m and n 
were:
n = 3.90 and m = 0.85 (7.12)
Then,

 fp (ϕ) = (1− ϕ)−2.033
, fq (ϕ) = (1− ϕ)−0.167

 (7.13)
　Fig. 6.1 shows a plot of the dimensionless settling 
velocity versus Reynolds number for spheres, accord-
ing to the experimental data of Richardson and Zaki 
(1954) and the simulation of Concha and Almendra 
(1979) with equations (7.5) and (7.13). Data of u/u∞  
calculated from Richardson and Zaki (1954) are in 
Table 7.2 and Fig. 7.1.
　If all data of Table 7.1 are plot in the form U∗  ver-
sus D∗  with the definitions (7.4), Fig. 7.2 is ob-
tained. 
　On the other hand, Fig. 7.3 shows the settling ve-
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locity u∗  versus d∗  for suspensions of spheres in wa-
ter at 20℃ for different values of the concentration ϕ

. This figure can be used to visualize the state of flow 
of particulate system.
　The relationship between the volume average ve-
locity q, also known as spatial velocity or percolation 
velocity, to de solid velocity vs  and the relative solid 
fluid velocity vr  is given by:

q = vs − (1− ϕ) vr  (7.14)
Fig. 7.3 divides the u∗ × d∗  plane into three regions: 
a porous bed, between the d∗  axis and the line of con-
stant concentration  ϕ = 0.585(Wen and Yu 1966 and 
Barnea and Mednick 1975 demonstrated that this 
concentration corresponds to the minimum fluidiza-
tion velocity), a second region of fluidized bed be-
tween 0.585 ≤ ϕ ≤ 0 and a third region of hydraulic 
or pneumatic transport, for values of velocities above 

Table 7.1　Experimental data of Richardson and Zaki (1954)
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(7.5) and (7.13). Data of

D  with the 
definitions (7.4), figure 7.2 is obtained.

Table 7.1 Experimental data of Richardson and Zaki (1954)

N° d (cm) s (g/cm3) f x102 (g/cms) f (g/cm3) vst (cm/s) Reoo n+1 n
P 0.0181        1.058 20.800 1.034 0.00206 0.000185 4.90 3.90
Q 0.0181        1.058 20.800 1.034 0.00206 0.000185 4.79 3.79
K 0.0096        2.923 62.000 1.208 0.01390 0.000216 4.75 3.75
L 0.0096        2.923 62.000 1.208 0.01390 0.000216 4.65 3.65
F 0.0358        1.058 20.800 1.034 0.00807 0.001430 4.92 3.92
G 0.0358        1.058 20.800 1.034 0.00807 0.001430 4.89 3.89
H 0.0096        2.923 20.800 1.034 0.04550 0.002180 4.76 3.76
I 0.0096        2.923 20.800 1.034 0.04550 0.002180 4.72 3.72
J 0.0096        2.923 20.800 1.034 0.04550 0.002180 4.69 3.69
R 0.0230        2.623 62.000 1.208 0.06590 0.002950 4.85 3.85
S 0.0230        2.623 62.000 1.208 0.06590 0.002950 4.80 3.80
T 0.0128        2.960 1.890 2.890 0.03307 0.064700 4.84 3.84
M 0.0128        2.960 1.890 2.890 0.03307 0.064700 4.72 3.72
C 0.0181        1.058 1.530 1.001 0.06400 0.078900 4.76 3.76
A 0.0181        1.058 1.530 1.001 0.06640 0.078900 4.90 3.90
B 0.0181        1.058 1.530 1.001 0.06640 0.078900 4.79 3.79
X 0.1029        2.976 112.900 1.221 0.89100 0.099500 5.30 4.30
Y 0.1029        2.976 112.900 1.221 0.89100 0.099500 5.20 4.20
D 0.0253        1.058 2.910 0.935 0.14750 0.120000 4.94 3.94
E 0.0253        1.058 2.910 0.935 0.14750 0.120000 4.90 3.90
N 0.0096        2.923 1.612 2.170 0.23400 0.030200 4.74 3.74
O 0.0096        2.923 1.612 2.170 0.23400 0.030200 4.65 3.65
2 0.0253 2.78 6.075 1.135 0.82700 0.391000 4.65 3.65
5 0.0253 1.06 1.000 1.000 0.19400 0.490000 4.53 3.53
8 0.0230 2.623 1.890 2.890 0.34900 1.227000 4.450 3.450
9 0.0230 2.623 1.890 2.890 0.34900 1.227000 4.520 3.520

12 0.0230 2.623 1.890 2.890 0.34900 1.227000 4.140 3.140
10 0.0230 2.623 1.612 2.170 0.65250 2.021000 4.300 3.300
11 0.0230 2.623 1.612 2.170 0.65250 2.021000 4.350 3.350
13 0.0230 2.623 1.612 2.170 0.65250 2.021000 4.240 3.240
6 0.0510 2.745 6.075 1.135 2.89000 2.745000 4.22 3.22

14 0.1029 2.976 10.960 1.153 6.03000 6.530000 4.300 3.300
15 0.1029 2.976 10.960 1.153 6.03000 6.530000 4.070 3.070
16 0.1029 2.976 10.960 1.153 6.03000 6.530000 4.000 3.000
4 0.0253 2.78 1.000 1.000 3.55000 8.971000 3.59 2.59
3 0.1029 10.6 15.010 0.875 19.60000 11.750000 3.72 2.72
1 0.1029 2.976 1.890 2.890 1.16000 18.180000 3.800 2.800

0.1029 2.976 1.890 2.890 1.16000 18.180000 3.640 2.640
0.1029 2.976 1.890 2.890 1.16000 18.180000 3.860 2.860
0.1029 2.976 1.839 2.745 2.48000 38.260000 3.340 2.340
0.1029 2.976 1.839 2.745 2.48000 38.260000 3.560 2.560
0.1029 2.976 1.839 2.745 2.48000 38.260000 3.500 2.500
0.0510 2.745 1.000 1.000 8.10000 41.720000 3.11 2.11
0.1029 2.745 1.000 1.0 7.35000 14.450000 3.78 2.78
0.1029 2.745 1.000 1.000 7.35000 14.450000 3.78 2.78
0.4200 2.89 15.010 0.875 31.90000 78.250000 3.34 2.34
0.1029 10.6 3.810 0.818 36.15000 79.800000 3.08 2.08
0.2466 11.25 15.010 0.875 58.10000 80.350000 3.39 2.39
0.3175 7.73 15.010 0.875 54.70000 101.200000 3.17 2.17
0.4200 2.89 6.075 1.135 34.05000 267.000000 2.58 1.58
0.1029 10.6 1.000 1.000 47.50000 488.700000 2.43 1.43
0.4200 2.89 1.000 1.000 48.60000 2041.000000 2.33 1.33
0.3175 7.73 1.000 1.000 79.70000 2530.000000 2.36 1.36
0.6350 7.74 1.000 1.000 112.70000 7150.000000 2.38 1.38

Experimental data from Richardson and Zaki (1954)
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concentration ϕ = 0 .

Drag Coefficient for a suspension of spheres
From equations (6.10) and (7.5) we deduce that:

δ̃20 = δ20fp(ϕ)fq(ϕ)  (7.15)

C̃
1/2
0 δ̃20 = C

1/2
0 δ20f

3/2
p (ϕ)  (7.16)

therefore, the parameters of the Drag Coefficient are:

C̃0 = C0fp(ϕ)f−2q (ϕ)  (7.17)

δ̃0 = δ0f
1/2
p (ϕ)f1/2q (ϕ)  (7.18)

and the Drag Coefficient of the sphere can be written 

in the form:

CD = C0fp(ϕ)f−2
q (ϕ)


1 + δ0f

1/2
p (ϕ)f1/2q (ϕ)

Re1/2

2

(7.19)
and substituting the values of the parameters:

CD = 0.28fp(ϕ)f−2
q (ϕ)


1 + δ0f

1/2
p (ϕ)f1/2q (ϕ)

Re1/2

2

8. Sedimentation of Isometric Particles

　The behavior of non-spherical particles is different 
than that of spherical particles during sedimentation. 

Table 7.2　Values of u/u∞ from the experimental results of Richardson and Zaki (1954)
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Table 7.2 Values of u u  from the experimental results of Richardson and Zaki 
(1954)

Reoo 0.000 0.010 0.050 0.100 0.150 0.200 0.300 0.400 0.500 0.585
0.00019 0.0021 0.96156 0.81869 0.66305 0.53056 0.41884 0.24882 0.13639 0.06699 0.03239
0.00019 0.0021 0.96263 0.82333 0.67078 0.54013 0.42925 0.25877 0.14428 0.07229 0.03568
0.00026 0.0139 0.96301 0.82502 0.67361 0.54365 0.43310 0.26249 0.14725 0.07433 0.03696
0.00026 0.0139 0.96398 0.82926 0.68075 0.55256 0.44287 0.27202 0.15497 0.07966 0.04035
0.00144 0.0081 0.96137 0.81786 0.66165 0.52884 0.41698 0.24705 0.13501 0.06606 0.03182
0.00144 0.0081 0.96166 0.81911 0.66375 0.53142 0.41978 0.24971 0.13709 0.06745 0.03267
0.00217 0.0455 0.96292 0.82460 0.67290 0.54277 0.43213 0.26156 0.14650 0.07381 0.03663
0.00217 0.0455 0.96330 0.82629 0.67574 0.54631 0.43601 0.26532 0.14953 0.07589 0.03794
0.00217 0.0455 0.96359 0.82756 0.67788 0.54898 0.43894 0.26817 0.15184 0.07748 0.03896
0.00295 0.0659 0.96205 0.82080 0.66655 0.53489 0.42354 0.25330 0.13992 0.06935 0.03384
0.00295 0.0659 0.96253 0.82290 0.67007 0.53925 0.42829 0.25785 0.14354 0.07179 0.03537
0.06473 0.0331 0.96214 0.82122 0.66725 0.53576 0.42449 0.25420 0.14064 0.06983 0.03414
0.06473 0.0331 0.96330 0.82629 0.67574 0.54631 0.43601 0.26532 0.14953 0.07589 0.03794
0.07579 0.0640 0.96292 0.82460 0.67290 0.54277 0.43213 0.26156 0.14650 0.07381 0.03663
0.07863 0.0664 0.96156 0.81869 0.66305 0.53056 0.41884 0.24882 0.13639 0.06699 0.03239
0.07863 0.0664 0.96263 0.82333 0.67078 0.54013 0.42925 0.25877 0.14428 0.07229 0.03568
0.09916 0.8910 0.95770 0.80207 0.63569 0.49717 0.38308 0.21574 0.11119 0.05077 0.02278
0.09916 0.8910 0.95867 0.80619 0.64242 0.50531 0.39172 0.22357 0.11701 0.05441 0.02488
0.11990 0.1475 0.96118 0.81702 0.66026 0.52712 0.41512 0.24529 0.13363 0.06515 0.03127
0.11990 0.1475 0.96156 0.81869 0.66305 0.53056 0.41884 0.24882 0.13639 0.06699 0.03239
0.30240 0.2340 0.96311 0.82544 0.67432 0.54454 0.43407 0.26343 0.14801 0.07484 0.03728
0.30240 0.2340 0.96398 0.82926 0.68075 0.55256 0.44287 0.27202 0.15497 0.07966 0.04035
0.39091 0.8270 0.96398 0.82926 0.68075 0.55256 0.44287 0.27202 0.15497 0.07966 0.04035
0.49082 0.1940 0.96514 0.83438 0.68941 0.56344 0.45489 0.28392 0.16477 0.08657 0.04484
1.22741 0.3490 0.96592 0.83781 0.69524 0.57081 0.46308 0.29214 0.17164 0.09151 0.04811
1.22741 0.3490 0.96524 0.83481 0.69013 0.56436 0.45591 0.28493 0.16561 0.08717 0.04524
1.22741 0.3490 0.96893 0.85124 0.71833 0.60031 0.49625 0.32629 0.20109 0.11344 0.06319
2.02024 0.6525 0.96738 0.84428 0.70632 0.58490 0.47885 0.30819 0.18531 0.10153 0.05490
2.02024 0.6525 0.96689 0.84212 0.70261 0.58017 0.47353 0.30275 0.18064 0.09807 0.05254
2.02024 0.6525 0.96796 0.84689 0.71080 0.59063 0.48530 0.31486 0.19108 0.10584 0.05787
2.75371 2.8900 0.96816 0.84775 0.71230 0.59256 0.48747 0.31711 0.19304 0.10732 0.05890
6.52757 6.0300 0.96738 0.84428 0.70632 0.58490 0.47885 0.30819 0.18531 0.10153 0.05490
6.52757 6.0300 0.96962 0.85430 0.72364 0.60718 0.50406 0.33454 0.20841 0.11908 0.06721
6.52757 6.0300 0.97030 0.85738 0.72900 0.61413 0.51200 0.34300 0.21600 0.12500 0.07147
8.98150 3.5500 0.97431 0.87560 0.76118 0.65644 0.56105 0.39701 0.26632 0.16609 0.10250
11.7571 1.9600 0.97303 0.86978 0.75083 0.64272 0.54501 0.37902 0.24921 0.15177 0.09143
18.2520 1.1600 0.97225 0.86622 0.74452 0.63441 0.53537 0.36836 0.23923 0.14359 0.08522
18.2520 1.1600 0.97382 0.87335 0.75718 0.65113 0.55483 0.38999 0.25961 0.16043 0.09810
18.2520 1.1600 0.97167 0.86355 0.73983 0.62826 0.52825 0.36056 0.23201 0.13774 0.08084
38.0915 2.4800 0.97676 0.88690 0.78150 0.68366 0.59324 0.43404 0.30260 0.19751 0.12771
38.0915 2.4800 0.97460 0.87695 0.76359 0.65965 0.56482 0.40128 0.27044 0.16958 0.10525
38.0915 2.4800 0.97519 0.87965 0.76843 0.66611 0.57243 0.40996 0.27885 0.17678 0.11095
41.3100 8.1000 0.97902 0.89742 0.80067 0.70970 0.62448 0.47115 0.34033 0.23165 0.15634
75.6315 7.3500 0.97245 0.86710 0.74610 0.63648 0.53776 0.37100 0.24169 0.14559 0.08673
75.6315 7.3500 0.97245 0.86710 0.74610 0.63648 0.53776 0.37100 0.24169 0.14559 0.08673
78.1029 31.900 0.97676 0.88690 0.78150 0.68366 0.59324 0.43404 0.30260 0.19751 0.12771
79.8642 36.150 0.97931 0.89880 0.80320 0.71317 0.62868 0.47622 0.34558 0.23651 0.16052
83.5212 58.100 0.97627 0.88463 0.77739 0.67813 0.58666 0.42637 0.29497 0.19078 0.12222
101.241 54.700 0.97843 0.89466 0.79562 0.70281 0.61618 0.46117 0.33006 0.22221 0.14831
267.187 34.050 0.98425 0.92215 0.84665 0.77354 0.70288 0.56919 0.44615 0.33448 0.24918
488.775 47.500 0.98573 0.92928 0.86014 0.79263 0.72681 0.60047 0.48168 0.37113 0.28432
2041.20 48.600 0.98672 0.93405 0.86925 0.80561 0.74321 0.62227 0.50692 0.39777 0.31046
2530.48 79.700 0.98642 0.93262 0.86650 0.80170 0.73825 0.61565 0.49921 0.38958 0.30237
7156.45 112.70 0.98623 0.93166 0.86468 0.79909 0.73496 0.61127 0.49414 0.38422 0.29710

u/uoo
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While spherical particles fall in a vertical trajectory, 
non-spherical particles rotate, vibrate and follow spi-
ral trajectories. Several authors have studied the sedi-
mentation of isometric particles, which have a high 
degree of symmetry with three equal mutually per 
pendicular symmetry axes, such as the tetrahedron, 
octahedron and dodecahedron. Wadell (1932, 1934), 
Pettyjohn and Christiansen (1948) and Christiansen 
and Barker (1965) show that isometric particles fol-
low vertical trajectories at low Reynolds numbers, but 
rotate and vibrate and show helicoidally trajectories 
for Reynolds numbers between 300 and 150.000.
　Pettyjohn and Christiansen (1948) demonstrate 

that velocities in Stokes flow for isometric particles 
may be described with the following expression:

up
ue
= 0.843log


ψ

0.065


with ue =

∆ρd2eg
18µf  (8.1)

where de is the volume equivalent diameter, that is, 
the diameter of a sphere with the same volume as the 
particle, and ue is its settling velocity 
In the range of 2.000 ≤ Re ≤ 17.000 , the same au-
thors derived the following equation for the settling 
velocity:

ue =
4
3
∆ρdeg
ρfCD

,  (8.2)

Fig. 7.2 Dimensionless velocity U* for suspensions of spheres of any size and density versus the dimensionless diameter D*, with 
experimental data of Richardson and Zaki (1954).
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with the drag coef ficient CD given by: CD ＝
(5.31− 4.88ψ)/(1.433× 0.43) . The value of 1.433 in 

the denominator of this equation is a factor that takes 
the theoretical value of CD = 0.3  to the average ex-
perimental value CD = 0.43 .
　As we have already said, for Re＞300, the particles 
begin to rotate and oscillate, which depends on the 
particle density. To take into account these behaviors, 
Barker (1951) introduced the particle to fluid density 
ratio as a new variable in the form:

CD (ψ, λ) = λ1/18
(5.31− 4.88ψ)

0.62
, (8.3)

where λ  is the quotient between the solid and fluid 
densities λ = ρp/ρf . Data from Pettyjohn and Chris-
tiansen (1948) and from Barker (1951) are plotted in 
Fig. 8.1. Fig. 8.2 gives details of the higher Reyn-
olds end.

Drag coefficient and sedimentation velocity
　All the results obtained for spherical particles 
(Concha y Almendra 1979a, 1979b), may be used to 
develop functions for the drag coefficient and sedi-
mentation velocity of isometric particles.
　Assume that equation (5.11) and (6.10) are valid 

Fig. 7.3
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for isometric particles, with values of C0 and δ0 as 
functions of the sphericity ψ  and of the density quo-
tient λ  (Concha y Barrientos 1986):

CD (ψ, λ) = C̃0 (ψ, λ)

1 + δ0(ψ,λ)

Re1/2

2

 (8.4)

u∗p =
1
4
δ̃20(ψ,λ)

d∗


1 + 4

C̃
1/2
0 (ψ,λ)δ̃20(ψ,λ)

d∗3/2
1/2

− 1
2

(8.5)
where the Reynolds number is defined using the vol-
ume equivalent diameter.
To determine the  equation’s parameters assume 
that:

C̃0 (ψ, λ) = C0fA (ψ) fC (λ)  
(8.6)

δ̃0 (ψ, λ) = δ0fB (ψ) fD (λ) (8.7)

where C0 and δ0  are the same parameters of a 
sphere.
Assume that we can approximate the velocity of iso-
metric particles at low Reynolds number, Re→ 0 , in 
the same way as for spherical particles. Then:

u∗e =
d∗2e
C0δ20

and u∗p =
d∗2e

C̃0 (ψ, λ) δ20 (ψ, λ)
 (8.8)

Taking the quotient of these terms and substituting 
(8.6) and (8.7), results in: 

Re→ 0 , 
u∗e
u∗p
≡ ue

up
= fA (ψ) f2B (ψ) fC (λ) f2D (λ)  (8.9)

On the other hand, for  Re→∞ :
CD (ψ, λ)

CD
=

C̃0 (ψ, λ)
C0

and
CD (ψ, λ)

CD
= fA (ψ) fC (λ)

(8.10)

To determine the functions fA , fB , fC and fD  we 
will use the correlations presented by Pettyjohn and 
Christiansen (8.13) and(8.15), and by Barker (1951). 
From (8.9) and (8.10) we can write:

fA (ψ) f2B (ψ) fC (λ) f2D (λ) =

0.843 log ψ

0.065

−1
 

(8.11)
fA (ψ) fC (λ) = λ1/18

5.31− 4.88ψ
0.62  

(8.12)

From (8.10) and (8.12) we deduce that:

fA (ψ) =
5.31− 4.88ψ

0.62
    fC (λ) = λ1/18 (8.13)

Since in Stokes regime the density does not influ-
ences the flow, equation (8.11) implies that:

fC (λ) f2D (λ) = 1 ⇒ fD (λ) = λ−1/36  (8.14)

therefore

fB (ψ) =

5.31−4.88ψ

0.62 × 0.843 log ψ
0.065

−1/2

 
(8.15) 

The following figures show the drag coefficients of 
isometric particles and the dimensionless settling ve-
locities versus the dimensionless particle size.
The experimental data used in the previous correla-
tions are 655 points including spheres, cubes-octahe-
drons, maximum sphericity cylinders, octahedrons 
and tetrahedrons in the following ranges: 

0.1cm <de< 5cm
1.7g/cm3 <ps< 11.2 g/cm3

0.67 <ψ< 1
0.87g/cm3 <pf< 1.43g/cm3

9×10-3g/cm-s <μ< 900g/cm-s
5×10-3 <Re< 2×104

with the following values for the particles sphericity 

Details for Fig 4.17 at the high Reynolds number end. (Pettyjohn and Christiansen 1948, and Barker 1951). Fig. 8.2
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(Happel and Brenner 1965; Barker 1951) and the pa-
rameters of Concha and Barrientos (1986)
　Alternative equations for isometric particles were 
proposed by Ganser (1993):

CD =
1

K1

24
Re


1 + 0.1118 (K1K2Re)0.6567



+
0.4305K1K2

2Re

3305 +K1K2Re
 (8.16)

Simulation with Concha and Barrientos’ equation (8.4) and experimental values for isometric particles from Pettyjohn and 
Christiansen (1948) and Barker (1951) for cube octahedrons.
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Fig. 8.3b
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Simulation with Concha and Barrientos’ equation (8.4) and experimental values for isometric particles from Pettyjohn and 
Christiansen (1948) and Barker (1951) for tetrahedrons. 

Fig. 8.3d
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where

K1 =

1
3
+
2
3
ψ−1/2

−1
,

K2 = 101.8148(− logψ)0.5743  (8.17)

9. Sedimentation of Particles of Arbitrary Shape

　Concha and Christiansen (1986) extended the va-
lidity of equations (6.4) and (6.5) to suspensions of 

particles of arbitrary shape.

CD (ψ, λ, ϕ) = C̃0 (ψ, λ, ϕ)

1 + δ0(ψ,λ,ϕ)

Re1/2

2

 
(9.1)

u∗p (ψ, λ, ϕ) = 1
4
δ̃20(ψ,λ,ϕ)

d∗


1 + 4

C̃
1/2
0 (ψ,λ,ϕ)δ̃20(ψ,λ,ϕ)

d∗3/2
1/2

− 1

2

 

(9.2)

where ψ, λ and ϕ  are the hydrodynamic sphericity of 
the particles, the density ratio of solid and fluid and 

Simulation with Concha and Barrientos’ equation (8.4) and experimental values for isometric particles from Pettyjohn and 
Christiansen (1948) and Barker (1951) for cubes.

Fig. 8.3c
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Dimensionless size versus dimensionless velocity for isometric particles according to Concha and Barrientos equation 
(8.5).

Fig. 8.4
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the volume fraction of solid in the suspension.
　Similarly as in the case of isometric particles, they 
assumed that the functions C̃0  and δ̃0 may be written 
in the form:

C̃0 (ψ, λ, ϕ) = C0fA (ψ) fC (λ) fp (ϕ) f−2q (ϕ)  (9.3)

δ̃0 (ψ, λ, ϕ) = δ0fB (ψ) fD (λ) fF (ϕ) f1/2p (ϕ)f1/2q (ϕ) (9.4)

with　　 fA (ψ) = 5.31−4.88ψ
0.62

 (9.5)

fB (ψ) =

5.31−4.48ψ

0.62 × 0.843 log ψ
0.065

−1/2
 (9.6)

fC (λ) = λ1/18
　　 fD (λ) = λ−1/36  (9.7)

fp (ϕ) = (1− ϕ)−2.033
, fq (ϕ) = (1− ϕ)−0.167

 
 (9.8)

Hydrodynamic sphericity
　Concha y Christiansen (1986) found it necessary 
to define a hydrodynamic shape factor to be used with 
the above equations, since the usual methods to 
measure sphericity did not gave good results. They 
defined the effective hydrodynamic sphericity of a par-
ticle as the sphericity of an isometric particle having 
the same drag (volume) and the same settling velocity 
as the particle.
　The hydrodynamic sphericity may be obtained 
by performing sedimentation, or fluidization experi-
ments, calculating the drag coefficient for the particle 
using the volume equivalent diameter and obtaining 
the sphericity (defined for isometric particles) that fit 
the experimental value.

Modified drag coefficient and sedimentation ve-
locity 
　A unified correlation can also be obtained for the 
drag coefficient and the sedimentation velocity of ir-
regular particles forming a suspension. Defining 
CDM , ReM , d∗eM and u∗pM  in the following form:

CDM =
CD (ψ, λ)

fA (ψ) fC (λ) fp (ϕ)
 ReM =

Re

f2B (ψ) f2D (λ) f2p (ϕ)

 (9.9)d∗eM =
d∗e (ψ, λ)

fp(ϕ)×

fA (ψ)1/2 × f2B (ψ)× fC (λ)1/2 × f2D (λ)

2/3

 (9.10)
u∗pM =

u∗p (ψ, λ)
fB (ψ) fD (λ) fq (ϕ)

 
(9.11)

Fig. 9.1 and 9.2 show the unified correlations for 
the data from Concha and Christiansen (1986).
　Ganser (1993) proposed an empirical equation for 
the drag coefficient of non-spherical non-isometric 
particles, including irregular particles, similar to that 
given earlier for spherical particles (8.16), but with 
different values for the parameters K1.

CD =
1

K1

24
Re


1 + 0.1118 (K1K2Re)0.6567



+
0.4305K1Kz22Re

3305 +K1K2Re � (9.12)

where

K1 =


1
3
dp
de
+ 2

3ψ
−1/2

−1

, K2 = 101.8148(− logψ)0.5743

 (9.13)
In equation (9.13) for    K1,de and dp are the volume 
equivalent and the projected area equivalent diam-
eters of the irregular particle respectively.
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　Finally, it is interesting to mention the work of Yin 
et al (2003) who analyzed the settling of cylindrical 
particles analytically, and obtained, by linear and 
angular momentum balances, the forces and torques 
applied to the particle during its fall. Using Ganser’s 
equation for the drag coefficient, they solved the dif-
ferential equations of motion numerically obtaining 
results close to those measured experimentally by 
them.　
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1. Introduction and Definition of the Problem

　The development of mechanochemical activation 
(MCA) of solids and the appearance of high-energy 
tense mills have shown the considerable promise 
of this method. In the last years, the possibilities of 
MCA have drawn the attention of specialists in cataly-
sis. 
　During MCA, a solid (a catalyst in our case) accu-
mulates excess potential energy as elastic and plastic 
deformations and a great variety of defects, which 
is accompanied by an increase in its reactivity. The 
reactivity of a system is universal in that a simultane-
ous decrease in its thermodynamic potential tend to 
a simultaneous decrease. This tendency can involve 
different relaxation channels, which allow synthesis 
of catalysts with new properties, reduction of the 
number of stages in its production, and also accelera-
tion of the catalytic reactions.
　In the present work we make an attempt to con-
sider peculiarities of the synthesis process and the 
preparation of catalysts using MCA, the nature of its 
effect on catalytic activity and selectivity and thus to 
define the problem in detail. 

2. Plausible MCA Applications in Catalysis 
　 The Principle Sections of Catalysis are as Follows:

2.1.  Development of the scientific basis of cata-
lyst preparation.

　The content of this division/section is deter-
mined by its main problem, i.e. development of the 
methods of preparation of catalysts with the desired 
properties. These are: specific surface area, porous 
structure, phase composition, crystallization degree, 
morphological properties of crystals, defectiveness, 
dispersion, thermal stability, structural and mechani-
cal properties, component distributions on the sup-
ports, etc.
　To solve the problem, one should investigate the 
physicochemical regularities which determine the 
features of synthesis and the action of materials dur-
ing all stages of the method chosen for the prepara-
tion of separate families of similar materials, catalysts 
in our case 1）.

2.2.  Development of the scientific basis for pre-
diction of catalytic action

　This section includes the most complicated and im-
portant problems, such as:
　　・ Chemical nature, structure and mechanism of 

action of active sites during operation on the 
catalyst surface;

　　・�Nature and relationships between the main 
and side reactions of catalytically active sites, 
the means and methods of influencing the 
above in order to increase selectivity towards 
the desired product;

Abstract
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　　・�Nature of the effect and input of physical char-
acteristics of the catalyst surface. The role of 
defects and energy-non-equilibrium states in 
the chemical nature and efficiency of active 
sites;

　　・�Stability, resistance, lifetime of the active sites 
and reasons for their deactivation.

　Let us consider specific features and potentialities 
of MCA in catalysis.

3. Preparation of Catalysts using MCA.

3.1.  Brief review of the theoretical and practical 
backgrounds of the MCA application for 
catalyst preparations.

　Traditional preparations of heterogeneous cata-
lysts include, as a rule, several stages and exhibit a 
number of serious disadvantages. Thus, reactivity is 
usually increased by performing processes in solu-
tions or high-temperature treatments. As a result, the 
known methods do not meet the present-day ecologi-
cal and energetic requirements.
　The development of high-efficiency mechanical ac-
tivators made it possible to use MCA as an indepen-
dent and in some cases as the main stage for increas-
ing the reactivity of the solids involved in the catalyst 
preparation. 
　A considerable body of articles, reviews and mono-
graphs2-9） is devoted to the theory and practical appli-
cations of MCA in the preparation of multicomponent 
solid systems. In this application field, the emphasis 
is placed on the processes occurring in the bulk 
mass. Phenomena occurring on the solid surface are 
of secondary importance and only assume critical 
importance if one considers the nature of catalytic ac-
tions.
　Catalysts are specific products. For this reason, 
their synthesis by the interaction of solids should 
take into account the requirements imposed on the 
characteristics of such a product. Nevertheless, the 
main and already stated theoretical basis remains. 
The concepts described in the above works are as fol-
lows.
　The MCA-based preparation technologies of two- 
and multi-component solid systems involve chemical 
and other interactions between solid ingredients. The 
rate of interactions is limited by such parameters as 
contact area, mass transfer processes and activation 
barriers.
　Dispergation of solid phases increases a ratio be-
tween particle surfaces and their volumes and thus 

increases the total contact area between the solid 
phases.
　It was established2） that MCA reactions in the 
solid mixtures follow two regimes. At a low intensity 
of MCA, solids undergo crushing. In this case, the 
reaction rate depends on the number and area of 
contacts between the reacting particles. At a high 
intensity of MCA, we observed the regime of plastic 
deformation, at least of one reacting component. This 
results in a contact throughout the whole surface of a 
hard-to-grind material. Note that in the initial period, 
the chemical interaction of components is a limiting 
process stage. As the formed product layer begins 
to isolate the reacting products from each other, the 
diffusion mass transfer regime begins to define the 
reaction rate.
　Under conditions of plastic deformation, the solid 
phase takes on the properties of «a quasi-liquid». 
This state is associated with the formation of disloca-
tions, linear and point defects, anion and cation va-
cancies and the appearance of external and internal 
interfaces, i.e. total disorder of crystals. Available 
data3） suggest that for the vacancy mechanism of ma-
terial transfer, the diffusion coefficient is proportional 
to the vacancies concentration. As the intensity of 
MCA is sufficiently high, the saturation with defects 
reaches the point where a solid transforms into “a 
cold melting” state.
　The tension gradient noticeably affects mass trans-
fer in such dissipative systems. The non-equilibrium 
system is responsible for the formation of a broad 
structure, energy, chemical and physical variety de-
pending on the MCA intensity. This extends the area 
of objects and potentialities which may be of interest 
for catalysis and catalysts.
　Allied mixtures (ionic salts, metals) subjected to 
MCA may be mixed at the atomic level via a disloca-
tion-diffusion mechanism. Thus, mass transfer of sub-
stance occurs due to plastic yielding and diffusions 
resulting from moving of linear and point defects.
　It was shown3） that under conditions of elastic 
crystal deformation, the excess energy of MCA is dis-
tributed throughout the volume of dislocations and 
defects. Such energy distribution is thermodynami-
cally more ef ficient than the uniform distribution 
through all interatomic bonds. This peculiarity of the 
substance crystalline state defines the nature of MCA 
conversions.
　Synthesis of multicomponent systems under MCA 
conditions should be considered with regard to the 
thermodynamics of the processes. During MCA, the 
reacting solid phases increase the free energy store 
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(isobaric potential) ΔG=ΔU-TΔS, which is associ-
ated with equilibrium constant К by equation ΔG= 
- RTℓnK. Such a relationship permits a seemingly 
paradox conclusion that it is possible to create super-
equilibrium systems. However, this paradox can be 
explained from the standpoint of thermodynamics. 
Under MCA conditions, the energy of the reacting 
phases significantly differs from the reference data 
corresponding to the standard conditions. For this 
reason, non-equilibrium systems can appear under 
such conditions. As the energy stops dissipating, 
such energy-intensive systems undergo an extinction 
relaxation process towards standard characteristics. 
This is an activation process. Owing to internal fric-
tion and retardation of atoms, relaxation decays and 
complete equilibrium is not attained. A metastable 
non-equilibrium system appears 7, 9）.
　It is pertinent to note that some individual crystal 
materials, which were treated by MCA but did not ex-
perience chemical conversion, change their structure 
and properties to an extent that they could be taken 
as new substances having the composition of the ini-
tial substance.
　This brief description of the present-day concepts 
of the mechanism, regularities and peculiar features 
of MCA is aimed at promoting an interest in this 
promising method and its application in the develop-
ment of a scientific basis of the preparation technolo-
gies of catalysts 1）.
　Let us mention some areas where significant re-
sults have been already obtained:
1.  Changes of the technology stages employing solu-

tions by the mechanically activated homogeniza-
tion of systems or mechanical alloying, which 
permits one to obtain new structures and prevent 
ecologically harmful waste. The performance of 
direct synthesis of catalysts under MCA conditions 
(mechanochemical synthesis).

2.  Syntheses of new solid materials (catalysts) due to 
an increase in the reactivity of the reacting solid 
phases under MCA conditions.

3.  Preparations of non-equilibrium solid systems that 
cannot be prepared by traditional methods, includ-
ing solid solutions whose concentrations are sig-
nificantly higher than the equilibrium one. 

4.  A decrease in temperature and provision of an easy 
interaction of phases during further treatments as 
calcination, hydration, sorption, reduction, etc.

5.  A decrease in the temperature of the synthesis of 
binary and more complex systems owing to MCA, 
resulting in improved structural and other charac-
teristics.

6.  Modifications of operation properties (formability, 
strength, texture, etc.).

7.  Preparations of highly dispersed and nano-sized 
systems.

8.  Simplifications of technologies by reducing the 
number of stages and aggregate costs.

3.2.  Some results of MCA applications for cata-
lyst preparations 

　We want to present several examples and research-
es to illustrate the potentialities of MCA in the prepa-
ration of catalysts.
　Thus, by exposing the powder mixtures of metal-
lic magnesium and iron group metals to MCA, it is 
possible to obtain a number of mechanical alloys 
that after subsequent hydrogenation in a hydrogen 
medium at 10-17 atm, permit the synthesis of new in-
termetallic hydrides Mg2MHx (where М=Co, Fe and
×=5÷6). These hydrides are unique catalysts of the 
hydrogenation of acetylene and diene hydrocarbons 
to mono olefins, the process selectivity being about 
100%10）. The mechanism of hydrogenation has been 
established. Hydrogenation follows the stage mecha-
nism in the low-temperature region and the heteroge-
neous-homogeneous radical mechanism at relatively 
high temperatures11）.
　The mechanochemical activation of the metal pow-
ders at a hydrogen pressure of 100 atm permitted 
the synthesis of two formerly unknown intermetallic 
hydrides as Mg2NiH6 and MgCuH2 exhibiting hydro-
genating abilities12）.
　It was established that MCA strongly affects the 
properties of supports as well as nickel chlorides and 
nickel metals supported on them.
　For Al2O3, TiO2, ZnO, and ZnAl2O4, the following 
phenomena were observed: (1) an increase in the 
sorption ability of the supports regarding the metal; 
(2) a decrease in the temperature of reduction of 
nickel chloride with hydrogen by 200-300°, and (3) 
an increase in the activity of the supported metals 
in a number of catalytic reactions. MCA of γ-Al2O3 
makes it possible to increase coke resistance, disper-
sion of the supported metals and catalytic activity of 
the supported catalysts13, 14）.
　We suggest a new synthesis method of heteropoly 
acids from molybdenum, tungsten and vanadium 
oxides. The method is very ef ficient for the syn-
thesis of phosphorous-vanadium-molybdenum and 
phosphomolybdic acids. In contrast to the traditional 
syntheses including 6-8 stages, our method involves 
only 2-3 stages: MCA of oxides or their mixtures and 
the interaction with an aqueous phosphoric acid. We 
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synthesized a number of heteropoly acids described 
by the following formulae:

Н3+mPM12-mVmO40,     H3PMo12-m WmO40

and H6P2Mo18O62, where  M=Mo  or W,  and  m = 0÷4
These HPA are efficient catalysts in a series of com-
mercial processes15）.
　We have developed an absolutely new catalytic sys-
tem based on the metal particles that are definitely 
incorporated into carbon filaments via the catalytic 
decomposition of hydrocarbons on such particles. 
The as-prepared catalysts make it possible to perform 
a number of catalytic processes.
　Dispersed particles of the iron group metals and 
their alloys with some other metals were prepared 
by mechanical grinding of the corresponding metal 
oxides in high-power activators with subsequent re-
duction. To prevent sintering of the metal particles, 
the substances with a layer-type structure, i.e. mag-
nesium or aluminum hydroxides, were introduced 
into the activated mixture16）.
　MCA enabled the synthesis of new alumina forms 
such as π-Al2O. This crystal modification results 
from dehydration of the mechanically activated 
gibbsite. The modification is characterized by a layer 
structure similar to that of gibbsite and the presence 
of four, five and six coordinated ions. Two neighbor-
ing ions Al(III), that are five-coordinated towards 
oxygen, are paired Lewis centers exhibiting catalytic 
activity17, 18）.
　It was established that the preliminary activation 
of gibbsite, boehmite and bayerite reduces the tem-
perature of their phase transfer into corundum by 
200-300°18）.
　For the analysis of some components polluting an 
environment, the conducting composites possess-
ing catalytic properties are required. One of such 
systems is the composite nano-sized platinum and 
conducting carbon. Works on the synthesis of such 
systems by a mechanochemical activation method 
have been started.
　The sample of conducting carbon black of mark 
Е-245 was impregnated with a water solution of 
H2PtCl6, dried at 1200С and then exposed to mecha-
nochemical activation in a planetary mill AGO-2 at a 
rotational speed of the barrels of 10 s-1. The analysis 
of products was carried out by XRD. Mechanical ac-
tivation of a mix of carbon black and H2PtCl6 results 
in a reduction of the last up to metal platinum.  The 
particle size of platinum determined by XRD is 5 
nm. Catalytic activity was determined in a modeling 
reaction of hydrogenation of butadiene in a flowing 
installation at speeds of hydrogen - 7 l/hour and bu-

tadiene - 1.4 l/hour.  The temperatures of reaction 
were 80-1800С. A shot of the catalyst - 0.5 g. Before 
definition of catalytic activity, samples of catalysts 
were reduced in a current of hydrogen at tempera-
tures between 250 and 3500C. The obtained sample 
displays catalytic activity in reaction of hydrogenation 
of butadiene. After the reduction of a sample at 350
℃, conversion of butadiene makes 78%, selectivity on 
butenes of 68%, on butane - 32%.

4.  Development of Concepts of the MCA Effect 
on the Activity and Selectivity of Catalysts

4.1. The problem description
　In section 2.2, we presented the main problems 
whose solution will make it possible to develop a 
theory for predicting the catalytic actions. However, 
the task is complicated by the fact that a traditional 
problem definition also involves phenomena of the 
MCA system.
　In this context, we suggest two possible applica-
tions of MCA for increasing catalytic action19）:
1.  Effect on the catalytic properties of the prelimi-

nary MCA treatment of a catalyst. In this case, 
the action of MCA manifests itself in as much as a 
partially relaxed catalyst system preserves some 
part of its defectiveness and the excess free energy 
associated with it.   

2.  Effect on the catalytic properties of MCA during 
the catalytic process. In this case, manifestation 
of the MCA action depends on the power density 
of MCA, i.e. on the level of energy dissipation and 
properties of the catalyst dissipation state.

   Catalysis occurs on the surface of heterogeneous 
catalysts. The properties of the atoms on the solid 
surface differ from those in the solid bulk. Their 
reactivity is affected by steric and power properties 
of the defects on the surface. For this reason we are 
primarily interested in the phenomena and process-
es occurring on the surface under MCA action5, 8）.
　In some reports, defects in the crystal structure 
are given with a catalytic action, whereas the chemi-
cal nature of the catalytic action is not mentioned at 
all. Meanwhile, catalytic action is based on the forma-
tion of a chemical intermediator (active complex) on 
the surface. In other words, catalysis is a chemical 
phenomenon. The question now arises: What are the 
relations and the input of chemical and structure-
energy components into the nature and properties 
of catalytically active centers? This question can be 
subdivided into a number of specific questions as:
1.  What is the nature of the MCA effect on the activ-
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ity of the catalysis centers?  
2.  Are there individual active centers of the target and 

side reactions?
3.  Can MCA destroy active centers or initiate genera-

tion of alternative active centers?
4.  If 100% conversion of the initial product is com-

posed of selectivity of the desired and by-products, 
can we use MCA to control selectivity of the de-
sired product, etc.?
　At present, definition of the above questions is still 
underway and there are no unambiguous answers 
to the above questions. We have just indicated the 
problems as guidelines to assist in the performance 
of future researches. 

4.2.  Brief review of the information concerning 
the MCA effect on the activity and selectivi-
ty of catalysts

　The nature of chemical bonds in the crystal lattice 
defines physicochemical properties of solids, includ-
ing reactivity. This nature varies over a wide range: 
ionic, covalent, metallic, molecular, hydrogen. MCA 
affects chemical bonds in different ways. These are 
responsible for anisotropy of the properties of crys-
tals and distinctions between different crystal faces 
in surface energy and reactivity.
　Catalytic action in heterogeneous catalysis begins 
with adsorption or chemisorption of the reacting mol-
ecules. The processes rely on the chemical nature of 
bonds. The solid surface of catalysts is energetically 
and chemically inhomogeneous. As a consequence 
of chemical inhomogeneity in the composition and 
bonds saturation, the interaction with the molecule 
surface results in complexes with different binding 
energies. The catalytic action itself significantly de-
pends on the energy properties of the adsorbed com-
plexes, i.e. on the properties of the surface where the 
reacting molecules are adsorbed.
　During MCA, the range of inhomogeneity of the 
catalyst surface properties sharply increases, which 
extends the variety of active centers.
　In our case, the question of the nature and mecha-
nisms of MCA’s effect on the efficiency of active cen-
ters is reduced to the explanation of a relationship be-
tween structure-energy properties of an active center 
and its reactivity. Furthermore, one should assume 
that different defects (i.e. carriers of excess energy 
in the solid) have a different effect on the chemical, 
catalytic and other properties of catalysts.
　Relaxation in a heterogeneous catalyst structure 
can proceed through several channels of dif ferent 
natures. However, the main reason of increasing 

catalytic activity is that a feature of the defects in the 
crystal structure. The system tends to minimize its 
free energy by localizing it on the defects3）. Such 
distribution of free energy is thermodynamically 
more efficient than the uniform distribution of elastic 
stresses throughout the crystal lattice bonds. As fol-
lows from ref. 8), the chemical activity of the catalytic 
centers is increased by extended defects such as 
interblock boundaries formed by dislocation array 
and shift defects resulting from shifts and turns of 
the layers. Such areas are characterized by maximal 
concentrations of the surface atoms with unsaturated 
bonds and increased reactivity. An increase in free 
energy of the above areas reduces a potential barrier 
of activation of the catalytic reactions.
　One would expect the highest effect of MCA on 
the catalytic activity from a combination of a catalytic 
action and MCA. In this case, a catalytic system can 
be approximately treated as a dissipative one20）. The 
system state will depend on the intensity of energy 
dissipation. On each dissipation level, the corre-
sponding dynamic order and a non-equilibrium sta-
tionary structure will appear. Thus, as the process of 
catalysis and MCA action are used at the same time, 
one may speak about a statistically defined set of the 
system dynamic states with its own potentials. These 
states appear only in the area of impact action, but 
not in the whole bulk of particles. For this reason, 
the observed increase in catalytic activity should be 
attributed to the input of this area alone.
　Pulse action of MCA on the catalyst is responsible 
for two counter processes, occurring in the system 
at each instant of time, i.e. deformation accompanied 
by increasing free energy and relaxation. For each 
constant regime of MCA, the processes come to equi-
librium. Owing to self-organization, the structure of 
the system assumes both spatial order and specific 
properties, including catalytic ones.
　A dynamic equilibrium between all defects de-
pends on the intensity of dissipation (MCA)9）. After 
MCA, the process of relaxation occurs accompanied 
by condensation of the dispersed defects in linear and 
planar formations. Note that a possibility to obtain 
states with different defect saturations depends on 
the MCA intensity and the type of chemical bonds in 
a solid. As the MCA action decreases, the main part 
is played by the rate of “hardening” in the relaxation 
process. One can suggest that after MCA, the rate of 
relaxation is described by equations as one of radio-
active elements half-life.
　Relaxation energy can be rather high due to the 
conversion of elastic energy into vibration energy. 
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For this reason, an excited bond can initiate a chemi-
cal reaction. Annihilation of the structural defects is 
accompanied by release of the energy sufficient for 
the electron excitation and bonds destruction, which 
also increases activity of the catalytic centers3, 4）.
In any case, the as-activated catalytic complex ac-
quires some excess energy providing a penetration 
of the potential barrier of a catalytic reaction. This 
is a manner in which a specific channel of energy 
relaxation (here it is a catalytic reaction) acts. Quali-
tative analysis of the varying thermodynamic and 
kinetic parameters of the catalytic processes under 
MCA conditions19） has shown that catalyst activity 
should increase if the nature of active centers does 
not change. In this case, selectivity can vary with the 
relation between the rates of main and side reactions. 
Some information on the nature of selectivity can be 
received by studying correlations between the rates 
of separate reactions and the presence of the corre-
sponding structural defects.
　As MCA is combined with a catalytic process, a 
special channel for the process performance appears. 
Under these conditions, fresh surfaces with broken 
and distorted bonds, where active centers have a 
radical character, are continuously generated. The 
appearance of excited atoms on the above surface 
determines their reactivity. The lifetime of these at-
oms is comparable with the rate of chain breaking. 
In this case, the reaction with gas proceeds without 
activation2）. Radical reactions are defined by the rate 
of formation and spending of active centers that is 
proportional to the rate of reproduction of fresh sur-
faces. The centers are destroyed via: spontaneous 
annihilation and interaction with gases during the 
catalytic act2）.

4.3.  MCA as a means of affecting both the activ-
ity and selectivity of catalysts

　In ref.8) we presented a detailed analysis of the pub-
lications that consider the effect of MCA on the ac-
tivity and selectivity of catalysts. The present article 
considers a number of new examples.
　Thus, the performance of catalytic reactions under 

MCA conditions permits an increase in activity and 
selectivity and an essential extension of the range 
of plausible processes. Of particular interest are 
new potentialities of the MCA performance under 
reaction medium pressure: synthesis of new com-
pounds, selective performance of catalytic reactions 
in the solid phase, new efficient ways of reactions 
performance. Thus, the hydrogenation in the solid 
phase of a number of organic compounds promotes 
a selective reduction of functional groups and un-
saturated bonds. The most illustrative example is the 
hydrogenation of caryophyllene-α-oxide (Scheme 
1). The activation of caryophyllene-α-oxide (I) for 
10 min at the barrels' rotational frequency of 10 s-1 
in the presence of the hydride Mg2NiH4 at hydro-
gen pressure 5 atm leads to hydrogenation of the 
double bond and the quantitative transformation into 
dihydrocaryophyllene-α-oxide (II). An increase of 
MCA time to 90 min under the same conditions leads 
to the reduction of the epoxy group to form a hy-
droxyl group at a selectivity of 90%. Fourteen isomers 
of alcohols (III) are formed. Finally, at a barrel speed 
of 17 s-1, the complete removal of hydroxyl groups oc-
curs within 20 min resulting in the formation of dihy-
drocaryophyllene (IV). According to the data of X-ray 
phase analysis, no changes in the composition of 
hydride occur. Hence we may suppose that catalytic 
hydrogenation of caryophyllene-α-oxide takes place.
　The MCA of 2-methylnaphtalene for 30 min at a 
hydrogen pressure of 20 atm (barrels’ rotational 
frequency 17 s-1) in the presence of hydride Mg2NiH4 
results in hydrogenation of one of the benzene rings 
with the formation of a mixture of tetralines (Sche-
matic 2).
　Quantitative transformation of benzamide into 
benzamine observed on the hydride Mg2NiH4 after 
MCA for 30 min at barrels’ rotational frequency of 17 
s-1 and hydrogen pressure of 15 atm (Schematic 3).
　The high ef ficiency this method demonstrate 
for the hydrogenation of. The MCA of a number of 
nitroaromatic compounds for 30 min at hydrogen 
pressure of 50-100 atm (barrels’ rotational frequency 
17 s-1) in the presence of hydride Mg2NiH4 results in 

Schematic 1.

I II III IV

O O OH

+

OH
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hydrogenation of nitro groups with the formation of 
corresponding amines (Schematic 4).
　This method also demonstrates a high efficiency 
for the reaction of catalytic oxidation. The MCA of 
organic solids at pure oxygen pressure 30-80 atm in 
the presence of transition metal oxides results in full 
oxidation. This phenomenon may be used for the 
sterilization of toxic substances including poisonous 
gases. The hexamethylphosphoramide was used as a 
model poisonous gas (Schematic 5). The oxides of 
iron and manganese were used as catalysts.
　The reactions of partial oxidation take place if the 
high pressure in the barrels is created by the mix-

ture of oxygen and inert gases (argon, nitrogen). The 
following reactions of partial oxidation were realized 
(Schematic 6):
　Ursolic acid was oxidized at elevated oxygen pres-
sure21）. The structure of ursolic acid (Schematic 7) 
allows the synthesis of biologically active substances. 
　Practically all the known derivatives of ursolic acid 
exhibit physiological activity. Possible syntheses are 
hindered because of the low reactivity of ursolic acid. 
The development of methods to integrate ursolic acid 
into chemical processes will open the way for new 
large-scale sources of row materials for the chemical 
industry, because this acid is present in a series of 

Schematic 2.
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plants in large amounts. Investigation of the catalytic 
oxidation of ursolic acid was carried out under MCA, 
increased oxygen pressure and the use of traditional 
metal oxides as catalysts (MnO2, Fe2O3, WO3). Four 
compounds are the major oxidation products after 
the reaction under MCA, increased oxygen pressure 

and MnO2 as the catalyst. Fragments of the structural 
formula of ursolic acid that undergo transformation 
during oxidation are shown in Schematic 7.
　Ursolic acid amide was obtained at elevated ammo-
nium pressure. Cooper salts were used as catalysts. 
Without solvents, the amide yield was no higher 

Schematic 6.
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than 8-10%. Amination in the presence of methanol or 
acetic acid as the solvent made it possible to obtain 
amide of ursolic acid at a yield of 65% (Schematic 9). 

Under the same conditions but without the catalysts, 
ammonia salt of ursolic acid was obtained.
　The phtalimide was obtained (Schematic 10) by 
amination of phtalic anhydride at ammonia pressure 
10 atm.
　The reactions of hydro-dechlorination of toxic 
chlorine aromatic compounds, including complete 
destruction of 1,2,3,4-tetrachlordibenze-p-dioxin 
(Schematic 11), were performed21）.
　Of particular interest is the catalytic action of am-
monia observed in the synthesis of intermetallic 
compound hydrides performed during mechano-
chemical activation of the reacting metals at the gas-
phase pressure (H2 + 5% NH3). Adding ammonia into 
the hydrogen medium made it possible to change 
the mechanism and the rate of formation of nickel-
magnesium intermetallide hydrides. Ammonia was 
adsorbed on the solid activated particles (reaction 

Schematic 7.

CH3

C OH

OCH3

CH3CH3

HO

H
H

CH3 CH3

CH3

Ursolic acid

Schematic 8.

О

Н

О

О

(1)

О

О
Н

О
(2)

О Н
О

О

Н

(3)

О

Н CООН

(4)

Schematic 9.

O

OH

CH3

H3C

CH3

CH3

CH3

H3C CH3

OH

O

NH2

CH3

H3C

CH3

CH3

CH3

H3C CH3

OH

NH3, 10 atm

Cu2+, acetic
acid

Schematic 10.

O

O

O
phthalic anhydride

NH3, 10 atm
NH

O

O

phthalimide

MCA



KONA Powder and Particle Journal No.27 (2009) 47

participants), was activated by them and provided the 
stage mechanism for the transfer of hydrogen atoms 23）. 
　It was established24） that the specific rate of oxida-
tion of CO on TiO2 linearly depends on the concentra-
tion of crystal shear planes which was measured by 
ESR of Ti2

7+ dimeres (Fig. 1). This dependence can 
be considered as unambiguous proof of the role of 
extensive defects.
　MCA tripled the specific catalytic activity of zinc 
oxide in the reaction of CO oxidation. This was ac-
companied by an essential decrease of activation 
energy, which indicated the generation of alternative 
active centers. This observation was associated with 
the formation of low-angle interblock boundaries and 
the appearance of exits of dislocations and packing 
defects onto the surface. The linear dependence of 
the specific rate of oxidation of CO and the quantity 
of microstrange was established (Fig. 2). The ions of 
Zn2+ involved in the defects are the centers of chemi-
sorption of oxygen, which is a catalytically active cen-

ter providing the stage mechanism of CO oxidation. 
It was also established that point defects do not affect 
the activity of ZnO in this reaction25）.
　Experimental evidence was obtained that the 
stacking fault generated during MCA of zinc ferrite 
is responsible for increasing the specific rate of CO 
oxidation. The linear relationship of the specific rate 
of CO oxidation is observed from the concentration 
of defects determined by Moessbauer spectroscopy 
(Fig. 3) and X-ray diffraction (Fig. 4)methods .
　Of special interest are our recent results (unpub-
lished) concerning the changes in catalyst selectivity 
towards desired and by-products caused by MCA 
action. The results prove the possibility of generat-
ing one active center and the annihilation of other 
centers. It was established that MCA affects the se-
lectivity of vanadium oxide in the oxidation of formal-
dehyde into formic acid and by-products. In addition, 
the selectivity of zinc oxide changes in the conversion 
of isopropyl alcohol, which follows two routes such as 

Schematic 11.
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dehydrogenation yielding acetone, and dehydration 
resulting in propylene.
　In both cases, the selectivity was changed by the 
formation of aprotonic acid centers under MCA ac-
tion and a decrease in the number of protonic acid 
centers.

　The comparison of the effect of MCA on proper-
ties of solids indicates that the same mechanically 
induced defects of the crystal structure exhibit a 
higher activity in the three chemical processes differ-
ing by their nature and mechanisms: simple chemical 
transformations, sorption and catalysis (Table 1).

Fig.2 Dependence of the specific rate CO oxidation on the quantity of microstrange.
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Fig.3  Dependence of the specific rate CO oxidation vs. the concentration of stacking fault measured by Moessbauer spec-
troscopy.
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　In the literature there are not so many works on 
the application of MCA in catalysis. We summarized 
these works in tables. In Table 2, works on the prep-
aration of catalysts using MCA are given. In Table 3, 
works on the influence of MCA on catalytic proper-
ties are given.

5. Conclusions      

　Our review considers the role of structure-energy 
properties of the mechanically induced defects in the 
crystal structure of the heterogeneous catalysts. The 
main theoretical concepts of the effect of MCA on the 
activity and selectivity of catalysts are stated. We con-
sidered the most promising trends in the research 
activities in this field. The use of literary and our own 
data on high-performance MCA in three areas makes 
it is possible to judge:
　 •  Preparation of catalysts with decreasing power 

consumption, less time for synthesis and the ab-
sence of a harmful drain

　 • �Increase of the activity and change of the selec-
tivity of catalysts after MCA

　 • �Performance of catalytic reactions using MCA 
with the quantitative yields and high selectivity

　The increasing interest in MCA applications in 
catalysis reflects the tendencies in this field. There 
is good reason to believe that the basic researches 
of the nature and mechanisms of MCA actions per-
formed in all divisions of the science of catalysis and 
catalysts will promote general progress in the practi-
cal realization of the method.
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Table 1 Influence of defects in the catalyst structure on chemical processes
Catalyst Chemical transformation Sorption Catalytic reaction
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Introduction

　Modern industrial technologies call for the devel-
opment of novel materials with improved properties, 
lower costs and environmentally suitable processes. 
Surface engineering that attempts to create func-
tional layers on the surface is obviously the most 
economical way to provide high per formance to 
machinery and equipment. Among the wide range 
of available methods (including varieties of atomistic 
and particulate deposition, bulk coatings wetting 
processes and surface modification), thermal spray 
coatings offer the most versatile solutions. Thermal 
spray processes form a continuous coating by melt-
ing the consumable material (feedstock) to form 
droplets and impinging these droplets on the sub-
strate. The mechanism of bonding to the substrate in 
thermal sprayings (TS) is the same as plating, both 
mechanical interlocking and atomic interaction, with 
the shear strength around 7 MPa1). The thickness of 
the coatings can range from 10 µm to a few millime-
ters 2). Other advantages of thermal spraying include 
a practically unlimited assortment of powders to be 
sprayed, high efficiency and relatively low substrate 
temperature (373-583 K), thus minimizing shape 
distortion, oxidation and phase transformations in 
the near-surface layer. Demanded characteristics for 
thermal spray feedstock powders can be very differ-

ent, depending on the spraying process, the operat-
ing conditions, the desired properties of the final 
coating, etc. Besides the intrinsic material properties, 
the technical requirements for the TS feedstock pow-
ders include good flowability and sprayability. They 
are greatly affected by the particle size, shape and 
morphology as well as particle size distribution. That 
is why thermal spray feedstock powder production 
processes must be reliable and flexible, while remain-
ing as inexpensive as possible.
　Self-propagating high-temperature synthesis (SHS) 
or combustion synthesis, discovered by A.G. Mer-
zhanov and colleagues in 1967, is known as a very 
promising technique for processing materials (ce-
ramics, intermetallics, cermets, etc.) with good physi-
cal and chemical properties at relatively low costs3,4). 
The main point of the process is that after localized 
initiation, the reaction propagates as a narrow zone – 
combustion wave – along a sample driven by the exo-
thermic reaction between components of the charge 
mixture without the application of external heating 
(furnaces, etc.). Because of the extreme conditions 
in the SHS wave (high temperature of up to 3500℃, 
fast heating of up to 106K/s, steep temperature gradi-
ent of up to 105 K/cm, rapid cooling in the after-burn 
zone of up to 100 K/s, and fast accomplishment of 
reaction, 0.5 s to 1 min), chemical interaction mecha-
nisms during the SHS are often non-equilibrium, 
resulting in the formation of materials with improved 
structure and properties, especially in multi-compo-
nent composite systems3-6). Moreover, a product with 
increased purity can be obtained due to evaporation 
of volatile impurities at the high temperatures of the 
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process. Besides the important economical benefits 
connected with low energy requirements and short 
reaction times, the method is promising from an en-
vironmental point of view7,8). Two ecological aspects 
related to SHS are usually considered: ecological 
cleanness of the SHS technologies and possibilities of 
industrial waste inertation, minimization and reuse in 
SHS reactions. Generally, the SHS process is believed 
to be ecologically clean. However, for some large-
scale production, gas emission of volatile impurities 
during synthesis can be an environmental threat. 
The major achievements in the exploitation of SHS 
for environmental protection include: the fixation and 
consolidation of high-level radioactive wastes; the 
treating and recycling of a highly toxic solid waste 
from electrolytic zinc plants; the recycling of silicon 
sludge from semiconductor industries, aluminum 
dross produced by aluminum foundries, nonferrous 
metal cutting and grinding waste, Fe3O4 dross and 
dead catalysts; the degradation of chlorinated aromat-
ics7,8).
　The first works available in the literature that take 
advantage of SHS materials for TS were devoted to 
plasma spraying (PS) of carbides, intermetallics and 
carbide-based composite powders9-18). It was noted 
that at equal coating properties, SHS powders pro-
vide 20-25-fold energy savings and half the labor input 
as compared with conventional methods of powders 
preparation. Since then, a great number of research-
ers have been engaged in investigating thermal spray 
coatings from SHS powders19-82). Most of them dealt 
with wear-resistant coatings formed by dif ferent 
thermal spray methods from ‘titanium carbide/metal 
binder’ compositions. It was conditioned by the high 
exothermal effect of TiC formation (giving full scope 
for the choice of binder material acting as diluents in 
the synthesis process) and good coating properties 
(comparable with or even better than that of conven-
tionally used WC/Co and Cr3C2/NiCr coatings). The 
chemical and morphological features of different SHS 
powders were described, and their technical char-
acteristics of flowability and sprayability were out-
lined 30-38). Wear performance and hardness test re-
sults for various TS coatings were also reported 
21-23, 25,26, 30-39, 42,43). Further progress was connected with 
widening sprayed materials including improvement 
of TiC-based powders (forming double (Ti, Cr)C, (Ti, 
W)C and (Ti, Mo)C carbides, complex alloyed bind-
ers, introducing additional solid lubricant phases, 
etc.), as well as the development of other composi-
tions44-81). At present, more than 90 different SHS pow-
ders have been investigated as feedstock materials 

for TS coatings. Different kinds of plasma spraying 
methods (air plasma spraying (APS), supersonic air 
plasma spraying (SAPS), low-pressure plasma spray-
ing (LPPS), underwater plasma spraying (UPS)), 
as well as detonation spraying (DS), flame spraying 
(FS) and high-velocity oxygen-fuel spraying (HVOF) 
are in common use for depositing protective coatings 
from SHS powders. The first attempt to systematize 
results on using self-propagating high-temperature 
synthesis for thermal spraying was made recently by 
A.L. Borisova and Yu.S. Borisov82). The compositions 
of the most widely reported thermal sprayed SHS 
powders as well as methods of their deposition and 
properties of the coatings have been listed. However, 
only general information about some of the SHS pow-
ders and their processing is presented in this review, 
while some promising powders and recent achieve-
ments were not mentioned. The aim of this work is to 
summarize relevant up-to-date literature and results 
of the author’s research on producing advanced SHS 
powders for thermal spraying functional coatings.

1. Fundamentals of Powder SHS Technology

　As stated above, the main condition for implemen-
tation of the SHS process is a high enough exother-
micity of the charge mixture. According to experi-
mental data, SHS normally takes place when the 
adiabatic temperature is higher than 1800 K83) or at 
a ratio of reaction heat to a specific thermal capacity 
of a product at room temperature ∆Н298/С298 > 2000 
К84). 
　The powder SHS technology is based on burning 
green powder mixtures in special reactors in the 
environment of an inert or reacting gas, and also in 
vacuum or in the open air85). The chemistry of the 
SHS process is versatile. Materials can be produced 
from elements and using compounds, mineral raw 
materials and industrial waste as reactants. Combus-
tion products are usually porous sinters which are ex-
posed to subsequent processing to produce powders 
of a different function. The general technological con-
figuration of SHS powder production includes the fol-
lowing operations: (1) preparation of a green mixture: 
sieving, milling, drying of components (if necessary) 
and mixing; (2) filling of a reactor with a green mix-
ture and gases; (3) synthesis after a short-term ther-
mal initiation and (4) subsequent processing of the 
synthesized products. In the case of synthesis from 
elemental powders, the subsequent processing of the 
synthesized product includes only mechanical treat-
ment: scraping, crushing, milling and classification. 
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Some additional operations can be necessary in the 
case of the more complicated routes. For example, 
magnesiothermy synthesized product after crushing 
is exposed to acid enrichment to remove magnesium 
oxide, and is then dried and mechanically processed.
　The main parameters to control the synthesis 
process are composition and structure of the charge 
mixture (including type and amount of additives and 
fillers); reactant’s dispersity; relative density and 
charge volume; initial temperature of the sample; 
composition and pressure of ambient gases; exter-
nal influences (preliminary mechanical activation 
of charge mixtures, electric and magnetic fields, 
ultrasonic, centrifugal and gravitation forces, shock 
waves, etc.). Detailed information about the relation-
ships between SHS process parameters and combus-
tion product structure and properties can be found 
elsewhere3-6, 8, 83-85). In this review, we summarize the 
main approaches to the synthesis of powders for ther-
mal spraying. A number of novel powders and recent 
achievements are presented.

2. Thermal Sprayed Powders

　All the powders that have proven themselves 
for thermal spraying can be divided into two main 
groups: refractory compounds and composite pow-
ders. The most representative powders and charac-
teristic features of their processing are given below.

2.1. Refractory compounds
　The most common route for manufacturing pow-
ders of carbides, borides, silicides, etc. is conven-
tional synthesis from elemental powders (Ti+C=TiC; 
Ti+2B=TiB2; Mo+2Si=MoSi2) in a pressure-defined 
reactor. High-caloric mixtures (for example, Ti+C 
and Ti+2B) are normally diluted with 15-20% wt.% of 
combustion product. To provide stoichiometric com-
position of titanium carbide, 1-1.5% carbon excess 
is usually required. Other details of manufacturing 
techniques for TiC, TaC, NbC, TiB2 and MoSi2 pow-
ders can be found in85). 
　For low-caloric mixtures (for example, Cr+C), 
liquid-phase processes with aluminothermal reac-
tions can be used. This process is called SHS with 
reducing stage. Two competitive reactions MeOx+Al
→Me+Al2O3 and MeOx+C→Me+CO proceed simul-
taneously in the first stage of the process. The SHS 
proper, i.e. synthesis of carbide from the metal and 
carbon, takes place in the second stage. A two-phased 
melt consisting of carbide and alumina is finally 
formed. Phase separation resulting from differences 

in carbide and oxide density occurs under gravita-
tional or centrifugal forces. A chromium carbide pow-
der is hereby produced from a mixture containing 
37 wt.% CrO3, 27 wt.% Cr2O3, 27.5 wt.% Al and 8.5 wt.% 
graphite. The respective technology is described in 85).  
　Nitride powders (TiN, ZrN, etc.) are usually 
formed by the combustion of metal powders in gas-
eous nitrogen spontaneously entering into the reac-
tion zone after being “filtered” through the pores. 
One of the critical parameters for this route is careful 
control of the reacting gas pressure. A 40-70% dilu-
tion with coarse-grained combustion product powder 
is also necessary to provide the filtration processes. 
　In open (continuous-flow) reactors with a directed 
flow of the reacting or doped gas through the loose 
powder, so-called “Filtration SHS Technology” is im-
plemented85,86). The main advantages of the process 
include the possibility of synthesizing titanium nitride 
at a low pressure of supplied nitrogen (less than 5 
MPa) without charge mixture dilution. Moreover, it 
is possible to remove emitted gases, thus increasing 
the purity of the product, and allows cutting wastes 
and sludge to be used as reactants without preclean-
ing. 
　So-called azide technology is based on using solid 
azide powder as the nitriding reactant instead of gas-
eous or liquid nitrogen86). The chemical equation of 
TiN synthesis is written as follows: 4Ti+NaN3+NH4C
l=4TiN+NaCl+2H2↑ . As compared to systems with 
gaseous nitrogen, this route allows increasing the 
reactant concentration in the synthesis zone, elimi-
nating filtration problems and producing more fine-
grained powder (because of the lower combustion 
temperature) at high efficiency (no charge dilution 
is used). However, NaN3 is toxic and more expensive 
than gaseous nitrogen.
　Complex refractory compounds such as double 
carbides, carbonitrides, etc., can be produced using 
three- and more-component charge mixtures. For ex-
ample, the production route for double titanium-chro-
mium carbide Ti0.7Cr0.3C is similar to TiC synthesis 
process except for the addition of chromium powder 
into the powder mixture and 2% carbon excess. SHS 
of titanium carbonitride TiC0.5N0.5 is formed by com-
bustion of the powder mixture comprising titanium 
and carbon-blake with 30% diluent of carbonitride 
powder in nitrogen media. 
　SHS powders of carbides, nitrides and silicides are 
intended for wear-resistant and high-temperature 
TS-coatings. Among the developed thermal sprayed 
powders worthy of note are powders of molybdenum 
disilicide (for high-temperature oxidation-resistant 
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coatings), chromium and double titanium-chromium 
carbides (for wear-protective coatings). 
　Another class of refractory compounds showing 
growing interest for thermal spray applications is 
intermetallics. The general chemical equation of 
intermetallics combustion synthesis can be written as 
follows: Me’+Me”→ Me’xMe”y.  
　Due to the fact that the exothermal effect of most 
intermetallic compound formation from elemental 
powders is not high enough11), preheating of the 
charge mixture before ignition is normally used. Pre-
liminary mechanical activation (MA) of the reacting 
mixtures allows synthesis to be performed without 
heating at higher conversion completeness. Single-
phase equilibrium and ultrafine (nanocrystalline) 
intermetallic compounds were reported to be formed 
through the mechanically activated self-propagating 
high-temperature synthesis (MASHS) route87,88).
　Of the intermetallics, nickel, iron and titanium 
aluminide-based powders are currently in use for 
thermal spray protective coatings. Some examples of 
novel SHS powders developed in the Powder Metal-
lurgy Institute are presented below.
　NiAl powders modified with nanoadditives. 
Due to the high melting temperature, good high-
temperature strength, low density, high thermal con-
ductivity and excellent oxidation resistance89,90), NiAl 
protective coatings can be used effectively for high-
temperature applications. 
　As was mentioned before, the powder for thermal 
spraying has to have good flowability and this prop-
erty is greatly affected by the particle size distribu-
tion and particle morphology. The best flowability is 
achieved for particles of spherical shape. While parti-
cle size requirements vary for different TS methods, 
the particle size distribution is a critical parameter for 
thermal sprayed powders. Powder particles that are 
too coarse cannot be heated sufficiently during spray-
ing to deposit on the substrate. Conversely, particles 
that are too fine can be overheated and suffer ther-
mal degradation (decomposition) during spraying. 
That is why precise control of formation of the neces-
sary particle size distribution is a very important task 
of the TS feedstock powder production process. 
　Interesting results have been obtained when add-
ing nanoadditives (nanopowders of ultradispersed 
diamond (UDD) and SiO2) to the charge mixture for 
the synthesis of NiAl powders91). The as-synthesized 
powder particle size appeared to be strongly depen-
dent on the nanoadditive aggregate size (the less the 
nanoadditive aggregate size, the finer the powders 
that can be formed). Fig. 1 represents cross-sections 

of conventional SHS (a) and modified with 5 vol.% 
UDD (200-nm sized aggregates consisting of par-
ticles of about 20-40 nm) NiAl SHS powder (d). As 
can be seen from the figure, the modified powder has 
a more uniform particle size distribution with 4-8-fold 
smaller particles. Close to spherical shape is kept in 
the powder. This dispersive effect can be explained 
by the fact that nanoadditives, being the nucleus of 
heterogeneous crystallization, promote quicker and 
more uniform intermetallic phase formation in the 
early stage of SHS, meanwhile preventing intensive 
sintering and grain growth processes because of 
lower combustion temperature. Nanoadditives can 
also essentially improve internal oxidation behavior 
of the material: an intergranular oxidation resulting 
in material fracture has been observed in the conven-
tional NiAl SHS-powder (Fig. 1b). In contrast, fine 
oxide inclusions sufficiently uniformly distributed in 
the material are formed in the modified powder (Fig. 
1e). Finally, modification of powders with nanoaddi-
tives results in an increase of the powder’s deposition 
efficiency. For example, the thickness of detonation 
spray coatings from the modified NiAl SHS powder is 
1.5-2.5 times higher than that of the unmodified one 
at the same spraying conditions (compare Fig.1e and 
f). It seems to be connected with a more even particle 
size distribution and a more fine-grained structure 92).
　Ni-Al-Cr powder. It is known that chromium 
is one of the most widely used alloying elements 
to improve properties of nickel aluminides93). It in-
creases the oxidation resistance of NiAl, suppressing 
the formation of metastable aluminum oxides in a 
temperature range of 900-1000℃ and promoting the 
formation of a dense fine-grained α-Al2O3 protective 
film, providing high corrosion resistance 90, and also 
improves the mechanical properties of NiAl by solid 
solution hardening and hardening by thin inclusions 
of α-Cr 89). 
　Recently, we have developed a novel SHS powder 
based on nickel monoaluminide alloyed with chro-
mium and strengthened with dispersed inclusions 
of chromium-based solid solution (Fig. 2a)94). The 
powder is produced using preliminary mechanical 
activation of the reacting mixture of Ni-20 wt.% Cr 
alloy with aluminum before synthesis. In the devel-
oped powder, the NiAl phase contains 3-6 wt.% Cr and 
secondary inclusions on the basis of chromium up to 
25 wt.% of nickel and up to 15 wt.% of aluminum. The 
increased content of chromium dissolved in NiAl is 
evidently connected with the fact that chromium sub-
stitutes not only for nickel but also for aluminum sites 
in a B2 lattice. The powder microhardness is 320-550 
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Hv50. The high-velocity oxy-fuel flame (HVOF) spray 
coating from the developed NiAlCr powder (Fig. 2b) 
demonstrates good mechanical properties and excel-
lent oxidation behavior up to 1300 K. 
　FeAl-FexAly powder. Due to the high Young’s modu-
lus, high elevated temperature strength retention, ex-
cellent corrosion resistance in oxidizing, sulfiding or 
carburizing environments up to 1000℃, relatively low 
density as compared with stainless steels and nickel 
superalloys, and low price of raw materials95), FeAl inter-
metallic alloys based on the ordered B2 structure are 
very attractive materials for medium-temperature ap-
plications. However, poor room temperature ductility, 
low creep resistance and sensibility to environmental 
embrittlement restrict their industrial applications as 
structural parts. 
　Recently, a new FeAl-FexAly powder with improved 

characteristics and low cost has been developed 67, 

96,97). Creation of the powder was based on the idea of 
strengthening the material with inclusions of second-
ary precipitates of other iron aluminides formed dur-
ing synthesis. The powder was prepared through the 
MASHS route96). Fig. 3a,b shows the morphology 
and cross-section of the developed powder. The pow-
der is characterized by the typical eutectoid structure 
with lamellar morphology of aluminum-enriched 
crystals. According to energy dispersive X-ray analy-
sis (EDX) results 67, 96,97), the light-gray contrast of ma-
trix phase corresponds to the composition of B2 FeAl 
with some aluminum excess. The composition of the 
lamellae crystals with dark-gray contrast is close to 
that of the FeAl2 compound. However, the X-ray dif-
fraction pattern (Fig. 4) clearly shows the evidence 
of a three-phased composition: Fe2Al5 typical reflexes 

Fig.1  Morphology (a, d) and cross-sections of NiAl powders (b, e); cross-sections of detonation spray coating from them (c, 
f):  a-c – conventional SHS powder; d-f – modified with 5 vol.% UDD SHS powder.

a b c

fe
d

Fig.2. Cross-sections of NiAlCr powder (a) and HVOF coating from it (b).

a
b
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are also found in the spectrum. An Fe2Al5 phase is 
likely to be located on the particle surface and is 
presented as fine inclusions within the lamellae crys-
tals’ volume (see Transmission Electron Microscopy 
(TEM) micrograph, Fig. 3c)67). The phase mixture 
formation evident in the TEM micrograph and identi-
fied as FeAl2+Fe2Al5 is probably from the result of 
the non-equilibrium conditions of structure formation 
during synthesis, similar to that described in98).
　The microhardness of the powder is about 500-850 
HV50. It is significantly higher than the typical micro-
hardness of B2 alloys (250-450 HV50). It should be 
noted that no cracks were observed in the material 
even after microindentation tests in spite of the fact 
that the structure consists completely of intermetal-
lic phases. It is likely that the increased mechani-
cal properties of the powder are provided by the 
eutectoid structure of multiphased composition of 
iron aluminides similar to a Ti-Al system, for which 
superplasticity was observed in the two-phase area 
(γ+α2)99). Nanoprecipitates of the Fe2Al5 phase can 
also contribute to the increased crack resistance.
　High-quality coatings from the FeAl-FexAly powder 
can be obtained using detonation and high-velocity 
oxy-fuel flame spraying techniques with a porosity 
of less than 1% and microhardness of 834 and 831 
HV200, respectively67). Material peculiarities (high 
aluminum content and fine-grained structure of mul-
tiphased intermetallic composition) provide the coat-

ings with good corrosion- and wear-resistance. The 
tribological performance of the coatings (abrasion, 
sliding and erosion behavior) is close to that of com-
posites based on alloyed iron and nickel aluminides 
with oxide and carbide strengthening67). The oxida-
tion resistance of the FeAl-FexAly coating is compa-
rable with that of NiCrAl-Al2O3: dense and protective 
alumina film is formed during oxidation tests (Fig. 
5) 97).
　Ti-Al-Cr powder. Titanium aluminide alloys are 
known as a promising material for structural use in 
automotive and aerospace applications due to their 
low density, relatively high strength and low creep 
properties even at 1200 K100). However, they are 
limited by the poor oxidation resistance at elevated 
temperatures (>1000K) and poor toughness at ambi-
ent temperature. The addition of suitable alloying ele-
ments can improve the above characteristics. Fig. 6 
a, b shows the morphology and cross-section of the 
novel Ti - 46at.%Al - 8 at.% Cr powder produced using 
the MASHS route101,102). The powder is characterized 
by the multiphase dispersed strengthened structure 
with coherent precipitates/matrix bonding. The main 
structural constituents of the powder are titanium 
aluminides alloyed with chromium 102): (γ-TiAl(Cr), 
α2-Ti3Al(Cr) and Al0,67Cr0,08Ti0,25) (Fig. 7). In spite 
of the high total intermetallic content of the synthe-
sized powder (about 95%), no cracks are observed in 
the material, even during microhardness tests. The 

Fig.3 Morphology (a), cross-section (b) and TEM micrograph (c) of FeAl-FexAly powder.

a b c

Fig.4 X-ray diffraction pattern of FeAl-FexAly powder. 
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powder is characterized by the higher hardness as 
compared to known gamma-alloys (average micro-
hardness value was 313 HV0.25) and improved oxida-
tion resistance. 
　High-quality detonation spray coatings with high 
hardness (940-1100 HV) and low porosity (less than 
1%) have been obtained from the developed powder 
(Fig. 6c)102). The coatings exhibit good oxidation 
behavior up to 1173 K. The main phases identified 
in the oxide scale are (Al.948Cr052)2O3 with corundum 
structure and TiO2 (rutile) alloyed with some alumi-
num. 
　Over the last years, there has been much inter-
est in producing thick ferrite films for electromag-
netic applications. Ferrites are iron-containing non-
conducting ceramic materials with special magnetic 
properties. Traditionally, ferrites have been manu-
factured by conventional ceramic powder processing 
routes which involve milling the component oxides 
(in the correct proportions) with an organic binder 
in a ball mill, compacting, drying, pre-firing to burn 
out the binder and then sintering to form the ferrite 
crystal structure. Self-propagating high-temperature 
synthesis provides the important economical benefit 
connected with substitution of the rather long and ex-

pensive furnace ferritization stage for the fast and en-
ergy-efficient combustion process. The characteristic 
of an SHS process is that it requires the presence, in 
the initial mixture, of a combustible and an oxidant to 
implement the combustion reaction. Iron is usually 
used as a combustible, which is incorporated into the 
composition of the ferrite. Oxygen is used as the oxi-
dant, obtained from one of two sources: an internal 
source, for example due to the oxygen evolution dur-
ing decomposition of NaClO4 103) added to the reactive 
mixture, or an external source, for example oxygen 
in the air or bottled oxygen. Combined sources can 
be also used. Preliminary MA of a charge mixture in 

Fig.6  Morphology (a) and cross-section (b) of TiAlCr powder; cross-section of detonation spray coating from the powder (c).

a b c

Fig.5  Comparative oxidation behavior of HVOF coatings (a) and cross-section of HVOF coating from FeAl-FexAly powder 
after 48 hour duration in air at 950℃ (b) 97.

a b

Fig.7 X-ray diffraction pattern of TiAlCr powder.
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high-energy mills has a strong influence on the com-
bustion parameters as well as on the structure and 
phase-formation mechanisms during SHS, resulting 
in improved conversion completeness and the forma-
tion of a fine homogeneous structure with uniform 
elemental distribution within the ferrite powder par-
ticles104). 
　Recently, novel Ni,Zn-ferrite SHS powders with 
additions of Co and Mn have been developed for 
thermal spraying105). The ferrite powder is manufac-
tured via the MASHS route from reactive mixtures 
consisting of the constituent oxides and NaClO4 as 
an oxidant. The investigation results have shown that 
the as-synthesized powder can be produced in size 
ranges and with an external morphology suitable for 
both high-velocity oxy-fuel flame and atmospheric 
plasma spraying. The powder has a single-phase spi-
nel crystal structure and powder particles comprise 
sintered sub-micron grains (Fig. 8a). The spinel 
crystal structure of the original feedstock powder 
can be wholly or largely retained in the sprayed de-
posit (Fig. 8b), providing the necessary electromag-
netic properties. The composition can be adjusted to 
match special requirements. 

2.2. Composite powders
　Composite powders are the most widely used 
for thermal spraying group of SHS powders. Self-
propagating high-temperature synthesis provides an 

opportunity to produce composites via a single-stage 
process even in systems of materials with significant-
ly different properties (for example, melting tempera-
tures) as well as compositions that cannot be formed 
by the other methods. 
　Composite powders of the type “refractory com-
pound / metallic binder” are produced by the 
synthesis of a refractory compound in the presence 
of metal binders, so-called “diluent’, using a high-
temperature exothermal reaction of refractory com-
pound formation. A wide range of compositions for 
wear-resistant coatings has been developed82). 
　The most popular powders becoming widespread 
for thermal spray applications are titanium- and 
chromium carbide-based powders as well as titanium 
diboride-containing composites. Iron, nickel, cobalt, 
aluminum, copper and their alloys can be used as 
binders. A typical structure of a titanium carbide-
based powder is presented in Fig. 9a. The principal 
advantages of the synthesized powders were fine dis-
tribution of carbide grains in the material volume and 
high cohesive bond strength between components 
of the composite (due to melting of metal binder dur-
ing synthesis). The structure peculiarities of SHS 
powders provided the good coating properties. In 
general, the deposition efficiency, density, hardness 
and wear-resistance of TS coatings from the compos-
ite SHS powders were higher than that from plated or 
agglomerated ones (Table 1, 2). 

ba

Fig.8 Cross-sections of (Ni,Zn,Co,Mn)Fe2O4 powder (a) and HVOF coating from it (b 105).

Fig.9 Cross-sections  of  NiCr / TiC powder (a) and LPPS coating from it (b).

ba
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　Further improvement can be achieved with the for-
mation of complex compounds. A typical example is 
powder based on double chromium and titanium car-
bides57, 106). The idea of creating such a composition 
was based on the attempt to combine the excellent 
wear-resistance and extreme high hardness of tita-
nium carbide with the high corrosion-resistance of 
chromium carbide. The powder was obtained by the 
simultaneous synthesis of chromium and titanium 
carbides in the presence of a nickel-chromium binder. 
To provide conversion completeness in systems with 
a high chromium carbide content, preheating as well 
as mechanical and chemical activation of the process 
were applied57, 106). 
　SHS yielded a fine-grained product with a compos-
ite structure. X-ray analysis identified three phases: 
titanium carbide, chromium carbide and a solid 
solution based on gamma-nickel. Depending on the 
Ti-C/Cr-C ratio in the charge mixture and the synthe-
sis conditions, chromium can be mostly dissolved in 
titanium carbide, forming titanium-chromium carbide 
solid solution (double titanium-chromium carbide) or 
can make up its proper carbides57).
　Table 3 represents the oxidation resistance of the 
SHS composite powder 75wt.% (Cr3C2-TiC)/25 wt.% 
(Ni20Cr) - depending on the carbide phase composi-
tion. To control the content of chromium dissolved 
in the double carbide solid solution, titanium car-
bide lattice parameter measurements are presented 

(chromium is known to occupy titanium sites in TiC, 
decreasing its lattice parameter107）). In general, dis-
solving chromium in the titanium carbide lattice dur-
ing synthesis ensures a higher oxidation resistance 
of the material. For the composition with 30 wt.% 
Cr3C2, in spite of significantly lower weight gain, the 
oxidation kinetics is still controlled by the formation 
of titanium oxides that do not exhibit a high protec-
tive ability. A protective chromia layer is formed at a 
titanium-to-chromium carbide ratio of 30:70 (see 
Table 3, line 6). The material oxidation behavior 
is practically the same as that of the composite with 
pure chromium carbide. Interestingly, when the syn-
thesis conditions assist chromium to form its proper 
carbide, leading to a lower Cr content in titanium-
chromium solid solution, the oxidation resistance of 
the composition drops again (compare line 5 and 6, 
Table 3). 
　Fig. 10a illustrates the structure of the developed 
powder. Gray fields consist of double carbide grains 
that are round in shape of up to 0.5-1 µm in size sur-
rounded by the very thin layers of nickel solid solu-
tion (light in color). The chromium content is practi-
cally constant through the crystals. It was evaluated 
as about 3 wt.% based on the electron probe micro-
analysis results. The microhardness of these areas 
is 766-1449 HV50. The material also contains Cr3C2 
polyhedral crystals (light-gray) of 5-10 µm in size and 
a microhardness of 1449-1648 HV50. There are some 

Table 1 Properties of HVOF coatings from Cr3C2 / NiCr powders

Property 81 UF-NS, METCO: mechanical blend 75% 
Cr3C2 + 25% Ni20Cr, wt.%

SHS composite powder
of the same composition

Deposition efficiency, % 32 50

NiCr content, wt.% 38 20

Oxygen content, wt.% 9-10 6-7

Phase composition Cr7C3, Ni-solid solution Cr7C3, Cr3C2, Ni-solid solution

Table 2 Erosion resistance of TS coatings under 0.05-0.20 mm SiO2 erodent impact (16 g/mm2, 60 m/s, 90°)

Material
(Composition in wt.%) Spraying features Thickness loss, 

Rmax, µm Wear intensity, I, mg/(mm2・g)

81 UF-NS, METCO: mechanical blend 
75% Cr3C2 + 25% Ni20Cr HVOF 110 0.028

SHS composite powder 75% Cr3C2 / 25% Ni20Cr
HVOF 100 0.015

LPPS, Ar-H2 60 less than 0.005

LPPS, Ar-He 100 0.024

SHS composite powder 55% TiC / 45% Ni20Cr

HVOF 80 0.013

LPPS, heated substrate 70 less than 0.005

LPPS, cooled substrate 100 0.038

SHS composite powder 
50% TiC / 50% Fe30Cr

HVOF 140 0.038

LPPS, heated substrate 70 0.009
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fine inclusions of nickel solid solution in chromium 
carbide areas, too. 
　HVOF coatings from the synthesized (Cr3C2-TiC)/
NiCr powder (Fig. 10 (b) demonstrate an extremely 
high thermal cycling lifetime (8-10 times higher than 
that of HVOF coatings from conventionally used 
WC-17%Co and 25NiCr-75Cr3C2 powders (Praxair 
Specialty)57). Elevated temperature erosion in a wide 
range of test conditions did not reveal any signs of 
the material corrosion57）. The main mechanism of 
the surface degradation is mechanical wear caused 
by the impacting particles. The surface morphology 
of the erosion grooves is indicative of a ductile wear 
mechanism. 
　The industrial-scale production of the developed 
(Cr3C2-TiC)/NiCr powder has been approved in PMI 
with a deviation of the titanium carbide lattice param-
eter less than ±0.0001 nm. Since 1996, the powder 
has been employed in coal-fired boilers of energy 
plants and also in waste-incinerating systems as well 
as in the paper and chemical industries in the USA, 
Sweden, Germany and Poland.
　Another approach to improvement of metal/ceram-
ic composite powders is the development of binder 
materials. A big advance was achieved with complex 
binders 35, 37, 42, 54, 73) and the introduction of solid lubri-
cant phases such as graphite, calcium fluoride and 
molybdenum disilicide44, 48, 60, 65, 75) (by adding corre-
sponding powders to the charge mixture). For exam-

ple, SHS powders with solid lubricants (TiC/NiCr/
MoS2, TiC/NiCr/CaF2, TiC/FeCr/graphite, TiC/Fe-
CrMo/graphite and Cr2O3/TiO2/CaF2) provide good 
coating performance under dry or limited lubricated 
friction conditions and at high temperatures 65). 
　One more class of composite powders showing 
promise for TS applications is lightweight high-per-
formance intermetallic-oxide composites which 
enable a significant decrease in weight whilst provid-
ing top performance as compared to existing materi-
als. 
　In general, SHS intermetallic/oxide powders can 
be produced using two main approaches: (1) synthe-
sis of intermetallics from the corresponding metal 
powders in the presence of dispersed alumina parti-
cles and (2) formation of necessary compositions us-
ing aluminothermal reduction of metal oxides. Both 
routes have some limitations connected with too low 
(in the first case) and too high (in the second one) 
exothermal reaction effects. In both cases, prelimi-
nary mechanical activation provides for the efficient 
solution of the problems and results in the formation 
of homogeneous fine-grained materials. 
　Fig. 11a represents the microstructure of a NiAl/
Al2O3 composite powder produced by the synthesis 
of nickel monoaluminide from elemental powders in 
the presence of dispersed alumina particles45). The 
powder microhardness is 350-650 HV50. The amount 
of alumina is optimized in such a way that the mate-

a b

Fig.10 Cross-sections  of (Cr3C2-TiC) / NiCr powder (a) and HVOF coating from it (b).

Table 3  Wight gain of the SHS powders 75(Cr3C2-TiC)/ 25 Ni20Cr, wt.%, with particle size less than 50 µm during oxidation 
in air

N Carbide phase 
composition, wt.%

TiC lattice 
parameter, nm

Weight gain, mg/g at temperature (℃ )
300 400 450 500 550 600

1 100TiC 0.4345 33 36 38 63 73 362
2 10Cr3C2-90TiC 0.432 53 48 49 78 127 130
3 20Cr3C2-80TiC 0.4315 0 3 7 39 131 139
4 30Cr3C2-70TiC 0.4290 0 2 6 71 78 79
5 70Cr3C2-30TiC 0.4320 0 4 12 26 40 100
6 70Cr3C2-30TiC 0.4280 0 4 10 14 15 13

7 100Cr3C2 - 0 0 3 5 10 9
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rial’s thermal expansion coefficient is close to that of 
a carbon steel substrate, providing high performance 
of the coatings under thermal shock conditions. Plas-
ma coatings from the powder (Fig. 11b) also exhibit 
good wear-resistance45). 
　Nanocomposite powders. The processing of 
nanostructured materials has attracted more atten-
tion in recent years due to the fact that the nanome-
ter size scale brings substantial changes into physico-
chemical and mechanical properties, in comparison 
with bulk properties108). To produce nanostructural 
feedstock from micron- and submicron-grained 
composite powders, the post-synthesis treatment of 
SHS powders in attrition mills and high-energy mills 
is used77─79). Nanocomposite coatings have been ob-

tained from these feedstocks. 
　Recently, together with our colleagues from the 
Institute of Solid State Chemistry and Mechano-
chemistry, Novosibirsk, Russia, we have developed 
a new approach to produce SHS nanocomposite 
powders using mechanocomposite precursors 109-111). 
It can be illustrated by the example of producing 
intermetallic/oxide powders in systems with alumi-
nothermal reactions. The point of the process is that 
the aluminothermal reduction of metal oxides, fully 
or partially completed during the mechanical activa-
tion step, forms nanocomposite precursors contain-
ing nanosized alumina inclusions. In the second step, 
SHS proceeded in the precursors thus formed. The 
as-synthesized powders completely inherit the pre-

ba

Fig.11 Cross-sections  of  NiAl / Al2O3 powder (a) and high-velocity plasma spray coating from it (b).

c
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d

Fig. 12  Microstructure of nanocomposite SHS powders (a-b, d-e) and detonation spray coatings from them (c, f): a-c – FeAl 
/ Al2O3 powder; d-f – FeAl(Cr) / Al2O3 powder.
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cursor’s structural morphology 110,111). It is probably 
connected with the high rate of chemical reactions in 
the nanocomposite precursors and implementation of 
non-equilibrium phase formation mechanisms at the 
lowered temperatures111).
　This approach was used to develop nanocompos-
ite powders FeAl/Al2O3 and FeAl(Cr)/Al2O3 with 
so-called interpenetrating structure with improved 
interfacial strength112) (Fig. 12 a, b, d, e). Detona-
tion spray coatings from the powders (Fig. 12c, f) 
also have a nanocomposite structure with average 
crystallite size of the intermetallic phase 15-57 nm, 
porosity less than 1%, microhardness 750-850 Hv200 
and high antifriction properties at conditions of lubri-
cated friction of sliding and rolling (friction ratio of 
coatings FeAl/Al2O3 and FeAl(Cr)/Al2O3 at loading of 
5 МPa, sliding velocity 4.2 m/s and use of samples of 
hardened steel 45 subjected to nitrocementation as a 
counterbody is 0.05 and 0.045, respectively)113).

　Thus, the SHS method opens up a great deal of 
opportunities for creating advanced powders for 
thermal spraying. A summarized list of thermal 
sprayed powders, methods of their deposition and 
coating properties is given in Table 4. At present, 
SHS powders for thermal spraying are developed and 
produced by the Institute of Structural Macrokinet-
ics (Russia), Powder Metallurgy Institute (Belarus), 
London & Scandinavian Metallurgy Co., Ltd. (Great 
Britain), Exotherm Co. (USA), Xform Inc. (USA) and 
Kyoritsu Ceramic Co. Ltd. (Japan).

Summary
　From the results obtained it is evident that self-
propagating high-temperature synthesis is a promis-
ing method for the preparation of advanced powders 
for thermal spraying functional coatings. Besides im-
portant economical and ecological benefits, the meth-
od allows the formation of powders with improved or 

Table 4 SHS powders for thermal spraying

Powder composition Spraying method Coating function (properties) Ref.
MoSi2 PS, HVOF High-temperature oxidation-resistant coating 21, 24

Cr3C2; (Ti, Cr)C; Cr3C2/TixCr1－xCy PS Wear protection 17, 51, 85
TiC-Cr3C2 (clad with nickel) PS Long-term oxidation resistance at 500℃ 14, 17

TiB2 (SHS) + MoSi2 APS Composite-coated cathodes for aluminum 
electrolysis process 76

TiN, ZrN PS Coatings on carbon fibers 86
non-stoichiometric TiNx TS Wear-resistant coating 85

NiAl; Ni3Al; NiAlCr;
NiAl modified with nano SiO2 and UDD PS, DS High-temperature applications, high oxidation 

resistance 29, 94, 91-92

TiAl; TiAl3 PS, DS Lightweight, oxidation- and corrosion-resistant, 
Aircraft fuel coupling 8, 27, 81

TiAlCr DS Oxidation-resistant up to 900℃ 102

FeAl-FexAly HVOF, DS, PS Wear and corrosion protection
Size restoration 64,67

(Ni, Zn, Co, Mn) Fe2O4 HVOF, APS Electromagnetic applications 105
TiC/Al, SiC/Al, SiC/Al-Si UPS, APS, LPPS Wear protection of Al alloys 25, 31

TiC/Ni PS Modifying additive for CoNiCrAlY intermediate 
layer for thermal-barrier coating 78

TiC0.5N0.5/Ni TS Wear-resistant coating 85
(Ti, Cr)C/Ni; TixCr1－xCy/Ni;

(TiC-Cr3C2)/Ni PS Wear protection, erosion- and corrosion-
resistant coatings 8, 13, 85

TixCr1-xCy/Ni-P PS Wear protection 15
TiC/Fe; TiC/Co; TiC/Al; TiC/Fe3C/Fe; 

TiC/FeCr TiC/NiCr; TiC/FeCu; TiC/FeCrNi; 
TiC/FeCrMoC; TiC/FeCrWMo, TiC/CrNiMo

TiC/FeNiCrMo; TiC/NiCr;
TiC/NiCrMoW; TiC/NiTiCrAl

HVOF, PS, 
UPS,LPPS, Wear protection 23, 31, 34, 42, 46, 

52-56, 58, 66, 73

(Ti, W)C/Ni, TiC/NiTi; TiC/NiCr; (Mo, Ti)C/
NiCr; (W, Ti)C/NiCr;

(Ti, W)C/NiCr
TiC/NiTiCrAl

PS, HVOF
Protection against corrosion and wear 

Corrosion resistance of coatings is higher than 
that of WC-Co, WC-Ni coatings

35, 53, 56, 63

TiC/NiCr PS High sliding wear resistance 32

TiC/NiAl TS Protection against oxidation and wear in sulfur-
containing area 28

TiC/NiCr; TiC/FeCr; Cr3C2/NiCr LPPS, HVOF
Protection against erosion at temperatures up 

to 400℃ for TiC-based powders; up to 
600℃ for Cr3C2-based powder

30, 32
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unique structure and properties in size ranges and 
with an external morphology suitable for different 
thermal spray processes. Usage of different kinds of 
the SHS process activation plays an important role in 
structure and phase-formation mechanisms, provid-
ing good flexibility and reliability even for industrial-
scale powder production.  
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Introduction

　The power of nano-technology was first mentioned 
at an international conference in 1959 by Dr. Richard 
Feynman, a Physics Nobel Laureate when he com-
mented on nano-science in relation to atomic theory. 
It was suggested that one day all of the information 
known to the world will be stored in a space of the 
size of a grain. The significance of this statement 
was hardly comprehended at the time, but as time 
progresses many people feel that we are approaching 
closer to the reality of the nano-world.
　The term “nano” is used in conjunction with ob-
jects of a size between 10Å and 1000Å, meaning 1 
nm and 100 nm respectively. One nanometer is 10-9 
meters which is too small for most people to grasp 
its meaning and potential applications. In order to 
get perspective on this measurement, let us imagine 
a comparison between an object of micro-size and an 
object of nano-size in terms of a comparison between 

the wave-length of ultra-violet light and the wave-
length of X-rays. When the size of an object is compa-
rable to the wave-length of infrared and visible light, 
the size is referred to as micro-size, which we are 
more accustomed to and is often known as the colloi-
dal size.
　When the size of an object is in the nano-size range, 
the characteristics and behavior of the material is 
changed dramatically. This might be illustrated with 
silver, which has an atomic weight of 108, an atomic 
diameter (b) of 2.9 Å, and a density (ρ) of 10.5 g/
cm3. A cube if silver 1 cm on a side would have a sur-
face area of 6 cm2, or a specific surface of 0.6 cm2/g. 
The specific surface of a cubic or spherical particle 
is simply given by 6/ρd where d is the diameter of 
the particle. For a silver particle 1 μm in diameter, 
the specific surface is 6 × 103 cm2/g, whereas that 
of a particle 10 nm (0.01 μm) in diameter would in-
crease sharply to 6 × 105 cm2/g. If a solid is made up 
of atoms of linear dimensions, b, then the molecular 
volume is approximately b3 and the fraction of atoms 
in the surface layer is approximately 6(b/d). Thus, 
for a 1-mm particle, about 0.2 % of the atoms will be in 
the surface, but in the case of a 10-nm particle about 
20 % of the atoms lie in the surface. So for the 1-cm 
cube, only 2 or 3 atoms in ten million are surface 
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Abstract

　Direct write technology assists the electronic industry in their ef fort to miniaturize electronic 
circuits and enhance speed of printing capability. The technology allows printing various patterns 
without employing a mask or a resist with an enhanced speed with the aid of computer.
　This paper describes the current status of the synthesis of conductive inks, a key to success in 
this technology. There are numerous factors to overcome in manufacturing inks which meet all 
the necessary conditions of conductivity, viscosity, and stability. In order to achieve the required 
conductivity, nano-particles used in the ink have to be made from gold, silver or copper. Inherent 
problems involved in these metal powders include high melting point, coagulation, impurities, cost, 
and, in the case of copper, oxidation. The direction of research currently being carried out in meeting 
and overcoming various challenges in this technology is reviewed and discussed. Other salient 
applications of nano-sized metal powders are also briefly examined.
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atoms, but when divided into 1012 particles of 1-μm, 
one atom in 450 is a surface atom. At 10 nm, one sil-
ver atom in five is a surface atom, and surface effects 
dominate. So when dealing with nano-particles, we 
must be concerned with large numbers of particles, 
extremely small size, large specific surface area, and 
particles dominated by surface effects.
　In 1856, Michael Faraday first prepared colloidal 
gold by reducing an aqueous solution of gold chlo-
ride with phosphorous to yield a ruby-colored liquid, 
proving that he had finely divided gold particles. 
He found that a small addition of salts to the solu-
tion changed the color to blue, and studied various 
phenomena associated. More modern work shows 
that gold nano-sized particles exhibit red. Gold nano-
sized particles exhibit red, orange, and purple colors 
depending upon their size and shape, and the melting 
point of gold can be lowered from 1060℃, for bulk 
gold, to about 300-400℃ when the size becomes 5-10 
nm.1) In addition, chemical reactivity changes signifi-
cantly when the size of particles enters in the nano-
size range and many nano-sized particles are used in 
conjunction with catalytic reactions.
　There has been a great deal of interest in the 
synthesis of conductive ink using nano-sized metal 
powders since such ink finds numerous applications 
in the electronic industry. Numerous attempts have 
been made to produce conductive ink using primarily 
gold and silver nano-sized particles but commercial 
production of such an ink has not yet occurred. If 
successful, the applications of the ink are numerous. 
Examples can be found in display backplanes, radio 
frequency identification (RFID) antennas and tags, 
printed sensors, smart packages, e-paper, advanced 
layered electronics and many more.
　Micro-fabrication of electronic components at the 
submicron scale will also help industry in its effort 
to miniaturize electronic circuits. Many researchers 
believe that the direct write technology will undoubt-
edly revolutionize the electronic industry. The term 
direct write process represents a printing process 
in which electronic circuit patterns are written di-
rectly from a pen-like system without going through 
a series and the tedious process of fabricating the 
patterns with masking and etching. The direct write 
process is flexible, versatile and accurate to a high 
degree of precision since a computer is an essential 
part of the process. Manufacturing sub-micron sized 
electronic circuits using traditional lithographic tech-
niques is a very time-consuming and expensive pro-
cess.
　Reduction of metal ions into their elemental state 

in an aqueous solution is routinely carried out by 
hydrometallurgists. The skills and fundamental tech-
niques used by this branch of metallurgy can easily 
be applied to manufacturing nano-metal powders in 
solution with a few significant variations. In this pa-
per, the authors will attempt to introduce and discuss 
how such small metal powders can be synthesized 
and the challenges one faces during the process of 
synthesizing such nano-sized metal powders. 

Synthesis of Nano-Metal Powders

　Various methods are used to synthesize nano-metal 
powders. Four commonly used methods are given 
below:
　• Laser/Plasma Method
　• Electro-chemical Method
　• Vacuum Decomposition Method
　• Wet Method

Laser/Plasma Method

　This method uses a metal target bombarded with 
high energy with an intensity flux greater than 107 

watts/cm3. As a result, the atoms on the surface of 
the target will generate plasma gas. The temperature 
of the system can rise up to 10,000 deg-K and about 
104-105 atoms on the 0.01 cm2 target area are generat-
ed in 10-8 seconds.2) Atoms produced in such a system 
are usually in nano-size but the cost of the process is 
usually very high.
　Metal gas produced in such a system can then be 
cooled off and various sizes of nano-metal powders 
can be manufactured by adjusting the rate of cooling. 
In this process, Ar or N2 gas is used as a carrier gas 
to prevent oxidation.

Electro-Chemical Method

　This process method is the same technique used 
in the electrochemical deposition of metal ions in 
aqueous solution often used in hydrometallurgical 
processes. In this method, metal salts are dissolved 
in aqueous media which is then subjected to an 
electrical field. Positively charged metal ions will be 
attracted to the cathode and form elemental metal by 
receiving electrons from the electrode. 

Mz+ + ze → M

　The metals collected on the surface of the cathode 
are separated from it and broken into various sizes. It 
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is very difficult to control the size of metal powders 
generated in this fashion, however. Principles in-
volved in this process are described well in common 
references used in hydrometallurgy.3,4)

Vacuum Decomposition Method

　This method uses vacuum and heat to decompose 
metal salts. Size control is also a problem with this 
method.

MCl2 + heat → M + Cl2

Information on the temperature of decomposition of 
various metal salts is readily available in the litera-
ture.5)

Wet Method

　This is the most common method in the synthesis 
of nano-metal powders. This method is a relatively 
easy method and also very effective. Metal salts are 
dissolved in liquid media, and then a reducing agent 
is introduced to the system to reduce metal ions to 
elemental metal. There are, in general, two types of 
carrying out this method. One is to reduce metal 
ions in solution by adding a reducing agent directly 
into the system. The other method is very similar to 
the above process but the reduction is carried out in 
the presence of organic chemicals. These will be dis-
cussed in more detail below.

　a. Direct Reduction in Aqueous Phase
　When metal ions are introduced in water, these 
metal ions are uniformly dispersed in the liquid 
phase. As a reducing agent is introduced to the solu-
tion containing metal ions, the metal ions are sub-
jected to reduction resulting in an elemental state 
upon reduction if the reductant used is effective.6-17) It 
is important to note that reductants suitable for some 
metals are not necessarily suitable for others. Sig-
nificant difference in the emf (electro-motive force) 
value between the metal ion and the reducing agent 
must exist in order to achieve an effective reduction. 
Difference in the emf is a necessary, but not suffi-
cient, condition for satisfactory reduction.
　As metal particles are generated, they should be 
individual metal atoms first. However, the metal at-
oms in the aqueous phase are unstable by nature, 
and these metal atoms try to get together and grow. 
In addition, some metals serve as nuclei for others to 
grow on. The rate of growth of these metal powders 

will depend upon various variables, including the con-
centration of metal ions, the type of reductant, tem-
perature, and very frequently the pH of the system.
　In general, the lower the concentration of metal ion 
and reducing agent the smaller the size of metal pow-
ders which results.6) The size of the produced metal 
powders is relatively small when the rate of reduction 
is slow. Consequently, less powerful reductants are 
favorable for generating smaller sizes of metal pow-
ders.
　When metal powders produced by reduction are 
highly charged, the growth of the particles is ad-
versely affected. Unfortunately, most metals, except 
gold and some of other precious metals, are subject 
to dissolution at low pH: therefore this method of 
producing small-sized particles has its limit. On the 
other hand, if the pH of the solution is raised too 
much, most metals are subjected to hydration or oxi-
dation to become hydroxides or oxides, which may 
not be desirable in many applications.6)

　Another way of controlling the size is to add dis-
persants. Dispersants frequently used may include 
starch, silicates, and various polymers.6,18) This ap-
proach is widely used in the synthesis of nano-metal 
powders but it should be noted that these dispersants 
are impurities added to the system, which could 
cause problems in later applications.

　b. Choice of Reductants
　Table 1 lists selected various metals with their 
standard emf value, melting point, and conductivity, 
which are compared with those of the hydrogen ion 

Table 1 Emf, melting point, and conductivity value of various metals19-21）

Metal/ion
EMF Melting pt Conductivity

(volts SHE) (deg-C) ×106 (ohm-1cm1)

Au/Au+++ 1.5 1064.6 0.452

Pt/Pt++ 1.19 1771.8 0.096

Ag/Ag+ 0.799 960.8 0.63

Cu/Cu++ 0.337 1084.4 0.596

Sb/SbO+ 0.212 630.8 0.028

H2/H+ 0 -259.2 0.108

Pb/Pb++ -0.126 327.4 0.048

Sn/Sn++ -0.136 231.8 0.091

Ni/Ni++ -0.25 1452.8 0.143

In/In++ -0.269 156.6 0.116

Co/Co++ -0.277 994.8 0.172

Cd/Cd++ -0.403 321 0.138

Fe/Fe+++ -0.44 1535.7 0.093

Ga/Ga+++ -0.529 29.7 0.067

Al/Al+++ -1.663 660.1 0.377
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as a reference. When these metal ions are dispersed 
in water and an appropriate reducing agent is intro-
duced, these metals will be reduced to elemental 
metals.
　As noted from this table, noble metals such as 
gold, silver, platinum and copper are easily reduced 
by most common reductants but many other metals 
would require stronger reductants to be reduced. In 
addition to the reducing power, i.e. emf, the melting 
point of these metals is an important factor in certain 
applications. For example, in most electronic indus-
try applications, good conductivity is essential to the 
function of the resulting product.
　Most of the ink produced to date requires a post-
heat treatment. The ink usually contains liquid, such 
as water, containing organic chemicals, which have 
to be removed to secure acceptable circuits with a 
desired value of conductivity. As a result, a post-heat 
treatment is needed to remove water and organic 
matters. Since most substrates are made of organic 
materials, the temperature applied in this heat pro-
cess should not exceed the temperature beyond 
which the substrate can be damaged. In addition, it 
is necessary to ensure good mechanical adherence 
between the ink materials and the substrate. It is also 
important to maintain good fluidity of the ink with an 
acceptable level of viscosity.
　Table 2 lists commonly used reductants with their 
emf values. As noted, most of these reductants will 
easily reduce gold, silver and copper, but in order to 
reduce most other metals, only a few of these reduc-
tants will be effective. It should be noted, however, 
that some of the reductants that produce gases as 
products are usually effective reductants: the partial 
pressure of these gases would be very low, as their 
solubility in water is low. As a result, the standard emf 
values can be misleading in representing their true 
power of reduction. In other words, the emf values of 
these reductants can be very small, as long as these 
gases are immediately removed from the system.

　As will be discussed later, the stronger the power 
of reductants in terms of the emf becomes, the faster 
the reduction reaction will generally take place. How-
ever, a fast reduction does not necessarily represent 
desirable conditions for the formation of the desired 
size of nano-particles. It is frequently found that the 
slower the reduction is the smaller the final size of 
the nano-particles becomes. Another consideration 
should be taken into account in selecting the reduc-
tant is the kind of products it produces. In general, 
inorganic products such as sulfur or other solids are 
undesirable, since they become undesirable impuri-
ties which will stay with the nano-particles.
　The majority of the studies on the manufacturing 
of nano-metal particles have been conducted on gold 
and silver. Since gold and silver are very noble as 
noted in Table 1, the reduction of these metals in 
solution can be easily carried out using even mild re-
ductants. In view of these metals being noble and also 
environmental concerns, organic based reductants 
have been widely used in this practice. These include 
trisodium citrate (C6H5O7Na3),14,22,23) formaldehyde 
(CH2O),8,12) polyethylene glycol (C2n+2H4n+6 On+2 ),24) 
glucose (C6H12O6),22) ascorbic acid (C6H8O6),25) tan-
nic acid (C34H28O21),26) polyvinylapyrrolidone (PVP: 
C6H9NO),14,22,27) polyvinylalcohol (PVA; (C2H4O)n),22,27) 
oleyl amine (C18H37N),11) and many more. In addi-
tion, the literature mentions a host of other organic 
reductants. These include alkyl acid phosphate 
(C5H11H2PO4 – amyl),28,29) dendrimers,30) 3-thiophe-
neacetic acid (C6H6O2S),31) superhydrides,32) glucose 
(C6H12O6),33) aspar tic acid (C4H7NO4 – HO2CCH 
(NH2) CH2CO2H),34) sodium formaldehyde sulfoxylate 
(CH3NaO3S),35) arginine (C6H14N4O2),36) 1,2-hexadec-
anediol (C16H34O2),37) tetrakis (hydroxymethyl) phos-
phonium chloride ((HOCH2)4PCl),38) polyacrylamide 
(-CH2CHCONH2-),39) quercetin (C15H10O7),40) Gera-
nium leaf,41) aldehyde (RCOH),42) phosphorous,43) di-
methylformamide (C3H7NO),44) trioctyl phosphine,45) 
destrin,46) dimethylamineborane,47,48) and toluene49).
　It should be noted however, that the most widely 
used reductants in manufacturing nano-metal pow-
ders is sodium borohydride, followed by hydrazine, 
and occasionally hydroxylamine hydrochloride, 
which are frequently used in hydrometallurgical ap-
plications. These reductants are very powerful and 
can be applied not only to gold, silver and copper, but 
also to other metals including iron, cobalt, and nickel. 
When these more powerful reductants are used, the 
reduction of ions is almost immediate, unlike with 
some organic reductants which are inherently weak 
reductants and often require high temperatures. The 

Table 2 Common reductants with their emf values19,20）

Reductants Emf values

H2S → S + 2H+ + 2e (0.142V)

H2SO3 + H2O → SO4
= + 4H+ + 2e (0.172V)

HCOOH → CO2 + 2H+ + 2e (-0.199V)

N2H4 + 4OH- → N2 + 4H2O + 4e (-1.16V)

NaBH4 + 4H2O → NaOH + H3BO3 + 8H+ + 8e (-0.350V)

NaBH4 +O2 +2H2O →
NaOH + H3BO3 + 4H+ + 4e (-1.928V)

2BH4
- → B2H6 + 2H+ + 4e (-0.368V)
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emf values of the majority of organic reductants have 
not been determined, although they are assumed to 
be around -0.2 to -0.8 volts. Many of these organic 
reductants contain a carboxylate group that produces 
carbon dioxide and a hydrogen ion accompanied by 
electrons upon the oxidation reaction. The half cell 
reaction by the formic acid shown in Table 2 is a 
good example.

　c. Oxidation of Metal Powders
　As noted earlier, most investigations into manu-
facturing nano-metal powders have reported on gold 
and silver. However, there is a natural incentive to 
produce nano-metal powders using copper. This is 
because copper exhibits the second highest conduc-
tivity among metals, and is very abundant. In terms 
of economical consideration, the price of copper is 
about 1/85 and 1/6,000 respectively of silver and 
gold based on the price in May of 2009.
　As can be seen in Table 3, gold and silver are dif-
ficult to oxidize but copper is easily oxidized with a 
small amount of oxygen present. This indicates that 
most metals except gold and silver are easily oxidized 
in aqueous media. This is a problem in manufactur-
ing nano-metal particles other than gold and silver. 
Prevention of oxidation of other metals including 
copper is almost impossible even in the inert gas 
atmosphere. The prevention of oxidation of these 
oxides can be accomplished with the help of CO or 
H2 gas, as shown in Table 4. This means that oxida-
tion of copper nano-particles can be eliminated if the 
synthesis of the copper nano-particles is conducted 
in the presence of CO or H2. However, handling these 
gases is rather cumbersome, and practitioners prefer 
to avoid using such gases when possible.

　d. Concentration Effect
　The concentration and size of these nano-metal 
powders play an important role in creating an accept-
able conductive ink. When metal ions suspended in 
water are subjected to reduction by a reducing agent, 
metal ions will be reduced to a metallic state, first as 
an atom, and then will grow by combining with other 
reduced metal atoms. The growth of these metals in 
water is a very fast process exhibiting the growth by 
a few micron sizes in a couple of minutes, if not sec-
onds.
　It is obvious that the more diluted these ions are in 
the system, the easier it is to maintain particles in the 
state of dispersion, and hence prevent agglomeration. 
However, this creates a dilemma, since an effective 
ink should maintain a certain concentration of these 
ions in the first place. It should be noted that there is 
a threshold concentration of these ions in the solution 
in the production of the conductive ink. The main 
objective of the ink is to render the final product suf-
ficiently conductive, and therefore, the concentration 
of metal powders in the ink should be high enough 
to have sufficient amounts of metal powder accumu-
lating on the substrate to ensure good conductivity 
through the patterns. 
　In order to illustrate the importance of the metal 
concentration to the formation of the ink, let us 
assume that we desire to make a one micron size 
pattern consisting of 1 μm width × 1 μm depth, 
using 100 nm size silver particles dispersed in the 
ink. When the ink is deposited on the substrate and 
water is subsequently evaporated via the post heat-
treatment, only metal powders will remain on the 
substrate. Let us also assume that the metal powders 
at the 1 μm depth are all deposited on the substrate 
to form a monolayer. At this stage, it is vital to have 
sufficient amounts of metal powder in the ink to have 
a continuous metal powders aligned in the drawn pat-
tern, so that electrons can flow through these metal 
powders. In order to achieve this objective, a mono-
layer formation, at the minimum, of these particles on 
the substrate is required. Table 5 shows the percent 
of the metal powders concentrated on the substrate 
for a given concentration of metal in the ink. 
　As noted in the table, when the concentration of 
solids is 0.1%, which is equivalent to 1000 ppm of 
metal powders in the solution, the solution will yield 
only 0.14% coverage, which is far from the monolayer 
required. Even at the concentration of 40%, which is 
equivalent to 620,000 ppm of solids, the solution will 
yield less than 100% monolayer coverage. It should 
be noted that even if the coverage is 100%, there is 

Table 3 Gibbs standard free energy for copper, gold, and silver oxides 
and partial pressure of oxygen required to stop oxidation at 25℃. [Ther-
modynamic values were taken from references19,20）]

Metal Oxides ΔG o
f, 25, cal/mol PO2 , atm 

CuO -30,400 2.60×10-45

AuO2 48,000 1.58×1035

Ag2O 2,600 6.51×103

Table 4 The ratio of CO/CO2 or H2/H2O for prevention of these oxides 
from oxidation.[Thermodynamic data for calculations were taken from 
references19,20）]

Metal Oxides CO/CO2 H2/H2O

CuO 1.35×10-24 2.43×10-19

AuO2 2.22×10-66 2.95×10-24

Ag2O 6.08×10-50 1.09×10-44
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no guarantee that the overall conductivity will be sat-
isfactory, due to the unavoidable contact resistance 
between particles. It is noted that a 75% concentra-
tion of solids in the solution is by no means normally 
recognized as a fluid ink, but is rather a paste. This 
is one of the most difficult challenges to overcome in 
making a successful conductive ink.
　Even if the resulting ink product in the substrate 
is multi-layered, there exists the problem of packing, 
which leads to voids resulting in poor conductiv-
ity.50-52） Since the melting point of silver is 960℃, the 
contact resistance is very dif ficult to resolve, due 
to the fact that most substrates are made of organic 
compounds and will be damaged over 250℃, a rec-
ommended maximum temperature allowed to sustain 
the integrity of the organic substrate used in the elec-
tronic industry. One way to overcome this problem 
is to mix silver with a metal or alloy whose melting 
point is rather low. As seen in Table 1, the melting 
point of some metals, such as tin, indium, and gal-
lium, is less than 250℃. Therefore, mixing silver with 
these metals yields better electrical contact after heat 
treatment at this temperature. Even if the melting 
point of a metal is more than this temperature, when 
this metal is mixed with other metals, the resulting 
eutectic temperature can be less than 250℃ (see Fig. 
1).53） As seen in this figure, when indium and tin are 
mixed at about 50%, the melting point drops to about 
120℃. Such an attempt has been carried out in the 
authors’ laboratory and the results are encouraging.

　e. Stability of Nano-Metal Powders
　Another problem using the direct reduction in 
aqueous media is the stability of metals in suspen-
sion. When these metals are formed by reduction, 
they are subject to coagulation and grow, resulting 
in non-uniform sized particles. When these particles 
grow, they settle easily and do not maintain nano-

size. The settled particles are consolidated and be-
come very difficult to return to suspension and re-
dispersion, even with strong agitation by a stirrer or 
agitation by sonic waves.
　Some applications of these nano-sized metal pow-
ders require dry forms of these nano-particles. How-
ever, when these wet nano-sized particles are subject 
to dry conditions, the particles agglomerate easily. 
There are ways to overcome the aggregation of par-
ticles due to drying, which include freeze drying and 
spray drying. However, these processes are tedious 
and expensive.
　Many researchers have found that nano-metal 
powders manufactured in an oil phase are easily re-
dispersed after drying. However, metal ions are not 
usually soluble in these oils. Therefore, the two-phase 
system using oil and water is introduced to solve this 
problem. Metal ions are dissolved in the water phase 
and the reduction is carried out in the water phase 
and then the reduced metals are transferred into the 
oil phase and then dry them, which often produces 
satisfactory results. Organic chemicals trapped be-
tween nano-particles become soluble in a proper sol-
vent and help to re-disperse nano-particles at a later 
stage when they are needed.

　f. Reduction with Organic Phase
　Many investigators have synthesized gold and 
silver nano-particles using the organic phase in the 
presence of the aqueous phase with various surfac-
tants. The so called “inverse micelle method” is fre-
quently used in the synthesis of nano-metal particles, 
and utilizes such a two-phase system.22,26) As depicted 
in Fig 2, a group of metal ions dissolved in a water 
droplet are surrounded by organic surfactants which 
have a special af finity with the metal ions. These 
metal ions can be negative, as in the case of AuCl4

– 
or positive as in the case of Ag+ inside the droplets. 

Table 5 Comparison of nano-particles and the percent are occupied on 
the substrate

% Wt of Ag particles % Monolayer coverage

0.1 0.1

0.5 0.7

1.0 1.4

2.0 3

4.1 6

11 16

41 58

62 89

75 107 Binary system of indium and tin showing the eutectic tempera-
ture of about 120℃.

Fig. 1
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These water droplets can be a result of emulsification 
of water in oil phase. Metal ions can form a group in 
the aqueous phase with the aid of surfactants which 
have affinity with these ions. For negative ions, cat-
ionic surfactant such as alkyl amines, and for cationic 
ions, anionic surfactants such as carboxyl and sul-
fonate are used to surround the metal ions. These 
metal ions are then subjected to reduction with the 
aid of a reductant such as sodium borohydride, citric 
acid, or alkane tetrakis phosphonium chloride.10

　The tail end of the surfactants is hydrophobic, and 
therefore they are attracted to the oil phase. These 
droplets can then be easily transferred to the oil 
phase as shown in Fig. 3. The oil phase is then sepa-
rated from the water phase and subject to drying. 
After drying and evaporating, the residual organic 
phase will result in nano-sized metal powders which 
can be stored in an air-tight container for future use. 
The size of the reduced nano-metal powders is de-
termined by the size of water droplets in oil as in the 
continuous phase.
　The size of water droplets in the oil phase is deter-
mined by an effective emulsification of the oil/water 
mixture. The parameter known as “W,” which is the 
molar ratio of water to surfactant for the emulsifica-
tion system is an important factor governing the 
size of these droplets.22) In general, the less water 
present in comparison to the surfactant, the smaller 
the water droplets are and hence the smaller the 
produced nano-metal powders becomes. Surfactants 
used in the emulsification can be cationic, like cet-
yltrimethylammonium bromide, anionic, like bis(2-
ethylhexyl)sulfosuccinate, and nonionic, like Triton 
X-100. Nano-metals produced in the water droplets 
can grow by agglomeration within the confinement of 
the size of the water droplets but the maximum size 
is limited by the size of the droplets.

　Such prepared nano-particles in the oil phase can 
be stored for the future use. Even if the nano-parti-
cles in the oil phase become somewhat flocculated, 
they can be easily re-dispersed at a later time by 
methods such as ultra-sonic wave if necessary. The 
organic phase can be easily evaporated to isolate the 
nano-particles, as mentioned earlier. The surfactants 
adhered to metal nano-particles help metal nano-par-
ticles re-disperse. These surfactants can be removed 
by dissolution with a proper solvent, by evaporation 
or even by burning.
　The reduction of metals trapped in the water drop-
lets can be done while they are in the aqueous phase 
or after transferring into the oil phase. If these metal 
powders are reduced while in the water phase, after 
reduction, they can be transferred to the oil phase. 
The rest of the process will be identical as described 
above for the direct reduction process. In order to re-
inforce the stability of the water droplets, thiol group 
organic chemicals are often added, since thio group 
organic chemicals have affinity of these metal ions. 
Such a method of preparing nano-metal powders us-
ing the two phase system was first demonstrated by 
Faraday54) as early as 1857, and more recently by oth-
ers.55-67)

　Nano gold and silver powders can be synthesized 
in the aqueous phase but in the presence of organic 
stabilizers such as poly-vinyl pyrrolidone (PVP) 
which also happens to be a reducing agent.8,18,43) The 
molecular weight of this organic chemical ranges 
between 10,000 and 60,000, and it serves as a dispers-
ing agent to separate metal ions from each other. A 
solution containing metal ions is added to the solu-
tion containing this organic chemical and then the 
mixture is usually heated to about 60℃. Silver is then 
reduced to give a pink, purple, red or green color, de-
pending upon the size and shape.

Pictorial presentation of micelle transferring to oil phase.Fig. 3

Oil Phase

Water Phase

Pictorial presentation of inverse micelle formation.Fig. 2
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Other Applications of Nano-Metal Particles

　Applications of nano-metal powders are found in 
materials, devices, and process technology. Nano-
particles are used in catalysts, nano-membrance, 
nano-carbon tubes, high strength materials, compos-
ite materials, and medical materials. Applications in 
nano-devices are found in short-wave electronic de-
vices, molecular devices, bio-electronic devices, and 
optical devices. In addition, the nano-technology has 
applications in process technology including nano-
patterning, nano-circuit, organic and inorganic nano-
materials processing, nano-electrical system, nano-
computers, nano-measuring processes, and nano-
medical processes.
　Let us take a close look at a number of practical ex-
amples. Nano-sized gold and silver offer various col-
ors depending upon size and shape.66) This property 
is used in paint applications.67) There are evidences 
that nano-particles can be used in deodorant and sun-
screens, but much more investigation on the side and 
after effects of such applications is required for safe 
applications in these areas.
　One of the most remarkable and promising applica-
tions of nano-metal powders would be in catalysis. It 
has been found that oxidation of carbon monoxide is 
possible even at room temperature on gold nano-pow-
ders.68,69) Cartoons showing the reactions between 
carbon monoxide and oxygen, and also cyanide and 
ferric ions, on gold nano-particles are shown in Figs. 
4 and 5. In this case, since metal powders are nano-
sized, huge surface area per given volume is avail-
able. In the case of cyanide with ferric ions, since 
gold has a special affinity with cyanide, gold nano-
particles will catch cyanide, helping ferric ion to react 
with cyanide. Therefore, the chemical reaction will 
be facilitated simply because of the availability of a 
large surface area, and, at the same time, the affinity 
of gold with cyanide, enabling it to hold cyanide for 
the reaction with ferric ions.

Summary and Comments

　It is apparent that the fundamentals of hydromet-
allurgy, known to many who have been working 
on applied interfacial phenomena such as, mineral 
processing researchers, or chemical engineers, are 
easily applied to the manufacture of nano-metal pow-
ders. Manufacture of nano-metal powders utilizes the 
principles and technologies which have been already 
employed in these or many other related areas for 
a century. For example, mineral process engineers 

who are familiar with the metal reduction technology 
and interfacial phenomena used in froth flotation can 
immediately contribute their knowledge to the ad-
vancement of this exciting and emerging technology.
　Nano-technology offers exciting opportunities, not 
only making nano-sized metal powders which can be 
used in the electronic industry, but also in medical, 
chemical, pharmaceutical, agricultural, civil, me-
chanical, electronics, materials, and environmental 
industries, and many other areas. 
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1. Introduction

　Tremendous technological and scientific trend in 
material science for miniaturization and microstruc-
ture refinement is basically followed with the in-
creasing interest for nanophase characterization and 
understanding. The field of nanoscience and nano-
technology has an exciting progress in recent years, 
particularly regarding the control synthesis of ultra-
fine particles or nanoparticles that might have a great 
potential for use in solid-state functional materials 
and devices, like phosphors, sensors, catalysts, drug 
delivery carriers etc.1) The key points important for 
the future research and development of nanophased 
materials represent the ability for further improve-
ment of material properties through nanostructuring 
and fundamental research of structure-properties 

relationship, from one side, as well as development 
of assigned and controlled synthesis route with the 
ability to ensure nanophase synthesis in a controlled 
manner, from another. Synthesis of submicronic and 
nanosized powders and thin films represent an area 
of increasingly high interest and offers new opportu-
nities in materials engineering whether one or multi 
component systems are considered.
　The chemical synthesis routes, like liquid precipi-
tation, sol-gel or hydrothermal methods, offer many 
advantages over conventional procedures for na-
noscaled materials processing. Since the precursors 
are mixed at the molecular level in a solution, a high 
degree of structural homogeneity is achievable; dop-
ing is effective, surface area of powder produced is 
very high, leading to lower processing temperature. 
Moreover, the solution routes and low temperature 
processing minimize the potential for contamination, 
which is very important for the most applications in 
the electronic, optoelectronic, chemical industries 
etc.  that are sensitive to some of the impurities.
　Compared to other processing techniques, powder 
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synthesis through aerosol routes enable the genera-
tion of fine, submicronic to nanoscale, either single 
or complex, powders from a variety of precursor solu-
tions2-6). It represents basically chemical route having 
a “bottom-up” approach for powder processing. The 
diversity of aerosol routes, depending mainly on the 
nature of aerosol and the manner how the aerosol de-
composition energy is transferred to the system are 
presented on Fig.1. Two cases are roughly evident 
in aerosol routes: gas-to-particle route, which relates 
to the particle formation from the gaseous precur-
sors and droplet-to-particle route, that relates to the 
formation of discreet aerosol droplets and control of 
the aerosol decomposition into particles3). Depending 
on how the thermal energy is provided to the precur-
sors, affecting the most important particle formation 
parameters: residence time and temperature distribu-
tion, the main aerosol decomposition methods could 
be presented as is on Fig.1. The advantages of aero-
sol synthesis are as follows: it represents a simple 
method for production of oxide, non-oxide, metal and 
composite powders of complex composition, either in 
amorphous, crystalline or nanocrystalline state. Solu-
tion chemistry approaches offer design of materials 
at the molecular level, spherical particle morphology 
with full or hollow spheres, with narrow particle size 
distribution and a very homogeneous composition 
can be achieved by properly adjustment of the pro-
cess parameters. For the case of film processing, this 
method provides easy control of deposition rate and 
thickness, simple doping of films using any element  
in any proportion by addition of a suitable dopant into 
the starting solution, possible production of layered 
films and films with concentration gradient, vacuum 
not required in any step of the process and there are 
no limits concerning dimensions and shape of sub-

strate.
　In the case of hot-wall processing2-5,7-10), energy 
source for reaction and particle formation is usually 
provided through tubular flow reactor, flame synthe-
sis use combustion enthalpy of vapor flame11-13), self 
sustaining flame reactors use combustion enthalpy 
of dispersed oil phase in the form of emulsion14), 
self combustion aerosol synthesis use combustion 
enthalpy of entire solution being chemically modi-
fied15,16). Tubular hot-wall flow reactor provide a well-
controlled temperature profile over long residence 
times, while in the case of flame synthesis the decom-
position temperatures are higher and the residence 
time is shorter.  In aerosol assisted thin film prepara-
tion (Pyrosol process) there is precursor decomposi-
tion in the vicinity on the heated substrate17-19). Under 
certain circumstances, Pyrosol could be assimilated 
to a chemical vapor deposition process, but it re-
moves restrictions of CVD such as high vapor pres-
sure of precursors and their good thermal stability. In 
comparison to the pneumatic atomizers, the aerosol 
produced by ultrasonic atomization enables better 
controlling of droplet size and size distribution.  

2. Hot-Wall Aerosol Synthesis (Spray pyrolysis)

　Hot-wall aerosol synthesis is based on the forma-
tion of aerosols of precursor solutions and control 
over the aerosol decomposition in a high temperature 
tubular flow reactor through the successive process-
es of droplet evaporation, drying, solute precipitation 
and decomposition. Since the heterogeneous gas/
liquid-solid reaction occurs in a dispersed system-
aerosol at the level of few micrometers sized drop-
lets, compositional segregation is prevented and high 
heating rates (20-300℃/s), as well as high surface 

Fig. 1  The diversity of the aerosol routes, depending on the nature of aerosol (upper) and the manner 
of how the aerosol decomposition energy is provided to the system (down).
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reaction could be achieved2). During decomposition, 
the aerosol droplets undergo evaporation/drying, 
precipitation and thermolysis in a single-step process. 
Consequently, spherical, solid, agglomerate-free, 
either submicronic, nanostructured or nanoscaled 
particles are obtained through the mechanisms of 
primary nano- particles coalescence, collision and 
sintering. Schematic of the hot-wall aerosol synthesis 
routes is presented in Fig. 2. The process involves 
formation of discreet droplets of precursor solution in 
the form of aerosol and control over their thermally 
induced decomposition and phase transformation. 
　Synthesis I refers to the chemical synthesis and 
solution preparation that could be in the form of 
true solutions, colloids or emulsions. In addition, 
the modification of the chemistry of the solution, 
i.e.  additives like glycine, urea, suchrose etc. alters 
the morphology of the particles derived as well as 
the particle size, size distribution and agglomeration 
state. The precursors and precursors chemistry are 
usually characterized for their physico-chemical prop-
erties like determination of the solution surface ten-
sion, viscosity, density, concentration, pH, as well as 
the decomposition behavior of the precursors since 
there is a strong relationship between the mentioned 
solution properties and the droplet/particle size21,22).
　Aerosol is most frequently formed ultrasonically, 
using high-frequency (100KHz - 10MHz) ultrasonic 
beam17) directed to the gas-liquid interface. Liquid at-
omization and aerosol formation occur for the certain 
values of the acoustic waves amplitude, where the 
average droplet size depends mostly on the solution 

properties (viscosity, surface tension, concentration, 
density etc.) as well as the ultrasound frequency. It 
was already shown that this technique is suitable for 
the aerosol formation with the narrow size of droplet 
distribution, thus affecting narrow particle size distri-
bution. 
　Depending on the atomization technique, either 
monodispersed or polydispersed particles could be 
obtained. The monodispersed nano particles are 
formed either through the evaporation-condensation 
mechanisms, using electrospray atomizer or differ-
ential mobility classifier23,24). Twin-fluid and ultrasonic 
atomization techniques usually led to the formation 
of polydispersed particles. The droplet size and size 
distribution depend on the type of atomization and 
the precursor properties, as presented in Table 1. 
　The particle size is then defined by the following 
equation for the case that one particle is derived from 
one droplet22):
　　Dp = Dd


c∗Ms

ρpMp

1/3

 (1)

Where: Dp- particle diameter [μm], c*- initial solution 
concentration [gcm-3], Ms- molecular mass of  result-
ing powder [gmol-1], Mp- molecular mass of precursor 
[gmol-1], ρp- powder density [gcm-3]

　The aerosol is carried out by the flowing gas 
stream into high-temperature tubular flow reactor. 
Dif ferential mobility analyzer (DMA) or Scanning 
Mobility Particle Sizer (SMPS) can be used for on-
line determination of the aerosol-born particle’s size, 
size distribution and concentration24). 

Fig. 2  Schematic of the hot-wall aerosol synthesis route methodology20).
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　The flow rate of the carrier gas represents one of 
the most important process parameters enabling the 
supporting atmosphere as well as the aerosol flow 
rate and the droplets residence time to be controlled. 
During the main process, denoted as Synthesis II, 
aerosol droplets undergo evaporation, drying and 
solute precipitation in a single-step process caused by 
the mechanisms of heat and mass transfer inside the 
droplets and between the droplets and surrounding 
gas. Such mechanism enables high surface reaction, 
solution stoichiometric retention as well as segrega-
tion suppression to the droplet scale. As a result, 
spherical, solid, agglomerate-free, either nano scale 
or submicronic particles are obtained having com-
posite inner nano structure27-34). 
　After solvent evaporation/drying stage and con-
secutively solute precipitation and decomposition 
that occurs at the droplet level, the primary particles 
arise through the thermally induced processes of 
nuclei formation, collision and coalescence. Resulting 
particles then arise through the growth and aggrega-
tion of nano scaled “primary particles” arranged in 
spherical so called “secondary particles”. The sec-
ondary particle size and size distribution are mainly 
influenced by the properties of aerosol generator and 
precursor solutions. Primary particles, that represent 
either crystallites or block-mosaic assembles, siz-
ing mainly below 50nm, could coalesced entirely or 
densified with existing nanoporosity and exhibiting 
high surface area. The Summary of the particle mor-
phology hierarchy is presented at Fig. 3. The size of 
primary particles depends on the time-temperature 
history and materials properties. For low tempera-

tures and short residence time particle coalescence 
proceeds slowly compared to collisions, producing 
weak agglomerates having a high specific surface 
area. On the contrary, at high temperatures and for 
small particles, particle coalescence is dominant pro-
cess resulting in primary particle growth, hard ag-
glomerates and small specific surface area35). 
　Nanophase particles can be generated in accor-
dance to this method by properly controlling over 
the initial aerosol droplet size, the mechanisms of 
the droplet collision and coalescence as well as by 
suppressing the excessive grain growth and grain 
coarsening. As a result, it is possible to obtain either 
nanoparticles directly from nano-sized droplets or 
to obtain submicronic sized particles, that of fer a 
composite nanograin particle structure27, 34, 36). Fig. 4. 
represents the methodology for directly producing 
of nanoscaled particles by spray pyrolysis. By follow-
ing the proportionality of particle size with solution 
concentration and the droplet size (eq.1) and the 
basic concept of spray pyrolysis where one particle 
is derived from one droplet, directly producing of 
nano particles can be achieved from dilute solutions 
and small aerosol droplets2). Decrease of the droplet 
size can be achieved either by using electrospray 
atomizer, that is able to directly produce nanoscaled 
monodispersed particles or by the modification of 
the atomizing technique, like filter expansion aerosol 
generator (FEAG), developed for the synthesis of na-
noscaled phosphor particles by low-pressure spray 
pyrolysis23,36). On the other hand, self combustion 
spray pyrolysis, associated with the modification of 
precursor chemistry by using of exothermic reacting 

Table 1 The manner of the aerosol formation and droplet/particle size distribution

Aerosol formation /Droplet size equations, μm

Monodispersed 
droplets/particles

Evaporation-Condensation 25)

Electrospray aerosol route 23)

Differential mobility classifier 24)

Polydispersed 
droplets/particles

Twin-fluid atomizationEmpirical relationship S.Nukiyama, Y.Tanasawa 26) ** 

Dd =
585
V


γ

ρ

0.5

+ 597


µ

(γρ)0.5

0.45
1000FL

FG

1.5

Ultrasonic atomization Lang 21) *** 

Dd = 0.34

8πγ
ρf

1/3

**  Dd- droplet diameter [μm]; V- relative carrier gas- to -liquid velocity  at the nozzle exit[ms-1];
   γ- solution surface tension [10-3 Nm-1] ; r- solution density [gcm-3];μ- solution viscosity [Pas] ; FG- gas flow
   rate [cm3s-1] ; FL- liquid flow rate [cm3s-1]
***  Dd- droplet diameter [μm]; γ- solution surface tension [dyncm-1]; r-solution density [gcm-3];
   f - ultrasound frequency [103 s-1]
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species, that cause droplets/particles to be decom-
posed with additional heat and exploding during the 
process, leads to the direct synthesis of nanopar-
ticles13,15). 
　The choice of precursors, their thermal and de-
composition behavior play an important role in na-
noscaled particles synthesis, as well36,37). The mecha-
nisms of nucleation and growth of primary particles, 
ranging from few to several tens of nanometers, 
which gather together during decomposition process 
into spherical agglomerates, or so called “secondary 
particles” the mean size below 1000nm, play a crucial 
role in formation of particle size and morphology15,38). 

Salt assisted spray pyrolysis (SAD) enable releasing 
the nano-scaled primary particles by modification of 
the solution chemistry and preventing formation of 
hardly aggregated primary particles into the second-
ary particles36).
　From the viewpoint of the application of the as-
generated particles for advanced materials synthesis, 
particle morphology is of great interest. Aerosol syn-
thesis enables synthesis of various particle morpholo-
gy, either as hollow or dense spheres. It is presumed 
that certain particle morphology is formed during the 
evaporation/drying stage that encountered processes 
of evaporation and diffusion of both the solvent, and 

Fig.4  Nanoscale particle synthesis through aerosol route.

Fig. 3  Summary of the particle morphology hierarchy.
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solute, changing in droplet temperature and crust 
formation. They are governed by the basic laws of 
heat and mass transfer so several models describing 
the above mentioned phenomena are developed and 
can be applied in prediction of particle morphol-
ogy39-41). The problems regarding droplet collision 
and consequently droplet coalescence or agglomer-
ated particles formation are often associated with ul-
trasonic spray pyrolysis, since reducing droplet size 
significantly increases the probability for collision2). 
Agglomerated particles are undesirable especially for 
afterwards sintering purposes, causing hard agglom-
erates formation and inducing local grain growth and 
inhomogeneity.
　On the contrary of the reports on the mechanisms 
of particle formation from inorganic salts, solid par-
ticles are often generated from metal alkoxides or 
organic solutions if they undergo polymerization 
process29, 33, 42-43). Another feature that strongly alters 
the particle morphology is transferring ions into gas 
phase in the case of volatile precursors44). In this 
case the particles are formed both from gas as well 
as liquid (solid) phase, leading to the broad size of 
particle distribution and to the differences in particle 
morphology. From the viewpoint of difficulties for the 
stoichiometry retention in the case of multicompo-
nent systems, this feature has to be controlled care-
fully.
　Depending on the process parameters – tem-

perature and residence time, either amorphous or 
crystalline particles can be obtained. It was shown 
that proper adjusting of the mentioned parameters 
enables synthesis of either nanophase, polycrystal-
line or single-crystal particles by controlling over 
the mechanisms of grain growth and sintering2, 28). 
Numerous materials, either in the form of thin films 
or nanostructured/nanoscaled particles as metal ox-
ides, mixed metal oxides, nonoxides and metals have 
been obtained by this method and have reviewed 
in literature2,3,6,13,45,46,47). The potentials of the aerosol 
routes for making solid-states structures at the nano 
size level are virtually unlimited, providing possibili-
ties for new and unique applications in electronics, 
optoelectronics, catalysis, energy conversion sys-
tems, drug delivery etc. It has been reported synthe-
sis of electrode material for solid oxide fuel cells48, 49), 
phosphors47,50), metal-ceramic and ceramic-ceramic 
nanocomposite particles synthesized in environmen-
tal conditions51, 52) and under microgravity53). The ex-
amples of experimental set-up for the spray pyrolysis 
developed at the several research centers and univer-
sities are presented at Fig. 5. 
　The program of controlled and sophisticated 
powders and films synthesis has been realized in 
the Institute of Technical Sciences of the Serbian 
Academy of Sciences and Arts (ITS SASA) since past 
two decades. In the framework of this research, the 
method of aerosol synthesis of nanophased powders 

Fig. 5.  Experimental set-up in Japan Fine Ceramic Centre, Nagoya (a,b,c), with 4 heating zones, 
Tmax=1000℃48-50); 4 separating heating zones, Tmax=1000℃ for the synthesis of ceramic-metal nano-
composites; 5 heating zones, Tmax=1200℃ for the synthesis of ceramic-ceramic nanocomposites51, 52), 
respectively; Osaka University, JWRI (d) for the synthesis of ceramic nanoparticles under micro-
gravity53) (with courtesy of Dr. Ohara, Osaka University, JWRI, Japan).
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and films is developed together with the experimen-
tal and pilot set-up [Fig. 6]: the experimental set-up 
is based both on electrospray (TDI) and ultrasonic 
(800kHz, 1.3,1.7 and 2.5 MHz, RBI) atomizing sys-
tems, while a pilot plant is based on twin-fluid atomi-
zation technique, equipped with a Scanning Mobil-
ity Particle Sizer (TDI) for in-situ determination of 
aerosol properties. It offers the opportunity for the 
synthesis of both monodisperse and polydisperse 
nanoscaled particles in different oxide and nonoxide 
systems. Moreover, a Pyrosol technique for thin film 
synthesis through aerosols is developed, too. Based 
on these techniques, the synthesis of fine, spherical, 
submicronic powders either in crystal or amorphous 
state based on oxides, metals and non-oxides have 
been processed as follows: ZnO38,41,54,55), ZnO-Pt(IV)56), 
ZnO- Ru(III)57),, BaTiO3

42), ZnO-Cr2O3 spinel34), Al2O3 
based materials58,59), Ni, NiO60), SiC61), Q-TiO2

62), nano-
composites Ag:(Bi,Pb)-2223)15,63,64), phosphors, Gd2O3:
Eu10,65,66,67), Y2O3:Eu, (GdY)2O3:Eu20,68,69), Y3Al5O12:
Ce10,70-74), LiFePO4 75). Those materials are applicable 
for electronics, optoelectronics, engineering ceram-
ics, catalysts, biomaterials etc. 

3.  Opportunities of Hot Wall Aerosol Route 
(Spray Pyrolysis) for Phoshor Materials Pro-
cessing

　The opportunities for the synthesis of spherical, 
nonaglomerated particles with uniformly distributed 
components and phases are of special importance 
when phosphor materials having luminescence prop-
erties are considered. Phosphors represent inorganic 
crystal structures capable of emitting definite quanti-
ties of radiation within visible and/or ultraviolet spec-
trum as a result of excitation by an external energy 
source such as electron or a photon beam76,77,78). Such 
properties of these materials are an outcome from 
the atomic state interactions that occur between lumi-
nescent centers and the host lattice material after the 
excitation. Rare earth ions (Eu2+, 3+, Ce3+, Tm3+, Tb3+, 
Nd3+) and transition metal ions (Cr3+, Mn2+) are com-
monly used as luminescent centers79,80). Luminescent 
materials are normally utilized in cathode ray tubes 
for television screens and due to excellent character-
istics of these materials their use has increased in the 
past years due to their application in modern emis-
sive display industry such as flat screens, plasma and 
electroluminescence screens, etc. The most impor-
tant properties that luminescent materials should pos-

Fig. 6  Experimental set-up at ITS SASA having two (upper) and three (down) heating zones, equipped 
with an electrostatic precipitator for powder collecting and ultrasonic atomizers, 800 kHz, 2.1 MHz, 
RBI, Meylan, France (down).
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sess are their brightness, spectral energy distribution 
and decay time81). Since luminescence properties are 
strongly affected by the phosphor crystallinity, phase 
purity, distribution of activator, surface area and par-
ticle morphology82-84), more efforts have been done in 
promoting the researches toward new methods for 
nanoparticles synthesis. Spray pyrolysis method has 
been recognized as a successful to obtain phosphor 
powders with high purity, homogeneous distributions 
of activator centers, narrow distribution of particle 
size and spherical morphology in nanometric scale 47).

3.1. Gd2O3:Eu3+

　Gadolinia doped with europium has been used in 
several applications for display devices as effective 
red phosphor material having improved stability in 
high vacuum and the absence of corrosive gas emis-
sions under electron bombardment85). Since the lumi-
nescent behavior is greatly affected by the phosphor 
particle morphology and compositional homogeneity, 
the advantages of spray pyrolysis over conventional 
solid-state synthesis are huge, as already reported in 
literature47,82,85, 86).
　As part of a programme to develop high grade 
phosphor particles, spherical in shape, agglomerated-
free and with a narrow size distribution, efforts have 
been made to prepare material using a hot wall spray 

pyrolysis approach10, 50, 65). With regards to that, nano-
structured, spherical Gd2O3:Eu3+ phosphor particles 
sizing bellow 800nm were synthesized from ultrasoni-
cally generated common nitrates solutions (Fig.7). 
As seen, the particle inner structure clearly resolved 
by the low and high magnification TEM implies the 
typical particle morphology obtained by spray py-
rolysis composed of nano sized primary particles as-
sembled in a spherical secondary particle. Visual in-
spection of the particle morphology is done by means 
of STEM nanotomography corresponding to the 
particle annealed at low temperature (900ºC/12h), 
as shown in Fig. 886). The contrast obtained with 
HAADF-STEM implies bright and dark areas in a 
spherical shaped particle sized approx 500nm where 
dark contrast observed in the tilt series indicates the 
presence of voids and a rough particle surfaces. In 
the reconstructed images (Fig. 8, right), the better 
contrast than the original image allows confirming 
the porous and rough surfaces. It was supposed that 
the particle roughness is presumably a consequence 
of the primary particles crystallization, aggregation 
and growth in the secondary particles caused by the 
temperature increase. 
　In comparison to the par ticle morphology of 
conventionally obtained phosphor materials, here 
spherical particle morphology enables high packing 

Fig. 7  Field emission scanning electron microscopy (FE-SEM) (upper), TEM, HR-TEM (400 KV JEOL 
JEM 4000 EX) of the as-prepared Gd2O3:Eu particles (down), respectively.
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densities, higher brightness and resolution82). On the 
other side, hollow and porous particles have lower 
signal intensity in comparison with dense spherical 
particles86).  Besides, particle roughness and the ag-
glomeration state are very important factors that af-
fect the luminescence signal, implying the necessity 
to follow the morphology features and correlate them 
with the process parameters, like temperature, resi-
dence time, precursor decomposition behavior etc. In 
addition, the sensitization of the as-prepared particles 
is a critical stage in phosphor preparation and sensi-
tivity improves with increasing the crystallinity and 
homogenization of the Eu dopants within the par-
ticles. Success in this processing have been obtained 
with additional thermal treatments of the as-prepared 
particles above 800 ℃, where the thermally induced 
interparticle sintering did not occur and initially ob-
tained morphological features were preserved65).
　Detailed phase and structural analysis proceeded 
in accordance to XRPD, TEM-HRTEM and EFTEM 

analysing methods, proved uniform compositional 
distribution of the constitutive elements along the 
particles obtained via spray pyrolysis as seen from 
the corresponding gadolinium and europium EFTEM 
spectra (Fig.9). EFTEM-EELS spectrum obtained 
for Gd2O3:Eu3+ par ticles additionally annealed at 
900ºC/12h (gray line) and 1000℃ /12h (black line) 
in the ELNES region show the Gd M4 and Gd M5 
signal for both samples (around 1185ev-1187ev) and 
the Eu M5 and Eu M4 signal around 1131ev-1186ev. 
The comparison between the spectrum indicates the 
incorporation of the Eu in the Gd matrix, while no 
changes in the energy and intensity M4/M5 ratio 
(0.83) indicates  a (+3) oxidation state in the samples 
with dif ferent Eu content and thermal treatment 
(Fig. 10).
　Host gadolinium oxide exhibits two polymorphic 
forms, low temperature (cubic) and high temperature 
(monoclinic), so several studies dealing with the in-
vestigation of Gd2O3 crystal phases development dur-

Fig. 8  STEM image of the tomographic tilt series. The vertical line indicates the rotation axis. A  Tecnai 
TEM G² F20 X-TWIN with Fischione “single tilt” stage in HAADF mode operated at 200KV TEM 
was employed (left); reconstructed tomographic image: the inspect 3d v 2.5 X press Edition soft-
ware and  AMIRA software in cross correlation mode was employed (right).

Fig. 9  The low magnification EFTEM images, Libra, 120kV, with a corrected 90° OMEGA energy filter.
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ing aerosol synthesis and their relationship with lu-
minescence properties were reported10,82,87,89). XRPD 
revealed here the presence of two crystalline cubic 
phases in as-prepared powders: a bcc phase with Ia3 
space group (a ≈ 10.829(3) Å); and a fcc phase with 
Fm-3m space group (a≈ 5.6242(1) Å) for the Eu3+ 
less doping concentration50). After thermal treatment 
only the cubic Ia3 phase has been observed, with the 
cell parameters affected with Eu3+ doping concentra-
tion, followed with progressive increase in crystallite 
size. HR-TEM implied the primary nano particles of 
the as-prepared powders are associated with the de-
fect structure (Fig. 7). After annealing above 900℃, 
it is evident the better order related to the orientation 
in the atomic frames and a decreasing of defects con-
tent. In confirmation of the stated above, a HRTEM 
image of the cubic phase with Ia3 symmetry taken 
along the〔100〕 zone axis is presented at Fig. 11 in-
dicating high crystallinity and clearly resolved the 
(002) and (020) atomic planes. In addition, HRTEM 

analysis  also proved the locally appearance of a 
monoclinic phase with C2/m symmetry taken along 
the〔1-10〕 zone axis. The atomic distance (110) is re-
solved in the image (Fig. 11, right). The appearance 
of the higher density metastable monoclinic struc-
ture is probably a consequence of the extreme syn-
thesis conditions during spray pyrolysis, i.e. high 
heating rates and short residence time and attribut-
able to the Gibbs-Thomson effect, associated with in-
creased surface tension with nanostructuring65), (Fig. 
11).
　Luminescence studies carried out in Gd2O3:Eu3+ 
phosphor system have demonstrated that annealing 
and crystalline phases control both the thermolumi-
nescence and radioluminescence signals65). Charac-
teristic bands in the emission spectra are assigned to 
Eu3+ ion radiative 5D0→7Fi (i=0,1,2,3,4) transitions. In 
all the samples maximum intensity peak is at 611 nm 
wavelength belonging to 5D0→7F2 transition10,50). All 
observed transitions are due to the Eu3+ in C2 crystal-
lographic site except one line, at 581 nm (attributed 
to 5D0→7F1 transition) that belongs to Eu3+ in S6 crys-
tallographic site.

3.2. Y2O3:Eu3+

　Y2O3 doped with europium is a well known red 
phosphor material employed in modern high-reso-
lution display devices such as plasma display panels 
(PDP) and field emission displays (FED)47). The 
incorporation of gadolinium in the yttria matrix may 
significantly contribute to the luminescent properties 
and x-ray absorption coefficient thus increasing the 
field of application in optoelectronic devices such as 
ceramic scintillators for computed tomography.
　The interest of the Y2O3 has been broadly known 
due to its particularly relevant physical and functional 
properties, including the crystallographic stability, a 

Fig. 10  EFTEM-EELS spectrum obtained for Gd2O3:Eu particles treated 
at 900℃/12h (gray line) and 1000℃/12h (black line) in the 
ELNES region. A 120 KV LIBRA transmission electron micro-
scope with omega filter in column and EELS spectrum (three 
windows method) was used.

Fig. 11  HRTEM images of the cubic Ia3 phase with the corresponding indexed electron diffraction pattern (left) 
and monoclinic c2/m phase with the fft indexed along the [1-10] (right) taken by Titan 80-300™ TEM, 
300KV and Tecnai F 20 TEM, 200 KV, respectively.



KONA Powder and Particle Journal No.27 (2009)94

wide band energy gap (5.5e.v.) and the ability to be 
a host material for rare earth ions. Yttrium oxide is a 
good phosphor material with different luminescent 
spectra depending on the luminescent center by 
which it is activated (for example Eu, Tb, Dy, Tm or 
Nd); doped with Eu3+ is a well known red phosphor 
in flat panel displays90-92). In particular, it has been 
shown that if in nanostructure form it possesses 
improved quantum efficiency while the mixed oxide 
with rare earth ions (RE), the RExY2- xO3 type, repre-
sents a new group of superconducting materi-
als93). Yttria represents one of the best host materials 
for rare earth ions due to the fact that its ionic radii 
and crystal structure are very similar to the ionic 
radii and crystal structure of the rare earth ions82). 
There are several crystal structures of Y2O3: cubic, 
type Mn2O3, which represents a stable equilibrium 
structure under stationary conditions and monoclinic 
structure with space group C2/m that can be formed 
under extreme synthesis conditions65,94).
　The nanostructured particles of Y2O3 doped with 
Eu3+ were processed through the spray pyrolysis 
method from nitrate precursors20). Synthesis was car-
ried out with an ultrasonic aerosol device operating 
at 1.3 MHz in air atmosphere connected with a triple-
zone tubular flow reactor (200-700-900℃) (Fig. 6). 
Particles were submitted to post-thermal treatments 
at temperatures among 1000 and 1200℃ for 12hours 
in order to increase the crystallinity and uniform 
distribution of doped centers. The particles obtained 
were spherical, having narrow size distributions, 
high compositional homogeneity and were in un-
agglomerated state (Fig. 12). Exceptionally, sinter-
ing start point was noticed in the case of the samples 
thermally treated at 1200℃. That is, TEM analysis 
revealed neck formation between secondary spheri-
cal particles10, 69). 
　The Ia3 phase has been identified by XRD and 
TEM-HRTEM/FFT in both as-prepared and ther-
mally treated samples. No intermediate phase is 

observed along the particles. Rietveld refinement re-
vealed that crystallite size of the as-prepared powders 
was around 20nm while sufficient energy supply dur-
ing the thermal treatment led to crystallite growth 
(40-130nm for annealing temperatures 1000-1200℃ , 
respectively) and affected structural relaxation (low-
er values of microstrain in comparison to the values 
for ap samples) (Table2). 
　Functional characterization done through the 
determination of photoluminescent characteristics 
showed typical emission spectra of Eu3+ ion incor-
porated into yttrium oxide. Emission spectra were 
obtained at room temperature through excitation 
of Eu3+ ion into 5L6 energy level under 393nm wave-
length (Fig. 13). The emission lines of Eu3+ were 
ascribed to 5D0→7Fj (j=1, 2, 3, 4) spin forbidden f-f 
transitions and the main emission peak corresponded 
to clear red emission at 611nm. Detailed analysis of 
the emission spectra showed that they consist out 
of sharp peaks, originating from Eu3+ ion incorpo-
rated into C2 site, while only one week line belonging 
to Eu3+ ion incorporated into S6 site was observed. 
Maximum Stark splitting (ΔE) of the 7F1 manifold, 
occurring under the influence of the crystal field, 
was in agreement with theoretical values Y2O3:Eu3+ 
(ΔE(Y2O3)= 355cm-1)95). 
　Based on the fluorescence decay curves of the 5D0 
emitting level it was concluded that applied synthe-
sis method (spray pyrolysis) leads to the formation 
of nanostructured powders having longer lifetimes 
in comparison to Y2O3:Eu3+ in its bulk form (τ(5D0

→7F2)theor=1.0ms (Y2O3))96). Also, it was shown that 
samples with doping concentration of 10 at% Eu3+ had 
lower 5D0 lifetimes (around 1.2 ms) in comparison to 
5 at% (around 1.4 ms) leading to a conclusion that in 
the case of higher doping level concentration quench-
ing occurs (Table 2).
　Through the analysis of lifetime values for Eu3+ 
5D1 emitting level for Y2O3 with 5at% of Eu3+ the influ-
ence of thermal treatment was monitored (Fig. 13). 

Fig. 12  (Y0.95Eu0.05)2O3 (left) and (Y0.90Eu0.10)2O3 (right) thermally treated at 900℃ and 1000℃, respectively.
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Namely, as-prepared powders had a lower value of 
these parameter (around 11μs) while the value for 
thermally treated was slightly higher (around 20 
μs). Knowing that decrease of emission intensity 
from 5D1 emitting level is due to increased probability 
of cross-relaxation mechanism which occurs when 
there is an increase of Eu3+ concentration in the yttria 
host lattice97) it was concluded that cross-relaxation 
effect was stronger in the case of as-prepared sam-
ples. Above stated observations indirectly depicted 
more homogeneous distribution of Eu3+ ions in case 
of the annealed samples. 68,98,99).

3.3. (Y,Gd)2O3:Eu3+ 
　(Y1-xGdx)2O3:Eu3+ system, where the gadolinium 
content was varied (×=0.25, 0.50, 0.75), has been 

synthesized throughout the same conditions as Y2O3:
Eu3+. TEM investigations revealed that these systems 
poses the same morphological features as yttrium 
oxide system i.e. particles possess spherical filled 
morphology. Additionally SAED patterns revealed 
polycrystalline nature of the particles, while the ring 
width implied high defect content in as-prepared 
samples Fig. 14. Through XRD and TEM/SAED 
analysis it was also shown that gadolinium content 
had influence on the structural phase characteristics. 
To be exact, as-prepared samples with composition 
×=0.25, 0.50 had solely Ia3 phase, but the sample 
compositionally closest to pure Gd2O3, with ×=0.75, 
showed the same characteristics as gadolinium oxide 
synthesized under similar conditions. Apart from 
primary, cubic bcc Ia3 phase a second cubic fcc 

Fig. 13  Emission spectra of (Y0.90Eu0.10)2O3 system (left) and lifetime values of (Y0.95Eu0.05)2O3 system under λex=393nm (λem=611nm) 
(right)20).

Table 2  Main structural parameters derived through Rietveld refinement and characteristics of the luminescent measurements 
for Y2O3:Eu3+ system20)

Y2O3:Eu3+

yeA B   A-doping concentration Eu3+(at%) B- annealing
temperature(℃ ); ap- as-prepared sample

ye5 
ap

ye5

1000
ye5

1100
ye5

1200
ye10

ap
ye10

1000
ye10

1100
ye10

1200

cs (nm) 19.14 40.55 60.06 129.53 20.11 40.94 66.99 132.89

a (Å) 10.620 10.616 10.616 10.616 10.632 10.628 10.623 10.628

ms (%) 0.432 0.189 0.0607 0.0963 0.529 0.197 0.0794 0.0402
5D0→ 7F0 (C2) (nm) 580.3 580.4 580.4 580.4 580.4 580.4 580.4 580.4
5D0→ 7F1 (S6) (nm) 582.1 582.3 582.2 582.2 582.2 582.0 582.1 582.1

5D0→ 7F1 (C2) (nm)

587.1 587.2 587.1 587.2 587.1 587.2 587.2 587.2

592.9 592.8 592.8 592.9 592.8 592.8 592.8 592.8

599.2 599.1 599.2 599.4 599.2 599.2 599.2 599.2

ΔE (cm-1) 344.0 338.2 344.0 346.5 344 341 341 341

τ(5D0→ 7F2) (ms) 1.47 1.46 1.40 1.42 1.24 1.21 1.14 1.14

τavr(5D1→ 7F2) (μs) 11.33 18.97 19.74 19.78 / / / /
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phase with Fm-3m space group was confirmed in ap 
samples20,69). All the as-prepared samples where ther-
mally treated at 1100℃ for 12h and in this case only 
Ia3 phase prevailed. 
　Observing the optical properties, the same charac-
teristic emission spectra of Eu3+ ion were seen as in 
the case of pure Y2O3:Eu3+ system. Detailed analysis 
of the emission spectra showed that in the case of (Y1-

xGdx)2O3:Eu3+ system a linear increase of maximum 
Stark splitting (ΔE) occurs with the increase of 
gadolinium content (Table 3),  i.e. with the increase 
of lattice parameters. Since maximum splitting of 
the7F1 manifold is affected by crystal field strength 
parameter in a proportional way, the increase of ΔE 
value with the increase of gadolinium content could 
be treated as a clear indication of almost perfect mix-
ing in solid solutions of (Y,Gd)2O3:Eu3+ system20,98). 

When doped with 5at% mixed (Y1-xGdx)2O3:Eu3+ ox-
ides, thermally treated at 1100℃, had similar lifetime 
values of  5D0 emitting level in comparison to yttria 
with same doping concentration (around 1.4μs). In 
the case of ×=0.50, doping was done with 5 and with 
10at% of Eu3+ and in these case 5D0 lifetime of the 
sample with higher doping concentration was signifi-
cantly smaller i.e. 0.86μs. It indicated concentration 
quenching and that (Y1-xGdx)2O3:Eu3+ with×=0.50 
and 10 at% of Eu3+ had inferior properties than the 
material in bulk form. Relatively high values of 5D1 
lifetimes for thermaly treated (Y1-xGdx)2O3:Eu3+ pow-
ders with 5at% revealed, as in the case of Y2O3:Eu3+, 
implied homogeneous distribution of the doping ion.

3.4. Y3Al5O12 (YAG): Ce3+

　The Y3Al5O12 (YAG) is optically isotropic mate-

Fig. 14  TEM/SAED image for as-prepared (Y0.50Gd0.50)2O3:Eu3+ powder with 10at% of Eu3+ (left) and XRD diffrac-
tion patterns of the as-prepared samples for (Y1-xGdx)2O3:Eu3+ system indentifying Ia3 phase as a primary 
phase in all the samples and for the sample x=0.25 peaks belonging to Fm-3m are denoted (right).

Table 3  Main structural characteristics derived through Rietveld refinement and characteristics of the luminescent 
measurements for (Y1-xGdx)2O3:Eu3+ system annealed at 1100℃20)

(Y1-xGdx)2O3:Eu3+

yA gdBT       A- yttrium content;  B-doping
concentration of  Eu3+(at%); T-annealing temperature

 y75gd5

1100
y50gd5

1100
y25gd5

1100
y50gd10

1100

cs (nm) 155.94 202.63 55.25 191.36

a (Å) 10.667 10.724 10.771 10.730

ms (%) 0.0329 0.0563 0.0333 0.0195
5D0→ 7F0 (C2), nm 579.9 580.0 580.0 579.9
5D0→ 7F1 (S6), nm 581.6 581.6 581.4 581.4
5D0→ 7F1 (C2), nm 586.8 586.9 587.1 586.9

592.3 592.3 592.2 592.2

598.5 598.3 598.2 598.4

Δ E (cm-1) 333.2 324.7 316.1 327.5

τ(5D0→ 7F2) (ms) 1.36 1.25 1.32 0.86

τavr(5D1→ 7F2) (μs) 14.3 13.9 13.6 /
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rial with high thermal conductivity. Doped with rare 
earth ions it represents very useful phosphor mate-
rial for variety of display applications including cath-
ode ray tube, low voltage field emission display, and 
backlight source. Specially cerium doped YAG (YAG:
Ce3+), as a yellow-emitting component for the produc-
tion of a white light, is a comprehensively studied 
previous years due to urgent demand for alternative 
light source in an illumination and display area. The 
broad Ce3+ emission band originates from the 4f-5d 
electronic transition with intensive side bands due 
to vibronic coupling to the lattice and local vibration 
modes in the YAG lattice. Due to this YAG:Ce3+ easily 
convert blue emission from blue light emitting diode 
(LED) into white LED. Even a lack of cerium emis-
sion toward the red region can be suppressed by a 
co-doping (Tb3+) or cation substituting (Ga3+ or Gd3+) 
making presently this material to be the phosphor of 
choice in commercial white LEDs100).  
　First publication related to luminescence inves-
tigation in YAG:Ce3+ system dated from 1967101). 
Compared with this traditionally produced garnet by 
solid-state reaction between the component oxides, 
today’s phosphor materials usually produced through 
soft-chemistry processes posses many advantages 
thanks to their certain structural and morphological 
characteristics. The field of aerosol processing was 
intensively developed in the last 10 years and many 
phosphorous materials have been produced up to 
now47). Processing of YAG:Ce3+ powder via spray 
pyrolysis (ultrasonic and FEAG) has been previ-
ously reported102,103). Significant advance is shown 
due to the mixing of starting reactants at molecular 
scale, but obtaining of the pure garnet phase was 
hindered by retaining of amorphous phase in syn-
thesized powders. Therefore, annealing process at 
high temperatures was applied for the crystallization 
and activation of cerium-doped YAG particles. In 
latter work104), it was shown that the PL intensity 
of YAG:Ce3+ particles was strongly affected by dop-
ing concentration of cerium, annealing temperature, 
mean particle size, and particle morphology. The 
non-aggregated spherical par ticles of YAG:Ce3+ 
(1at%) annealed at 1300℃ showed the maximum pho-
toluminescence emission. Several papers devoted to 
the same topic were reported in the following years, 
highlighting the complexity of synthesis - structure 
relation towards achieving optimized phosphors 
properties. It was shown that concentration of ni-
trates solution and the flow rate of nitrogen used as a 
carrier gas have the major impact on the productivity 
of the spray pyrolysed particles104). Significant mor-

phological and functional enhancement through BaF2 
flux introduction in common nitrates solution during 
spray pyrolysis resulted in the intensification of the 
maximum peak intensity of the prepared YAG:Ce3+ 
phosphor powders in comparison to  that of the com-
mercial phosphor powders105). The addition of urea 
into nitrate precursor contributes to nanoparticles 
formation due to its combustion in the flame zone 
and improves their optical performance106). Further 
enhancing of the YAG:Ce3+ luminescence efficiency 
can be realized through Tb3+ co-doping due to occur-
ring of the effective energy transfer from Tb3+ to Ce3+ 
in YAG host lattice107).  But in all of above reports in-
situ generation of garnet phase during spray pyroly-
sis is omitted or associated with Y4Al2O9, (YAM) or 
YAlO3 (YAP) phases appearing so additional thermal 
treatment of processed powder is obligatory. The 
technique of spray pyrolysis was employed also to 
produce homogeneous solid solutions in the Al2O3

–Y2O3 system at temperatures as low as 150-300℃ , 
owing to the prevention of segregation of the precur-
sors prior to YAG phase crystalization108). Another 
attempt has been made using “single-source” precur-
sors (alkoxides and glycolates) instead of “multiple-
source” precursor109). The lack of formation of YAG 
in all the spray pyrolysis experiments was ascribed to 
the short heating times and fast heating rates, which 
resulted in the formation of kinetic products. 
　Rationalization of the sequence for nanocrystalline 
YAG:Ce+3 phase evolution in the particles synthesized 
by ultrasonic spray pyrolysis method through varia-
tion of processing parameters or precursors composi-
tion was also the topic of our research 10,70-74). It was 
shown that particle morphological and structural 
characteristics are dependent on the applied synthe-
sis methodology, especially regarding the precursors 
solution modification. Synthesis from common ni-
trates precursors was performed at 900℃ in a tubular 
flow reactor using the air to carry the aerosol. Short 
residence time during synthesis resulted in multi-
phase powder generation. Beside garnet phase, YAM 
and Y2O3 were also detected71). Synthesized particles 
were submicronic in size, highly spherical and un-
agglomerated (Fig. 15). They exhibit rough surface 
implying that are built from primary nanoparticles70). 
Their general morphology did not change signifi-
cantly with annealing, but their roughness increase 
further due promoted crystallization affecting their 
specific surface72). Incorporation of Ce3+ ions at the 
host is confirmed with the broad emission having 
peak maximum at 533nm70). The interpretation of 
the thermo- and radio- luminescence signals from 
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the YAG:Ce3+ powders implies that the cerium ions 
are not readily accommodated on the YAG lattice 
sites during synthesis65). Even after annealing cerium 
ions do not offer a favourable excitation decay path; 
instead, there are broad emission bands typical of 
the host lattice defect sites and a very weak lumines-
cence via the cerium on pathway near 300nm. The 
complexity of the temperature dependence of the TL 
as a function of wavelength also suggests that a vari-
ety of independent defect sites contributes to the TL. 
They also indicated numerous anomalies in the tem-
perature dependence of their luminescence lifetime 
data.
　To investigate the nature of the multiphase powder 
obtaining, an amorphous material with composition 
corresponding to yttrium aluminum garnet phase 
with same content of cerium has been synthesized 
at 320℃ using a similar spray pyrolysis route. 
Precursor-derived amorphous phase crystallized at 
temperatures as high as 900 and 1000℃ gave multi-
phased powders with different compositions after 3h 
of annealing (YAG, YAP, YAM), while prolongation of 
treatment at higher temperature result in pure YAG 
phase formation (Fig. 16)73). 
　In order to achieve additional heating during YAG:

Ce3+ synthesis urea-assisted spray pyrolysis was 
employed111). This route can be regarded as a self-
combustion synthesis confined within a droplet 
where urea acts as an in-situ source of thermal en-
ergy due to its decomposition. The as-prepared non-
agglomerated amorphous powder has broad particle 
size distribution (200-1400nm) (Fig. 17). They were 
additionally thermally treated in air at 1000 and 1100
℃ for 6h preserving their morphological characteris-
tics. Despite of precursor modification during synthe-
sis, performed annealing did not yield pure YAG:Ce3+ 
product. While lower temperature is favorable for 
YAP and YAM phase segregation, increase of heating 
temperature enhanced YAG phase formation with 
YAM phase retention.   
　Having this in mind, preservation of the molecular 
homogeneity during precursor synthesis was done 
through polymerization with an organic complexing 
agent EDTA and ethylen glycol (EG)74). Two reac-
tions are involved, a complex formation between 
EDTA and metals (via four carboxylate and two 
amine groups) and esterification between EDTA 
and EG. Ultrasonically generated aerosol droplets 
were decomposed at 600℃ in argon atmosphere. 
Following the initial attempt in providing pure YAG:

Fig. 15.  SEM of the YAG:Ce3+ particles obtained through spray pyrolysis of nitrate solution at 900℃ and annealed 
at 1000℃ (6h); corresponding EDS analysis.

Fig. 16  SEM and TEM of the YAG:Ce3+ particles obtained through spray pyrolysis of nitrate solution at 320℃ and 
annealed at 1000℃ (6h). 
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Ce3+ phase generation the particles were additionally 
thermally treated for 3h in air at 1000℃ and 1100℃. 
Comprehensive structural analysis implied that gar-
net phase was formed without contamination of other 
phase having different aluminum yttrium composi-
tion even at the lower annealing temperature and in 
a much shorter time. The spherical dense particles 
comprised grained-like structure, since they are com-
posed of nanosized garnet monocrystals (Fig. 18). Al-
though uncompleted, cerium incorporation in garnet 
matrix is confirmed by broad green-yellow emission 
spectra in the range of 470-670 nm peaking at 521nm. 
With this optimization of the spray pyrolysis reaction 
conditions towards synthesis of pure, un-agglomerat-
ed YAG:Ce3+ particles with spherical shape and filled 
morphology were achieved. 

4. Conclusions

　Aerosol route represents a versatile synthesis 
method for processing novel functional materials. An 

insight into the diversity of this method and materials 
that could be produced was given within this paper 
with the highlight on hot-wall aerosol synthesis of 
phosphor par ticles based on Gd2O3:Eu, Y2O3:Eu, 
(Y1-xGdx)2O3:Eu and Y3Al5O12:Ce which are a part of 
the current research in the Institute of Technical 
Sciences of SASA, Serbia. As it was summarized, the 
syntheses from the aerosol are found to be of great 
value since they result in well defined phosphor 
powder characteristics essential for achieving higher 
brightness and resolution in displays. Particularly, 
it was shown that spray pyrolysis is one of the sim-
plest among them and is capable in ensuring particle 
spherical morphology, good crystallinity and unifor-
mity in size and shape. Those characteristics enhance 
uniform distribution of the luminescent centre in the 
host matrix influencing final luminescence proper-
ties.
　Targeted cubic crystal structure of RE2O3:Eu oxide 
powders (RE=Gd,Eu) was obtained in all as-prepared 
samples and it persisted as the solely phase through-

Fig. 17  SEM of the as-prepared YAG:Ce3+ particles obtained through urea-assisted spray pyrolysis at 900℃; PL 
spectra of particles treated at 1100℃(3h). 

Fig. 18  TEM/HRTEM/FFT of the YAG:Ce3+ particles obtained from polymeric precursor solution through spray 
pyrolysis at 900℃; annealed at 1100℃; FFT inset confirm Ia-3d phase formation (211 plane).
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out the thermal treatment (1000-1200℃ /12h) which 
led to the improvement of crystallinity. Appearance of 
secondary fcc Fm-3m phase in as-prepared samples 
of Gd2O3:Eu3+ and mixed oxide with highest content 
of gadolinium (Y0.25Gd0.75)2O3:Eu3+ was identified 
through XRD and TEM/SAED analysis. Additionally, 
in the case of Gd2O3:Eu system HRTEM analysis re-
vealed local appearance of a metastable, monoclinic 
phase at temperatures above 1100℃ associated with 
a high content of interfaces and high defect content. 
Generally, in the case of RE2O3:Eu oxides a good con-
trol over morphological features was accomplished. 
Controlled synthesis parameters led to the forma-
tion of powders consisted out of spherical, non- ag-
glomerated particles with narrow size distribution 
(300-800nm). TEM/HRTEM analysis revealed their 
nanostructural nature (primary particles as low as 20 
nm) and filled morphology. Functional characteriza-
tion of RE2O3:Eu revealed typical emission spectra 
of Eu3+ ion incorporated into rare earth oxides with  
dominant  red emission peak at 611nm. The devel-
opment of local defect structure, depending on the 
time-temperature history of phosphor processing, 
may influence the emission spectra causing broader 
luminescent lines. For (Y,Gd)2O3:Eu oxides the in-
crease of Gd content in the yttria matrix had an influ-
ence on the spectra and it was observed throughout 
the increase of maximum Stark splitting (ΔE) of the 
7F1 manifold. Such behavior was treated as a clear 
indication of almost perfect mixing in solid solutions 
of (Y,Gd)2O3:Eu3+ system. Based on the fluorescence 
decay curves of the 5D0 emitting level of Y2O3:Eu3+ 
and (Y,Gd)2O3:Eu3+ systems it was concluded that 
applied synthesis method led to the formation of 
nanostructured powders having longer lifetimes in 
comparison to Y2O3:Eu3+ in its bulk form. Also, these 
analyses showed that concentration quenching oc-
curs for the case of 10 at% doping concentration of 
Eu3+ in comparison to 5 at% due to lower values of 5D0 
lifetimes.
　In the case of YAG:Ce3+ the control over their mor-
phological properties was not completely achieved 
due to the fact that fully dense particles were not gen-
erated from nitrate precursors. Additionally, applying 
the concept of low temperature aerosol decomposi-
tion resulted in preservation of the desired powder 
morphology but formation of YAG phase was still fol-
lowed by YAM and Y2O3 phases. The drawback was 
in the fact that high heating rates and short residence 
time, inherent to spray pyrolysis process, led to the 
formation of kinetically stable phases rather than the 
thermodynamically stable target YAG phase. Since 

spray pyrolysis offers different approaches for con-
trolling of the particle morphology and composition, 
obtaining of the YAG:Ce3+ particles with spherical 
and filled morphology was done through introduction 
of polymeric precursor solutions. The absence of in-
termediate phases implied that observed differences 
in solubility of yttrium and aluminum sources (liable 
for sequential precipitation and phase segregation) 
could be prevailed  through homogeneous disper-
sion of  Y3+ and Al3+ ions into polymeric organic net-
work formed by esterification. Enhancement in PL 
intensity of synthesized particles indicated reduced 
dimensionality of their primary entities (crystallites) 
and homogeny distribution of cerium ion in the YAG 
host lattice.
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1. Introduction

　Periodically arranged structures of dielectric 
media are called photonic crystals1-4). They have 
photonic band gaps in which no electromagnetic 
wave can propagate. If the periodicity is changed 
locally by introducing a defect, localized modes ap-
pear in the band gap5-8). Such localization function 
of electromagnetic waves can be applied to various 
devices, for example resonators, waveguides, and 
antennas. Three dimensional photonic crystals with a 
diamond structure are regarded as the ideal photonic 
crystal since they can prohibit the propagation of 
electromagnetic waves for any directions in the band 
gap9,10). However, due to the complex structure, they 

are difficult to fabricate. In our previous investiga-
tions, we have succeeded in fabricating micrometer 
order diamond structures by using stereolithography 
method of a computer aided design and manufactur-
ing (CAD/CAM) processes11-16). Photo sensitive resin 
slurry including with nanometer sized ceramic par-
ticles was solidified continuously through laser beam 
scanning to create dielectric lattice structures accu-
rately. A complete photonic band gap formation in the 
terahertz wave frequency range was reported. Sub-
sequently, structural modifications of the diamond 
lattice structures to control the terahertz wave propa-
gations were investigated by using the CAD/CAM 
process practically17-21). In near future industries, elec-
tromagnetic waves in a terahertz frequency range 
with micrometer order wavelength will be expected 
to apply for various types of novel sensors which can 
detect gun powders, drugs, bacteria in foods, micro 
cracks in electric devices, cancer cells in human skin 
and other physical, chemical and living events21-27). 

Abstract

　Structural joining is new concept of materials processing to create novel functional materials with 
special patterns and morphologies. Nanometer sized ceramics particles are bound continuously with 
resin materials solidified by laser beam irradiations to form micrometer order structures exactly. In 
this paper, fabrication processes of alumina photonic crystals with a periodic diamond structure will 
be introduced. Periodic arrangements of dielectric constants can control electromagnetic waves in 
terahertz frequency ranges through spatial wave dif fractions. Three dimensional dielectric lattices 
were designed by using graphical application of a computer aided designing (CAD) software, and 
acrylic diamond structures with alumina nanoparticles dispersion were formed by using micro 
stereolithography (μ-STL) of a computer aided manufacturing (CAD) system. Fabricated precursors 
were dewaxed and sintered in the air to obtained full ceramics photonic crystals. The terahertz 
wave properties were measured by terahertz time domain spectroscopy (TDS) device. A complete 
photonic band gap to reflect the terahertz wave perfectly was observed, and showed good agreement 
with a theoretical simulation of plane wave expansion (PWE) method. Moreover, localization of the 
terahertz wave were observed in point or plane defects introduced into the diamond photonic crystals 
trough an electromagnetic field analysis of transmission line modeling (TLM) method.
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In this paper, the novel stereolithography process to 
fabricate the micro diamond photonic crystals by us-
ing the ceramic slurry with the nanoparticles will be 
introduced. And, the resonation and localization prop-
erties of the terahertz waves into various types of the 
structural defects introduced according to theoretical 
electromagnetic simulations will be demonstrated. 

2. Photonic Band Gap Formation

　Photonic crystals composed of dielectric lattices 
form band gaps for electromagnetic waves. These ar-
tificial crystals can totally reflect light or microwave 
at a wavelength comparable to the lattice spacings by 
Bragg deflection as shown in Fig. 1. Two different 
standing waves oscillating in the air and dielectric 
matrix form higher and lower frequency bands in the 
first and second Brillouin zones, respectively. The 
band gap width can be controlled by varying struc-
ture, filling ratio, and dielectric constant of the lattice. 
Structural modifications by introducing defects or 
varying the lattice spacing can control the propagation 
of light or microwaves. The band diagram of the pho-
tonic crystal along symmetry lines in the Brillouin 
zone is drawn theoretically. The Maxwell’s equations 
(1) and (2) can be solved by means of plane wave 
propagation (PWE) method28), where ω and c denote 
frequency and light velocity, respectively. Electronic 
and magnetic field Eω(r) and Hω(r) are described 
with the following plane wave equations (3) and (4), 
respectively. The periodic arrangement of dielectric 
constant ε(r) can be obtained as equation (5) form 
the crystal structure. G and k are reciprocal vector 
and wave vector, respectively.

3. Applications of Photonic Crystals
　Fig. 2 shows expected applications of photonic 
crystal for light and electromagnetic wave control 
in various wavelength ranges29). Air guides formed 
in a photonic crystal with nanometer order will be 
used as the light wave circuit in the perfect reflective 
structure. When a light emitting diode is placed in an 
air cavity formed in a photonic crystal, an efficient la-
ser emission can be enhanced due to the high coher-
ent resonance in the micro cavity. While, millimeter 
order periodic structures can control microwaves 
effectively. Directional antennas and filters composed 
of photonic crystals can be applied to millimeter 
wave radar devices for intelligent traffic system (ITS) 
and wireless communication system. The perfect 
reflection of millimeter wave by photonic crystal will 
be useful for barriers to prevent wave interference. 
Terahertz waves with micrometer order wavelength 
are expected to apply for various types of sensors to 
detect other physical, chemical and living events. The 
micrometer order photonic crystals can applied for 
the terahertz wave cavities, filters and antennas. 

4. Geometry of Artificial Crystals

　Typical photonic crystal structures were shown in 

Fig. 1  Principles of photnic band gap formations in periodic arrangements of dielectric materials. Two different standing 
waves with higher and lower frequencies are formed in a photonic crystal, and a forbidden gap is formed between 
these frequencies.
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Fig. 3. A woodpile structure (a) with simple struc-
ture of stacked rods can form the perfect photonic 
band gap. Photonic crystals composed of GaAs or 
InP were fabricated by using semiconductor process 
techniques30). A light wave circuit (b) in the periodic 
structure of arranged AlGaAs pins is processed by 
using electron beam lithography and etching tech-
niques31). A layered structure (c) composed of Si 
and SiO2 with the different dielectric constants real-
ize light wave polarization and super prism effects 

32). These layers are stacked by using self-organized 
growing in alternate spattering and etching. An in-
verse opal structure (d) is composed of air spheres 

with FCC structure in TiO2, Si, Ge or CdS matrix33). 
At first, polystyrene spheres are arranged by using 
self-organization in colloidal solutions. Then, the 
slurry of these dielectric media is infiltrated into the 
periodic structure and sintered. The optical fiber 
(e) with photonic crystal structure can guide light 
efficiently along the central core34). Silica fibers and 
glass capillaries were bundled by wire drawing at 
high temperature. Diamond type photonic crystals 
(f) composed of TiO2, SiO2 or Al2O3 can fabricated 
by using stereolithography and successive sintering 
process. The wider perfect band gap is obtained in 
microwave and terahertz wave frequency ranges.

Fig. 2  Expected applications of the photonic crystal in various electromagnetic wavelengths.

Fig. 3  Typical periodic structures of the photonic crystals with woodpile structure (a), patterned substrate (b), stacked 
layer (c), inverse opal structure (d), bundled fiber (e), and diamond structure (f). 
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5. Design of Diamond Structure

　Electromagnetic band diagrams of diamond struc-
tures were calculated to determine their geometric 
parameters by the PWE method. The dielectric con-
stant of the lattice used in the calculation was 10 for 
alumina. Fig. 4 (a), (b), and (c) show a unit cell of 
the diamond structure, the definition of the aspect 
ratio, and the calculated complete band gap width as 
a function of the aspect ratio, respectively. Accord-
ing to Fig. 4 (c), the band gap becomes the widest 
when the aspect ratio is 2.0. The wider the band gap, 
the easier it is to localize the electromagnetic waves 
when a defect is introduced. When the aspect ratio is 
1.5, the lattice rods become thick and the band gap 
width is approximately 84% as much as that of 2.0. 
Thus, the aspect ratio of the diamond structure was 
designed to be 1.5. The lattice constant was 500 μm. 
The whole structure was 4×4×2 mm in size, con-
sisting of 8×8×4 unit cells. 

6. Fabrication of Dielectric Lattices

   The three dimensional diamond lattices were 
designed by using a computer graphic application 
(Toyota Caelum Co. Ltd., Thinkdesign ver. 7.0). The 
graphic data was converted into a stereolithography 
(STL) file of a rapid prototyping format. After the 
slicing process of the three dimensional model into 
a series of two dimensional cross sectional data into 
thin sections, this data file was transferred to micro 
stereolithography equipment (D-MEC Co. Ltd., Ja-
pan, SI-C1000). In our system, photo sensitive acrylic 
resin dispersed with alumina particles of 170 nm in 
diameter at 40 vol. % was fed over the substrate from 
a dispenser nozzle. The highly viscous ceramic/

resin paste was fed with controlled air pressure. It 
was spread uniformly by moving a knife edge. The 
thickness of each layer was controlled to 10μm. A 
two dimensional pattern was formed by illuminating 
visible laser of 405 nm in wavelength on the resin 
surface. The high resolution has been achieved by 
using a digital micro-mirror device (DMD) and an 
objective lens. Fig. 5 shows a schematic illustration 
of the micro stereolithography system. The DMD is 
an optical element assembled by mirrors of 14 μm 
in edge length. The tilting of each tiny mirror can be 
controlled according to the two dimensional cross 
sectional data by using a computer. The three dimen-
sional structure was built by stacking these micro 
patterns layer by layer. In order to avoid deformation 
and cracking during dewaxing, careful investigation 
for the dewaxing process is required. The precursors 
with diamond structures were heated at various tem-
peratures from 100℃ to 600℃ while the heating rate 
was 1.0℃ /min. The dewaxing process was observed 
in respect to the weight and color changes. Nanome-
ter sized alumina particles could be sintered at 1500 
℃. The heating rate was 8.0℃/min. The density of 
the sintered sample was measured by the Archime-
des method. The microstructure of the lattices was 
observed by using scanning electron microscopy 
(SEM).

7. Measurement of Electromagnetic Wave

　In recent years, terahertz waves have received 
extensive attentions and investigations since they 
have a lot of interesting and applicable features in 
various fields such as materials, communication, 
medicine, and biology. It is possible to detect gun 
powders and ceramic blades hidden in bags, clothes, 

Fig. 4  A CAD image of a unit cell of diamond structure (a), definition of aspect ratio (b), and band gap width as a function 
of aspect ratio (c).
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and envelopes by using terahertz waves since they 
can penetrate plastic, paper, and clothes without ra-
diation damage to living bodies4). It is also possible to 
identify toxic drugs because they have spectral fin-
gerprints or absorption spectra5). Moreover, they can 
distinguish cancerous areas from healthy areas due 
to the different absorption rates6). A terahertz wave 
attenuation of transmission amplitudes through the 
diamond photonic crystals were measured by using a 
terahertz time domain spectrometer (TDS) apparatus 
(Advanced Infrared Spectroscopy Co. Ltd., Japan, 
Pulse-IRS 1000). Fig. 6 shows the schematic illustra-
tion of the measurement system. Femto second laser 
beams were irradiated into a micro emission antenna 
formed on a semiconductor substrate to generate 
the terahertz wave pulses. The terahertz waves were 
transmitted trough the micro patterned samples per-
pendicularly. The dielectric constant of the bulk sam-
ples were measured through a phase shift counting. 
Diffraction and resonation behaviors in the dielectric 
pattern were calculated theoretically by using a trans-
mission line modeling (TLM) simulator (Flomerics, 
UK, Microstripes Ver. 7.5) of a finite difference time 
domain (FDTD) method.

8. Alumina Photonic Crystals

　An alumina dispersed resin precursor fabricated by 
the micro stereolithography is shown in Fig. 7. The 
lattice constant of the formed diamond structure was 

Fig. 5  A schematically illustrated free forming system of a micro stereo-
lithography machine by using computer aided design and manu-
facturing (CAD/CAM) processes. (D-MEC Co. Ltd., Japan, SI-C 
1000, http://www. d-mec.co.jp).

Fig. 6  The schematically illustrated measuring system of a terahertz 
wave analyzer by using a time domain spectroscopic (TDS) detect 
method (Advanced Infrared Spectroscopy, Co. Ltd. Japan, J-Spec 
2001, http://www. aispec.com).

Fig. 7  The photonic crystal with the diamond structure composed of 
acrylic lattices with nano alumina particles dispersion formed by 
the micro stereolithography.
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500 μm. The spatial resolution was approximately 
0.5 %. The weight and color changes as a function of 
temperature are shown in Fig. 8. The sample color 
changed into black at 400℃ due to carbonizing of res-
in. It became white at 600℃ suggesting burning out 
of resin. Thus, the dewaxing process is considered to 
start at 200℃ and complete at 600℃. The dewaxing 
temperature was optimized to be 600℃. Through the 
dewaxing and sintering processes, ceramic diamond 
structures were successfully obtained. Fig. 9 shows 
(111), (100) and (110) planes of the sintered diamond 
structure composed of the micrometer order alumina 
lattice. The lattice constant was measured as 375μm. 
The deformation and cracking were not observed. 
The linear shrinkage on the horizontal axis was 23.8 
% and that on the vertical axis was 24.6 %. It is pos-
sible to obtain the uniform shrinkage by designing 
an appropriate elongated structure in the vertical 
direction for compensation to the gravity effect. The 
relative density reached 97.5 %. Dense alumina mi-
crostructure was formed, and the average grain size 
was approximately 2μm. The measured dielectric 
constant of the lattice was about 10.

9. Terahertz Wave Spectroscopy

　The terahertz wave attenuation of the transmission 
amplitude through the alumina diamond structure 
for Г -L <111>, Г -X <100> and Г -K <110> crystal 
direction is shown in Fig. 10. The forbidden gap is 
formed at the frequency rage of 0.32 - 0.49, 0.35 - 0.53 

and 0.35 - 0.52 THz in transmission spectra for Г -L 
<111>, Г-X <100> and Г-K <110> directions, respec-
tively. A common band gap was observed in every 
direction at the frequency range from 0.35 to 0.49 
THz, where the electromagnetic wave cannot trans-
mit through the crystal and is totally reflected in all 
directions. The measured band gap frequencies were 
compared with calculation results by the plane wave 
expansion method as shown in Fig. 11. The band 
diagram of the photonic crystal along symmetry lines 

Fig. 8  The weight change as a function of temperature and the lattice 
color after dewaxing at 400 and 600℃ in heating temperatures.

Fig. 9  Crystal planes of (111), (100) and (110) in alumina photonic crys-
tals with the diamond structure fabricated by using the micro 
stereolithography. Sintering density of alumina lattices is 98.5 %. 
Dielectric constant of the lattice is 10.
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in the Brillouin zone is drawn theoretically by the 
PWE method. The opened circles mean the higher 
and lower edges of the measured band gaps. These 
frequency ranges of opaque regions corresponded to 
the calculation. According to the photonic band dia-

gram, it was demonstrated that a complete photonic 
band gap opened between 0.35 and 0.49 THz. When 
a gap is formed, there are two types of the standing 
wave modes with the wavelength corresponding to 
periodicity of the dielectric lattices at the frequencies 
of the each band edges as shown in Fig. 1. The low-
er frequency mode concentrates the wave energy in 
the dielectric region, whereas the higher frequency 
mode concentrates in the air region.

10. Point Defect of Air Cavity

　A diamond structure introduced by an air cubic 
defect with the same dimension as the unit cell is 
Fig. 12. The transmission spectrum along the Γ -X 
<100> direction is shown in Fig. 13. Two peaks were 
observed in the band gap at the frequencies 0.42 
and 0.46 THz, respectively. Measured peak frequen-
cies were compared with the simulation by the TLM 
method as seen in Fig. 14. They were in good agree-
ment with the simulation. The first peak in Fig. 13 
was named mode A, while the second one mode B. 
The electric field distributions of these modes were 
simulated by the TLM method. Fig. 15 (a) and (b) 
show cross sectional images of the distributions. In 
the images, the red area indicates that the electric 
field intensity is high, whereas blue and green area 
indicates it is low. Thus, it was considered that the 
mode A concentrated the oscillation energy of a half 
wavelength with an antinode in the cube. Also, the 

Fig. 10  Terahertz wave Attenuations of transmission amplitude for Γ-L 
<111>, Γ-X <100> and Γ-K <110> directions in the alumina pho-
tonic crystal with the diamond structure by using terahertz time 
domain spectroscope.

Fig. 11  A photonic band diagram calculated by plane wave expansion 
(PWE) method. Opened circles are measured edge frequencies 
of photonic band gaps. The dielectric constant of the lattice was 
10. The frequency range with gray color indicates the perfect 
band gap in common for all directions.
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mode B concentrated the energy of a half wavelength 
on the sides of the cube with a node in the cube. 
Therefore, it was confirmed that the defect intro-
duced structure localized terahertz waves.

11. Plane Defect of Twinned Lattices

　Twinned diamond structure composed of the mir-
ror symmetric alumina lattices is shown in Fig 16. 
The plane defect forms parallel to the (100) crystal 
plane. The transmission spectrum for the Г-X <100> 
crystal direction of the twinned diamond structure is 
shown in Fig. 17. The localized mode forms in the 
photonic band gap. At the transmission peak of 0.41 
THz in frequency, the incident terahertz wave local-
ized in the plane defect, and the amplified wave prop-
agated to the other side of the crystal sample. The 
measured band gap region and the peak frequency 
of the localized mode were compared with the calcu-
lated spectrum by the TLM method as shown in Fig. 
18. They were in good agreement. Subsequently, the 
electric field distribution in the twinned diamond lat-
tices was simulated. Fig. 19 shows cross sectional 
images of the distributions. Incident terahertz wave 
is resonate and localized in the plane defect region 
between the twinned diamond lattices. The ampli-
fied electromagnetic wave by multiple reflections can 
transmit through the photonic crystal. Therefore, the 
transmission peak will be formed in the band gap. 
The three dimensional photonic band gap structure 

Fig. 12  A alumina lattice with the diamond structure introduced by an 
air cubic defect. The edge length of the air cavity is same size of 
the lattice constant. 

Fig. 13  A transmission spectrum of a defect introduced structure as 
a function of frequency. Two localized modes of transmission 
peaks are formed in the photonic band gap.

Fig. 14  The simulated spectrum of the defect introduced structure as a 
function of frequency. Dashed lines are frequencies of measured 
transmission peaks. The frequency range with gray color indi-
cates the perfect band gap in common for all crystal directions.

Fig. 15  Electric field distributions of localized mode A (a) and mode B 
(b) simulated by transmission line modeling (TLM) method of a 
finite difference time domain (FDTD).
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to form the localized mode can be applied to the tera-
hertz wave filters.

12. Terahertz Wave Beam Emitter

　A modified diamond photonic cr ystal with the 
plane defect between the twinned lattice structures 
is shown in Fig. 20. The lattice structures of one 
and two periods were arranged on the right and left 
side of the plane defect, respectively. The incident 
direction of the terahertz wave was from the left to 
the right. In the measured transmission spectrum, 
one localized mode peak was observed in the band 
gap at the frequencies of 0.41 THz. The measured 

Fig. 16  A modified photonic crystal introduced by a plane defect parallel 
to (100) layers between twinned diamond lattices with a mirror 
symmetric arrangement for Γ-X <100> direction.

Fig. 17  The localized mode in the photonic band gap formed by the 
twinned diamond structure composed of the alumina lattices.

Fig. 18  The localized mode of the transmission peak in the photonic 
band gap formed by the twinned diamond structure. The perfect 
dielectric lattice forms the band gap to prevent the electromag-
netic wave propagations, and the structural defect forms the lo-
calized mode to permit the transmission.

Fig. 19  The intensity distribution of electric field in the twinned diamond 
structure calculated by the TLM method. Incident terahertz 
wave are localized by multiple reflections in the plane defect be-
tween two dielectric lattice structures.

Fig. 20  An asymmetric twinned diamond structure. One and two periods 
of diamond lattices were formed on the left and right sides of the 
plane defect, respectively.
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band gap region and peak frequency of the localized 
mode were compared with calculations by the TLM 
method. They had good agreement. Subsequently, 
the electric field distribution in the twinned diamond 
lattices was simulated. Fig. 21 shows cross sectional 
images of the distributions. Incident terahertz wave 
is resonate and localized in the plane defect region. 
The amplified electromagnetic wave by multiple 
reflections can transmit preferentially for the right 
direction through the diamond lattice with only one 
period of the diffraction lattices. On the right side 
of the sample, the radiation pattern shows the plane 
wave expansion. The micro photonic crystal with the 
twinned ceramic lattice of the diamond structure can 
be applied to a terahertz beam emitters.

13. Conclusion

　Three dimensional micrometer order photonic 
cr ystals with a diamond structure composed of 
acrylic resin including alumina nanoparticles at 40 
vol. % by using micro stereolithography a structural 
joining process. By the careful optimization of pro-
cess parameters regarding dewaxing and sintering, 
dense alumina micro lattice structures were fabri-
cated successfully. The sintered photonic crystal of 
alumina formed a complete band gap at the terahertz 
region from 0.35 to 0.49 THz. Localized modes were 
obtained by introducing a point defect of air cubic 
cavity and a plane defect between twinned diamond 
structures, which were in good agreements with the 
simulation by TLM method. It is expected that these 
three dimensional photonic band gap structures can 

be applied to control terahertz waves.
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1. Introduction

　Today, nanoparticles have already became an in-
dispensable material for industries because of their 
unique size dependent properties such as electrical, 
magnetic, mechanical, optical and chemical proper-
ties, which largely differ from those of their bulk ma-
terials1-5). Since nanoparticles have different surface 
structures and surface interactions compared to the 
sub-micron sized particles, nanoparticles have an ex-
tremely high tendency of adhesion and aggregation. 
Thus, it is quite important to develop techniques to 
control the dispersion/aggregation phenomena of 
nanoparticles to apply them into functional materials 
and products. In terms of aqueous media dispersions, 
DLVO theory is a quite useful tool to control and 
characterize the dispersion phenomena. However, it 
is still a challenging issue to control the stability of 
suspension with highly loaded nanoparticles or sus-
pensions in organic media. Surface modification of 
nanoparticles is one of the mostly accepted methods 
to improve the dispersion stability of nanoparticles in 
those challenging conditions. On modifying nanopar-
ticle surface, it is quite important to design the sur-
face structure based on the type of nanoparticles and 

the liquid media. In this review, we will first introduce 
some reasons why nanoparticles form aggregates 
so easily. Then, various surface modification tech-
niques will be reviewed for the dispersion of various 
nanoparticles into various liquid media.

2. Difficulties of Handling Nanoparticles

　Brownian motion is one of the inneglectable phe-
nomena for handling nano-sized particles. The three 
dimensional mean transfer distance (Δx) by the 
Brownian motion can be stated as eq.1, where DB 
and Δt is Brownian diffusion coefficient and time, re-
spectively. The Brownian diffusion coefficient in Eq.1 
can be stated as eq.2 where k is Boltzmann constant, 
T is the absolute temperature, μ is the viscosity of 
media and dp is particle size. From eq.1 and eq.2, it 
is clear that the Brownian motion increases as the 
particle decreases. Thus, nanoparticles have very 
high chances to make an approach and collision with 
other nanoparticles whatever the media is. Since van 
der Waals attractive force also works among nanopar-
ticles, the generation of potential barrier among 
nanoparticles is necessary to prevent strong aggrega-
tions. 

　　∆x =

6DB∆t  (1)

　　D3 =
kT

3πµdp
 (2)
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　The DLVO theory6), which involves van der Waals 
attractive force and electro static interactions from 
electrical double layer, is one of the tools to control 
potential barrier between particles in aqueous media. 
In the case of sub-micron sized particles, it is quite 
easy to control their dispersion stability by the elec-
trical double layer which can be tuned by the surface 
potential of particles and the counter ion concentra-
tion. However, in the case of nano-sized particles, it is 
difficult to improve their dispersion stability only by 
the DLVO interactions because of the small potential 
barrier. For an example, Fig. 1 shows the effect of 
particle size and the surface potential on the potential 
curves calculated by the DLVO theory. The x-axis 
and the y-axis is the total potential (VT) normalized 
by kT and the surface distance, respectively. The 
counter ion concentration was fixed to be 1.0 mM. 
When the particle size and the surface potential was 
100 nm and 88.5 mV, respectively, a large potential 
value, which VT/kT>30, was calculated. This VT/kT 
value is large enough to prevent the nanoparticles 
from aggregation. Contrary, when the particle size 
was reduced down to 30 nm with same surface poten-
tial value, the normalized surface potential reduces to 
VT/kT<10. In this condition, since the potential bar-
rier generated by the electric double layer is small, 
it is expected that the particles will strongly aggre-
gate. In order to obtain the large potential barrier as 
VT/kT>30 for 30 nm nanoparticles, it is necessary to 
increase the surface potential up to 177 mV, which is 
difficult to obtain even by adsorbing polyelectrolytes. 
　From the potential curve calculated by the DLVO 
theory as shown in Fig. 1, we can estimate the re-
quired surface potential to let the particle be in the 
dispersed state. In the case of high concentration 
suspensions, it is also important to take in account 

the surface distances among the particles. In Fig. 1, 
we can observe that the maximum potential was ob-
tained when the surface distance is several nanome-
ters. When the particle concentration is high and the 
particles stay near than this distance, the particles 
will be trapped in the van der Waals force and form 
aggregates. Fig. 2 shows the relationships between 
the volume fraction of particles and mean surface 
distance calculated by eq.3 which was reported by 
Woodcock7). In the case of sub-micron sized particles, 
the mean particle surface distance will approach near 
to several nanometers when the volume fraction is 
over 60 vol%. Contrary, in the case of nanoparticles, 
the mean particle surface distance will reduce to 
several nanometers when the volume fraction is 
only 20 vol%. The mean particle surface distance will 
be smaller at low solid concentration in the case of 
nanoparticles. An additional surface repulsive force 
such as steric repulsive force will be necessary at this 
condition where the mean particle surface distance 
approaches near than several nanometers. 

　　h = dp ·


1
3π · F +

5
6
− 1


 (3)

　Nanoparticles also possess unique surface struc-
ture compared to the sub-micron sized particles8-9). 
For an example, we have synthesized SiO2 particles 
with various diameters by sol-gel method and charac-
terized their surface structure by FT-IR. It was found 
that the peak of free silanol groups increases as the 
particle size reduces. It is expected that the large 
curvature of nanoparticles increased the average 
distance of silanol groups and redused the possibility 
of hydrogenation. This difference of surface struc-
ture affected largely the surface force interactions 

Fig. 2　 Relation between solid volume fraction and mean particle sur-
face distance.
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and dispersion stabilities. Fig. 3 shows the surface 
force interaction curves of SiO2 particles with various 
diameters measured by AFM colloid probe method. 
The theoretical force curve calculated by DVLO 
theory is also shown in this figure. In all particle di-
ameters shown in Fig. 3, it can be observed that the 
measured force curves fits with the theoretical force 
curves until the surface distance approaches near 
to several nanometers. However, in case of particles 
larger than 60 nm, the van der Waals attractive was 
not detected when the particles were approached 
near than several nanometers. This was due to the re-
pulsive force from the hydrogenated silanol groups. 
This repulsive force from hydrogenated silanol 
groups was effective to improve the stability of par-
ticles in aqueous media. Contrary, in the case of 8 nm 
SiO2 nanoparticles, the repulsive force from hydroge-
nated silanol groups were not detected so that there 
is only less chance to improve the dispersion stability 
in liquid media. 

3.  Surface Modification of Nanoparticles for the 
Improvement of their Dispersion Stability in 
Various Iiquid Media.

　In section 2, we have described the difficulties of 
stabilizing nanoparticles in liquid media. In order to 
improve the dispersion stability of nanoparticles in 
liquid media, it is necessary to modify the particle 
surface by polymeric surfactants or other modifiers 
to generate an ef fective repulsive force between 

nanoparticles.  

3.1 Post-synthesis surface modifications
3.1.1 Polymer dispersants
　The adsorption of polymeric dispersant is one 
of the simplest surface modification techniques to 
improve the dispersion stability of nanoparticles 
in liquid media. In terms of dispersing hydrophilic 
nanopar ticles into aqueous media or in organic 
solvents with high polarities, anionic polymer dis-
persants or cationic polymer dispersants are widely 
used to generate steric repulsive force from the 
polymer chains and to increase the surface charge. 
For an example for anionic surfactants, various types 
of polycarboxylic acids and their salts such as poly-
acrylic acid (PAA)10-13), polyacrylic acid sodium salts 
(PAA-Na)14-16), and co-polymers of polyacrylic acid 
and maleic acid17) are used to disperse many kinds of 
oxide nanoparticles as like BaTiO3

10),TiO2
14), 17), Al2O3 

11), 16), MgO12), and Fe2O3
15). For an example of cationic 

surfactant, polyethyleneimine (PEI) is widely accept-
ed18-19). The relationships among pH of suspension, 
solid fraction of the suspension, dissociation ratio of 
polymer dispersant, molecular weight of polymer sur-
factant, surface charge of nanoparticles and the size 
of the particle are quite essential to the adsorption 
ratio of surfactants and the degree of steric repulsive 
force. Kakui et al.17-18) have reported the effect of par-
ticle size and the molecular weight of branched PEI 
on the viscosity of Al2O3/ethanol suspension at fixed 
solid concentration. It was found that in the case of 

Fig. 3　 Force curves between sol-gel derived SiO2 particles with different particle diameter measured by 
colloid probe AFM.
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sub-micron sized particles, the smallest viscosity 
was obtained when the molecular weight of PEI was 
10,000. Contrary, in the case of 7 nm Al2O3 nanopar-
ticles, the suspension viscosity reduced drastically 
when the molecular weight was 1800. As shown in 
Fig. 2, the mean surface distance will drastically re-
duced at same solid fraction when the particle size is 
reduced to several ten nanometers from sub microns. 
It is expected that large sized polymer surfactant 
were not able to travel among the particles when the 
particle size was nanosized. Thus, when the high mo-
lecular weight surfactant was used for nanoparticles, 
the surfactant was not able to be adsorbed on the 
surface and could not possess an effective repulsive 
force to improve the dispersion stability of the sus-
pension. Similar effects are also reported on the TiO2 
aqueous suspension. The effect of solid fraction of 
TiO2 nanoparticles and the molecular weight of PAA-
Na on the suspension viscosity were reported.14) Fig. 4 
shows the apparent viscosity of TiO2 suspension of 
various solid fractions treated with PAA-Na with vari-
ous molecular weights. It can be observed that the 
optimum molecular weight to obtain the minimum 

apparent viscosity of suspension reduces as the solid 
fraction increases. It was found that the suspension 
viscosity drastically reduces when the size of poly-
meric dispersants adsorbed on TiO2 were near to the 
mean surface distance calculated by Eq.3. Even if we 
are using the same TiO2 nanoparticles, the smaller 
molecular weighted surfactant reduces the suspen-
sion stability at high solid content where the larger 
molecular weighted surfactant reduces the suspen-
sion stability at low solid content.
　Not only the molecular weight but also the struc-
ture of the polymer sur factant can af fect on the 
dispersion stability of nanoparticles. One example is 
the use of polymer dispersant with hydrophilic group 
and hydrophobic group20). Fig. 5(a) shows the force 
curve between TiO2 nanoparticles in water treated 
by PAA-NH4

+ or a copolymer of PAA-NH4
+ and poly-

acrylic acid methyl, measured by AFM colloid probe 
method. It was measured that TiO2 modified by PAA-
NH4+ had larger steric repulsive force and reduced 
the apparent suspension viscosities (Fig. 5(b)). It 
is expected that the loop-train structure can be con-
trolled by tuning the ratio of hydrophilic site and 
the hydrophobic site. Another example is the use of 
comb type polymers such as PAA backbones with 
PEO chain10), 16), 21). These comb polymers are also ap-
plied to improve the stability of various oxides, such 
as BaTiO3 and Al2O3, and the particles adsorbed with 
these polymers are reported to be well stabilized un-
der wide range of pH and ion concentrations. 
　On dispersing hydrophobic nanoparticles, such 
as SiC, CNT, and coals, in aqueous media, the co-
polymers with hydrophilic group and hydrophobic 
group is often used for anionic surfactants.22-24) The 
hydrophobic segments are for the adsorption of dis-
persant on hydrophobic particles and the hydrophilic 
segments are for the improvement of compatibility 
with aqueous media. The hydrophilic segment also 
plays an important role for the generation of effective 
repulsive force by the electrical double layer interac-
tions. For the hydrophobic segments, an aromatic 
compound such as styrene is used to make an effect 
adsorption on hydrophobic particles by hydrophobic 
interactions and pi-pi interactions. In the case of the 
use of cationic polymers, PEI is also applicable to hy-
drophobic particles and various reports can be found 
which improves the stability of SiC and CNT in aque-
ous media by PEI.25) 

3.1.2 Chemical surface modifications
　Surface modifying the particle surface chemically 
is an also useful technique to improve the stability of 

 

Fig.4　 Effect of molecular weight on the TiO2/water suspension viscos-
ity at various solid fractions. 
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nanoparticles in various liquid media. On modifying 
the oxide nanoparticle surface, silane coupling agent, 
which has 1～3 alkoxy groups and 3～1 organic func-
tional groups, are used from the 1960s. Metal-OH 
group on the particle surface is used as a reaction 
site. The first purpose of the silane coupling agents 
was to improve the compatibility of hydrophilic par-
ticle surface with hydrophobic polymer surface by 
introducing various organic functional groups on par-
ticle surface. Ever since Plueddemann have reported 

the concept of silane coupling agents26), numerous 
researchers have modified the particle surface to im-
prove the compatibility of particle/polymer surface 
and to improve the properties of composite materi-
als27-28). The surface modification of nanoparticles by 
silane coupling agents is also useful to improve the 
dispersion stability in organic media. The first exam-
ple is grafting various polymers on particle surface 
by using silane coupling agents. Typically, various 
reactive groups such as amines, epoxides and vinyls 

Fig. 5 (a)　 Force curves measured between TiO2 nanoparticles treated 
by anionic polymer dispersants and the (b) apparent viscos-
ity of corresponding TiO2/water suspensions.
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are firstly introduced on the particle surface by silane 
coupling agents, and then polymers are grafted from 
or grafted to the particle surface. For examples, the 
particle surface was modified by aminopropylsilane, 
and then PEG chains were further grafted to the 
particle by using epoxy terminated PEG29). Various 
radical polymers such as polyvinylpyrrolidone (PVP) 
can be grafted on vinyl functionalized particle sur-
face.30) Radical polymer brushes such as PMMA can 
also be grafted from the amino functionalized surface 
by reversible addition－fragmentation chain transfer 
polymerization (RAFT)31-32). 
　Another example is designing steric silane net-
works on particle surface by controlling the reaction 
of silane alkoxides. Chaimberg et al., have reported 
that the amount of silane coupling agent chemisorbed 
on oxide supports differs drastically by changing the 
surface modification procedures.33) The type of sol-
vents, pH, and amount adsorbed water on particles 
largely affected to the chemisorbed content of silane 
coupling agents. Having an impression from this 
report, we have modified the surface of fumed silica 
nanoparticles in MEK with slight amount addition of 
pH controlled water.34) It was found that when 3-gly-
cidoxypropyltrimethoxysilane were modified with 
slight amount addition of acidic water, a relatively 
large steric repulsive force was measured by colloid 
probe AFM method while that modified with slight 
amount addition of base water possessed small steric 
repulsive force. It was also reported that the MEK 
suspension of particles with large measured steric 
force had lower viscosity and the silane network on 
the particle surface played an important role for im-
proving the suspension stability. 
　On chemically modifying hydrophobic particles 
such as carbides and carbon related materials, it is 
necessary to design the surface by a chemistry that 
entails the reaction with the surface functional group 
on the particle surface. In case of carbon related 
particles, the unsaturated hydrocarbon which mostly 
related to the defect of graphite rings are one of the 
useful functional groups. For example, we have modi-
fied the surface of SiC nanoparticles by using various 
azo radical initiators such as 2,2’-azobisisobutyroni-
trile (AIBN) and 2,2’-azobis (2-methylpropionami-
dine) dihydrochloride (AMPA).35) It is reported that 
the intensity ratio of D band and G band (D/G) mea-
sured by raman spectroscopy reduced by modifying 
the SiC nanoparticle, which is an evidence of reaction 
between unsaturated hydrocarbon on SiC surface 
and radical initiators. By choosing the structure of 
azo radical initiators, the surface properties of SiC 

nanoparticles can also be tuned. When AIBN was in-
troduced on the SiC surface, the particles possessed 
anionic characteristics that they were stable in basic 
aqueous solution while that possessed cationic char-
acteristics and were stable in acidic aqueous solution 
then they were modified by AMPA (Fig. 6). By ap-
plying this possibility of radical reactions at the sur-
face of carbon related particles, various polymers can 
be also grafted on the particle surface. For example, 
ATRP radical initiators were first generated on the 
surface of CNT and then PMMA was grafted from 
the surface.36) There are also examples of surface 
modification techniques which directly react with the 
graphite ring on the particle surface. It is reported 
that biradical groups such as nitrene compounds can 
be reacted with double bonds on carbon related mate-
rials.37) The particle surface can be tuned by applying 
various nitrenes with reactive functional groups such 
as amine, carboxyl, and bromide groups.38) The use of 
1,3-dipolar cycloaddition of azomethine ylides, which 
can be generated by condensation of an R-amino acid 
and an aldehyde, are also applicable to fictionalization 
of carbon related materials.39) 
　In the case of post-synthesis surface modifications, 
it is possible to improve the dispersion stability of 
nanoparticles in various solvents. However, there are 
large difficulties in redispersing them into solvents 
near to their primary particle size. This is because 
nanoparticles strongly aggregate when they were 
collected as dried powder. In order to redisperse this 
aggregated dry powder into solvents near to their 
primary particle size, the mechanical milling method 

Fig. 6　 Surface structure and the stability of surface modified SiC 
nanoparticle in pH controlled water after modified by (a) AIBN 
and (b) AMPA.



KONA Powder and Particle Journal No.27 (2009) 125

using small bead has recently developed.40) As reduc-
ing the bead size down to 15-30 μm, the aggregation 
size reduced to their primary particle size as about 
10 nm where the particles were still aggregated 
when the bead size was larger than 100 μm in diam-
eter. This method and other physical technique, for 
example, ultrasonic dispersion, can applied to redis-
perse various nanoparticle into liquid media by the 
simultaneous processing of the surface modification 
introduced above and the bead milling.

3.2　In-situ surface modifications
3.2.1　 Synthesis of nanoparticles redispersible 

near to their primary particle size
　In order to re-disperse nanoparticles into solvents 
without aggregations, an in-situ surface modification 
route, which conduct surface modification during 
the nanoparticle synthesis, have been investigated 
by many researchers. A reverse micelle method is 
one of such method that particle synthesis reaction 
occurs in the reverse micelle structures.41) Various 
metals42-43), oxides44-45), and non oxide semiconduc-
tors46-47) can be synthesized by this method. Since the 
particles are synthesized in the reverse micelle struc-
ture, the obtained nanoparticles are redispersible 
into organic solvents with low-polarities. A thermal 
decomposition method, which involves the thermal 
decomposition of ogranometallic compounds in high 
boiling solvents are also widely accepted methods to 
obtain nanoparticles with high crystallinity and sharp 
size distributions.48) The organometallic compounds 
can be for example, carbonyl-metals,49-50) metal acety-
lacetonates51) and metal-surfactant complexes.52-53) In 
the former two cases, capping agents such as trioc-
tylphosphine oxides (TOPO), oleic acid and oleyl 
amines are dissolved in the synthesis solution to 
prevent the aggregation of nanoparticles. In the case 
of surfactant-metal uses such as metal oleate, the sur-
factant acts as the capping agents. It is reported that 
these thermal decomposition routes has possibility 
of particle size tuning in nanometer scale.53) Not only 
metals,52,54) oxides,49,52,53) and nonoxide semiconduc-
tors,55-56) but also complicated compounds such as 
fluorides57) and phosphine nanoparticles50) are able to 
be synthesized by these methods. Since the prepared 
particles are capped with surfactants, they are typi-
cally redispersible into low-polar organic solvents. 
Nonhydrolytic sol-gel reaction,58-60) which is a reaction 
between metal halides and alkoxides or ethers, with 
the presence of capping agents such as TOPO and 
fatty acids are another accepted routes to prepare 
nanoparticles redispersble into low-polar solvents. 

　On preparing nanoparticles dispersible in aque-
ous or high-polar solvents, a polyol method is also 
widely accepted by many researchers.61-64) Typically, 
nanoparticle reagents those soluble in high polar 
solvents, such as metal salts and metal complexes, 
are dissolved in polyol media (e.g. ethylene glycol, 
diethylene glycol, triethylene glycol) and then aged 
at temperature near to the boiling temperature. Many 
oxides61-62), sulfides63) and flurodes64) those redispers-
ible into high polar solvents can be prepared by this 
method.
　Based on abovementioned methods, various 
nanoparticles including metals, oxides, sulfides, and 
fluorides that are redispersible into many solvents 
can be synthesized by in-situ surface modification 
techniques. Contrary, a large difficulty lies in terms 
of engineering an in-situ surface modification tech-
nique to carbon related nanoparticles, because the 
particle synthesis temperature is extremely high. 
However recently, there are several reports of syn-
thesis of carbon related materials those dispersible in 
solvents near to their primary particle size. The first 
example is the synthesis of carbogenic nanoparticles 
by thermal decomposition of various ammonium 
citrate salts such as octadecyl ammonium citrate 
salts and 2-(2-amonoethoxy)-ethanol salts.65) It was 
reported that the citrate groups decomposes into 
carbogenetic nanoparticles while the organic ammo-
nium salts act as a surface modifier. Hydrophilic and 
hydrophobic carbogeneic nanoparticles about 7 nm 
were prepared by using octadecyl ammonium salts 
and and 2-(2-amonoethoxy)-ethanol salts, respec-
tively. Another example is the application of laser ir-
radiation method. Graphite powders were dispersed 
into PEG and Nd:YAG laser was irradiated to the 
suspension.66) After 2hours of irradiation, the suspen-
sion was centrifugated and the resulted supernatant 
contained PEG modified carbon nanoparticles which 
diameter was about 3 nm. 
　The surfactant capped nanoparticles which were 
synthesized by in-situ surface modification proce-
dure can also further be modified in order to tune 
their surface properties. Ligand exchange method, 
which exchanges the capped surfactant, is a typically 
accepted method and has a large benefit in control-
ling the particle surface by keeping their dispersion 
stability. The surface structure can be controlled 
by exchanging various capping agents which has 
thermo-sensitivity67) and that increases compatibility 
with aqueous solution68-69), polymers70), or biomol-
ecules71-72). For examples, hydrophobic ligands on 
Fe3O4

67), and FePt72) nanoparticles were exchanged to 
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PEG based ligand to improve the biocompatibility of 
nanoparticles. 2-mercaptothanol capped ZnS nanopar-
ticles were modified with a tailor-made surfactant 
which contains polymerizable functional group in or-
der to improve the compatibility with radical polymer-
izable polymers.70) Silane coupling agent, which was 
introduced above, can also be attached by ligand ex-
change route. For example, oleic acid stabilized fer-
rite magnetic nanoparticles were ligand exchanged 
by various silane couling agents witch has amine, 
carboxylic aicd, or PEG group73). After the ligand 
exchange procedure, ferrite magnetic nanoparticles 
were able to redisperse in aqueous media without 
strong aggregations. This ligand exchange by silane 
coupling agents can also applied to various metals 
and oxides such as Au, Ag, and Fe3O4.74) The use 
of mixed silane alkoxides are also an useful tool to 
tune the surface properties for their redispersion in 
various types of solvents.75) For an example, we have 
modified the surface of TiO2 nanoparticles by mixed 
silane alkoxides with hydrophobic group (decyltri-
methoxysilane: DES) and hydrophilic group (3-ami-
noproyltrimethoxysilane: APTMS). When TiO2 were 
only modified by DES, the surface modified particles 
were only redispersible into low polar solvents such 
as toluene while that became redispersible into high 
polar solvents by modifying the particles by DES and 
APTMS (Fig. 7). By applying these methods, various 
reactive groups can be introduced on the particle sur-
face without formation of strong aggregations. Since 
the particles are controlled to be not aggregated dur-
ing the entire process, from the particle synthesis to 
surface modification procedure, it is a useful process 
to engineer the particle surface for nanotechnology 

applications. 

4. Conclusion

　The reason for the dif ficulties for dispersing 
nanoparticles in liquid media, and various surface 
modification technique to overcome the difficulties of 
nanoparticle dispersions have briefly reviewed. The 
post synthesis surface modification have a benefit 
for easy processing whereas the controlled in-situ 
surface modification have a benefits for the possibil-
ity of engineering the nanoparticle surface without 
aggregations, e.g. surface modified nanoparticles are 
redispersible into liquid media near to their primary 
particle size. By selecting the surface modification 
procedure by time and circumstances, a nanoparticle 
suspension which are useful for further material pro-
cessing can be designed.
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1. Introduction

　Recently, various novel powder processing tech-
niques were rapidly developed for advanced material 
production due to the growing of high-tech industry, 
especially in consideration of energy consumption 
and the environmental issues such as the recycling of 

waste materials. Smart powder processing stands for 
novel powder processing techniques that create ad-
vanced materials with minimal energy consumption 
and environmental impacts. Particle bonding technol-
ogy is a typical smart powder processing technique 
to make advanced composites1-5). The technology has 
two main unique features. Firstly, it creates direct 
bonding between particles without any heat support 
or binders of any kind in the dry phase. The bonding 
is achieved through the enhanced particle surface ac-
tivation induced by mechanical energy, in addition to 
the intrinsic high surface reactivity of nanoparticles. 
Using this feature, desired composite particles can 
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be successfully fabricated. The second feature of this 
technology is its ability to control the nano/micro 
structure of the assembled composite particles. As 
a result, it can custom various kinds of nano/micro 
structures and can produce new materials with a 
simpler manufacturing process in comparison to wet 
chemical techniques.  
　Fig. 1 showed the examples of unique microstruc-
tures created by the particle bonding technique, 
which led to various kinds of applications such as 
multi-layered composite particles for the drug de-
livery systems (DDS)6), self-assemble structures for 
electronic devices, composite porous materials for 
fuel cell electrodes, and nano-porous materials. In 
this paper, first, its application examples for advanced 
material production would be explained, including 
the development of fuel cell electrodes7-24) and high 
efficient thermal insulation materials25-27). 
  Furthermore, by making use of these features, 
a new one-pot processing method to synthesize 
nanoparticles without applying extra heat was devel-
oped. A rapid synthesis of perovskite type lanthanum 
manganite and related compounds star ting from 
a mixture of industrial grade powders was demon-
strated28-33). Also, particle bonding with electric dis-
charge is an interesting phenomenon for controlling 
surface structure of nanoparticles34). These results 
suggest that particle bonding technique is a promis-
ing approach to minimize energy consumption when 
synthesizing nanoparticles, while existing processes 
require a long manufacturing route including firing at 
high temperatures. In this paper, the development of 

novel powder processing for energy reduction would 
be introduced.
　Finally, by carefully controlling the bonding be-
tween dif ferent kinds of materials, separation of 
composite structure into elemental components is 
possible, which leads to the development of novel 
technique to recycling advanced composite materials 
and turns them to high-functional applications. In this 
paper, the development of novel method to recycle 
glass-fiber reinforced plastics (GFRP) would be in-
troduced and particle bonding principle was found 
to be a potential advanced processing technique for 
producing powder materials35). 

2. Production of Composite Particles

　So far, various kinds of composite particles have 
been produced by particle bonding process. The 
typical one is a core particle coated with fine guest 
particles. Bonding fine particles on the surface of 
core particle was already proposed. Fig. 2 showed 
the particle bonding process3) by Mechanofusion Sys-
tem4). The process is carried out in two steps. First, 
the surfaces of fine particles and core particles are 
mechanically activated, as a result, fine particles ad-
here onto the surfaces of core particles. Then, as the 
second step, fine particles and core particles interact 
to each other while fine particles also adhere onto the 
fine-particle layer on the surfaces of core particles. 
Therefore, by changing the kind of fine particle mate-
rials during the processing, we can easily make multi-
layered composite particles or functional gradient 

Fig.1  Unique microstructure created by particle bonding processFig. 1 Unique microstructure created by particle bonding process.
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particles. 
　There are a lot of factors affecting the particle com-
posing process, and, its bonding mechanism depends 
on the combinations of core/fine particulate materi-
als. However, as is well known, the contact surface 
between the powder materials receives extremely 
high local temperature and pressure, where mechani-
cal stresses were actually given36). For example, au-
thors previously reported that the local temperature 
at the interface between particles during particle 
bonding processing could be ten times higher than 
the apparent temperature of processing chamber37). 
Such a locally high temperature is expected to cause 
unique phenomena between fine particles and core 
particles, or among fine particles. For example, when 
coating nano titania particles on the glass beads, the 
peak of binding energy of Ti 2p shifted away from 
its original position after only 5 min of mechanical 
processing3). It suggested that there was a chemical 
interaction on their surface during the processing.

3. Structural Control of SOFC Electrodes

　Solid oxide fuel cell (SOFC) is a promising candi-
date for power generation in the 21st century because 
of its high energy efficiency and clean exhaust. Cur-
rent R&D efforts focus on reducing its production 
cost and increasing the long-term stability of cells 
and stacks by lowering its operation temperature 
without losing power density. Prefabrication of the 
composite particles followed by electrode forming 
using particle bonding process is an ideal way to 
go, especially for controlling the microstructure of 
composite electrodes. Recently, we successfully fab-
ricated various kinds of composite particles such as 
large core-particles coated with nanoparticles and 

inter-dispersed composite mixture consisting of sev-
eral kinds of nanoparticles using the particle bonding 
technique7-24).
　Nickel-yttria stabilized zirconia (Ni-YSZ) is the 
most widely used SOFC anode material due to its 
excellent electrochemical properties at high tem-
peratures. The electrochemical reaction (hydrogen 
oxidation) takes place at the triple-phase boundary 
(TPB) where Ni, YSZ and fuel gas meet. The reaction 
rate strongly depends on the catalytic activity of an-
ode materials and the TPB length. Since the former 
significantly decreases with decreasing operation 
temperature, the latter must be increased as much 
as possible in the limited effective electrode volume 
to keep high electrochemical performance even at 
lower temperatures. For the TPB enlargement, the 
anode microstructure such as size and arrangement 
of Ni and YSZ must be controlled precisely.
　Fig. 3 showed the process to fabricate SOFC an-
ode using coated composite particles (CC), i.e. NiO 
large core-particle coated with YSZ nanoparticles. 
The composite particles provided well-organized 
electrode microstructure as shown in the figure, and 
resulted in good electrochemical performance12). As 
a result, a prototype SOFC power plant system with a 
capacity of about 1kW was fabricated using the anode 
made by the CC particles and has been in services 
at an operating temperature of 700℃. Fig. 4 showed 
a LED display exhibiting the Japanese letters of HO-
SOKAWA, which was installed at the top floor of the 
main building of Hosokawa Micron Corporation in 
Osaka and powered by the prototype SOFC system 
for long-term evaluation.
　Particle bonding process can also create another 
type of composite particles. For example, Fig. 5 
showed NiO-YSZ inter-dispersed composite particles 

Core
particle

Fine particle

(STEP )
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particle

Consolidated fine
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Fig.2  Particle composite processed by Mechanofusion System 
Fig. 2 Particle composite processed by Mechanofusion System.
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(IC) consisting of NiO and YSZ nanoparticles24). 
Fig. 5 (a) was the SEM micrograph of the composite 
particles. Fig. 5 (b) was the detailed structure of a 
composite particle observed by TEM. NiO and YSZ 
phases in the composite particle were identified by 

EDS analysis in the micrograph. The micrograph in-
dicated successful fabrication of the IC particles. NiO 
and YSZ nanoparticles were well dispersed and their 
sizes were in good agreement with those estimated 
from the specific surface area of starting particles 
(NiO: 160 nm and YSZ: 75nm)24).
　Fig. 6 showed SEM micrographs of the anode 
made of IC particles before the reduction, just after 
the reduction, and after the long-term stability test at 
700℃ for 920h.The anode made of IC particles before 
the reduction showed grain sizes smaller than 1μm 
without abnormally large ones.  NiO shrunk when it 
was reduced to Ni, and, porous structure evolved in 
the anode. Thus, the uniform porous structure after 
reduction suggested that NiO was uniformly distrib-
uted around the three-dimensional YSZ frame work 
in the entire anode. Even after the long-term stability 
test, no significant structural change was observed in 
the anode. The grain size was kept at about 0.5μm, 
and no abnormally large grain was observed. The 
insignificant micro-structural change indicated that 
grain growth of Ni was insignificant in the anode 
made of IC particles under the testing conditions 24).
　Fig. 7 showed anode polarization curves as a func-
tion of current density. The anode made of IC par-
ticles showed lower polarization than the anode made 

500nm

(a)

YSZ

NiOYSZ

YSZ

NiO

YSZ

NiO50nm

(b)

Fig.5  Ni-YSZ inter-dispersed composite particles
(a) SEM   (b) TEM

Fig. 5  Ni-YSZ inter-dispersed composite particles.
　　　　(a) SEM　(b) TEM

Fig. 3 Fabrication of composite anode by composite particles.

Particle Bonding

Fig.3  Fabrication of composite anode by composite particles

Fig. 4 LED display by SOFC power plant.

Fig.4   LED display by SOFC power plant
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of CC particles24). It indicated that careful control of 
microstructure by the use of composite particles as 
starting materials was very important for improving 
the performance of anode. Further improvement on 
the electrode performance was expected by optimiz-

ing Ni-YSZ microstructure using particle bonding 
technique.

4.  Nano-Porous Structural Control and its Ap-
plication for Thermal Insulation

　The second example is to make high efficient ther-
mal insulation materials25-27). Interest in thermal insu-
lation materials has been intensified globally, because 
escalating energy costs signified the importance of 
efficient thermal insulation. In this study, nanopar-
ticle bonding process was used to make composite fi-
bers coated with porous fumed silica layer in the dry 
phase. Fig. 8 showed the proposed dry processing 
method to fabricate fumed silica compact by using 
composite fibers26). Fiber glass composites porously 
coated with silica nanoparticles were fabricated at the 
first stage and then compacted into a board by dry 
pressing. The composites were produced by a parti-
cle bonding process without collapsing the fiber glass 
and nano-scale pores made by the fumed silica. The 
proposed method had the advantage of preventing 
contacts between fibers in the compacts due to the 
existence of coating layer. In addition, since fumed 
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Fig.6  Cross-sectional SEM images of the anode
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Fig. 6  Cross-sectional SEM images of the anode.
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　　　 (c) after the long-term stability test at 700℃ for 920h
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Fig. 7  Anode polarization as a function of current density.
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Fig.8   Proposed dry processing method to fabricate fibrous fumed silica compacts: 
(a)mixing of raw materials;(b)particle bonding to coat glass fiber with fumed silica; 
(c)dry pressing of the composites from (b) to produce bulk body 

Fig. 8 Proposed dry processing method to fabricate fibrous fumed silica compacts: 
(a)mixing of raw materials;(b)particle bonding to coat glass fiber with fumed silica; (c)dry 
pressing of the composites from (b) to produce bulk body. 



KONA Powder and Particle Journal No.27 (2009) 135

silica was fixed on the fibers, particle segregation 
rarely occurred during forming. Therefore, highly 
uniform dispersion of fibers in the compact could eas-
ily be achieved. 
　Fig. 9(a) showed a cross-sectional SEM image 
of a glass fiber coated with fumed silica found in the 
processed powder mixture. Fig. 9(b) showed the 
magnified TEM image of the coated fumed silica 
layer25). This layer was porously formed with a pore 
size of about 100 nm. The composite fibers were then 
successfully dry-pressed to make fiber reinforced 
fumed silica porous compact. Table 1 showed the 
thermal conductivity of compact specimens with 80% 
porosity at 100℃and 400℃26). They were lower than 
molecular conductivity of still air (0.03 W/mK at 100 
℃, 0.05 W/mK at 400℃) and at the same level as 
those obtained from silica aerogel38) and fumed silica 
compacts39). These results indicated that the obtained 
compacts had nano-scale porous structure. The 
remarkable attribute of composite fibers was achiev-
ing very low thermal conductivity with a relatively 
large amount of glass fibers. Mechanical strength 
of the compacts depends on their apparent density 
determined by the compressive strength. In this 
case, fracture strength ranged from 0.4 to 1.6 MPa, 
corresponding to apparent densities from 400 to 480 
kg/m3, could be obtained. This made it possible to 
machine the compacts for various applications.
　The present study demonstrated that the dry pow-
der processing method as shown in Fig. 8 provided 
fibrous fumed silica compacts with mechanical reli-
ability and efficient thermal insulation. The specific 
feature of this method was to apply effective mechan-
ical processing for making fumed silica fiber compos-
ites, instead of conventional mixing techniques. The 

powder mixture consisting of composite fibers was 
in a good mixing state and resulted in fumed silica 
compact with well-dispersed fibers. The existence of 
fumed silica layer on the glass fiber could prevent di-
rect fiber-fiber contacts in the compact which avoided 
solid thermal transpor t through the fibers even 
at high fiber loadings. Thus, as mentioned above, 
fumed silica compacts with efficient thermal insula-
tion and good mechanical strength were achieved in 
this study26).
  Furthermore, the thermal conductivity of fumed sili-
ca compacts at higher temperature could also be kept 
at lower value by adding SiC powders as an opacifier. 
It was found that thermal insulation compacts made 
of powder mixture consisting of fumed silica: glass 
fiber: SiC at a mass ratio of 70:10:20 prepared by the 
particle bonding technique could achieve a thermal 
conductivity of 0.04 W/mK at 600℃40). By changing 
the kind of nanoparticle additives, it was expected 
that thermal conductivity of the compacts could be 
kept lower at even higher temperatures by particle 
bonding process in the future.

5.  Development of One-pot Process for Synthe-
sizing Nanoparticles

　The first attempt to synthesize materials at low 

Fig. 9  (a) Cross-sectional SEM image of fumed silica/fiber composites
             (b) TEM image of the coated fumed silica surface
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20nm
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Fig.9  (a) Cross-sectional SEM image of fumed silica/fiber composites
(b) TEM image of the coated fumed silica surface 

Table1 Thermal conductivity of the fibrous fumed silica compacts
               prepared by particle bonding process

Specimen Density
［kg/m3］

Porosity
［%］

Thermal Conductivity
［ W/(m・K) ］

@100℃　　@400℃
#1 459 81.2 0.0266 0.0269
#2 485 80.1 0.0266 0.0282
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temperature using particle bonding principle began 
with the research to create MgB2 from magnesium 
and boron powders41, 42). It was found that particle 
bonding process could combine the elemental pow-
der components to form superconductive MgB2 
phase. Large magnesium particles (-330 mesh) and 
submicron amorphous boron particles (average par-
ticle size: 0.8μm) were mechanically processed by 
particle bonding technique. As a result, boron par-
ticles were embedded into the surface of magnesium 
particle at a depth of about 1μm, and, MgB2 phase 
was found at this embedded region after annealing at 
a relatively low temperature under atmospheric pres-
sure of argon. 
　The second attempt of applying particle bond-
ing principle for low temperature reaction was to 
dope TiO2 nanoparticles with nitrogen without any 
heat support, which usually requires annealing43) at 
500~600℃ under NH3 flow.  The high annealing tem-
perature can lead to undesirable grain-size growth of 
TiO2 nanoparticles. To overcome the problem, a new 
apparatus applying mechanical particle bonding tech-
nique with electric discharge was developed for this 
application1). NH3 (10%)/Ar plasma was generated at 
different gas pressures in a mechanical particle bond-
ing processing chamber, where an anatase TiO2 pow-
der with a BET surface area of 300m2/g (equivalent 
to about 7 nm in diameter) was uniformly irradiated. 
When generated plasma irradiated at 300 Pa, the 
TiO2 powder had a specific surface area of 283m2/g, 
and, noticeable absorption in visible light range was 
observed. In addition, the powder showed an im-
provement of the photo-catalytic oxidation activity of 

CH3CHO under visible light. These results indicated 
that the presented plasma processing was capable of 
modifying TiO2 nano-powder to improve its photo-
reactivity without much reduction in specific surface 
area, which typically occurred when powder modifi-
cation was carried out with annealing treatment 34).　  
  Using the features of particle bonding technique, 
new one-pot processing to synthesize nanoparticles 
without any heat support was developed28-33). First, a 
rapid synthesis of perovskite type lanthanum manga-
nite starting from a mixture of industrial grade pow-
ders was demonstrated. A traditional route to synthe-
size LaMnO3+ δ  was through the solid state reaction 
of constituent oxide powders at 1300℃ Fig. 10 
showed conventional production process of LaMnO3 
materials from La2O3 and Mn3O4 powders. This pro-
cess needs many manufacturing steps and the ther-
mal reaction involved leads to particle size enlarge-
ment and limits the degree of chemical homogeneity.
  On the other hand, a rapid mechano-chemical syn-
thesis proposed by the authors was shown in Fig. 11. 
In this method, synthesis was achieved by one-pot 
processing of a mixture of industrial grade La2O3 and 
Mn3O4. The one-pot processing was based on particle 
bonding technology, which applied mechanical forces 
such as compression and shear stresses repeatedly 
on the powder mixture without using media balls. 
　Fig. 12 showed the phase evolution as a function 
of processing time examined by XRD with the pow-
der mixture processed under the presence of water 
vapor28). In the experiment, the humid air (RH 70% at 
25℃) was injected into the chamber before the me-
chanical processing.  At the beginning, only the 

Fig. 10 Conventional production process of LaMnO3 powder.

Weighing of La2O3 and Mn3O4

Long time ball milling of powder mixture in liquid

Drying / Dispersion

Heat processing 1300

Dispersion

LaMnO3 powder

Fig.10 Conventional production process of LaMnO3 powder
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peaks corresponding to La2O3 and Mn3O4 were ob-
served from the powder mixture. These peak intensi-
ties decreased drastically as processing time in-
creased and almost disappeared after 15 min. in 
processing. Concurrent with the intensity decreases, 
the peaks related to La(OH)3 appeared. Also, the 
peaks corresponding to LaMnO3+δ started appearing 
after 15 min in processing and their intensities in-
creased as processing time increased. After 30 min, 
the peaks completely transformed to single phase 
LaMnO3+ δ  with disappearance of the La(OH)3. The 
crystal structure of the synthesized powder was fur-
ther identified to be LaMnO3+δ  by orthorhombic 
symmetry (JCPDS card 35-1353).　
　Fig. 13 showed the change of specific surface 
area (SSA) of the powder mixture with an increase 

in processing time28). The starting SSA of the powder 
mixture was 7.0m2/g. It increased quickly until 10 
min. in processing and then kept almost constant. Af-
ter 30 min in processing, it became 9.0m2/g. Howev-
er, when processed in the dry air, the SSA of powder 
mixture increased only slightly; and, it was 7.5 m2/g 
after 30 min in processing. In this case, the XRD pat-
tern of the powder mixture was almost identical to 
that of the starting state. 
　Adding to the synthesis of LaMnO3+δ , strontium 
doped materials were also synthesized by the one-pot 
processing29, 30). Furthermore, BaTiO3 was also rapid-
ly synthesized by the one-pot processing shown in 
Fig. 11. In this case, industrial grade of TiO2 and 
BaCO3 powders were used32, 33) 
　The one-pot reaction mechanism has not yet been 
fully understood. However, as mentioned in Figs. 
12 and 13, the presence of a small amount of water 
played an important role on the reaction of La2O3 and 
Mn3O4. Further analysis would lead to the establish-
ment of one-pot reaction mechanism to synthesize 
nanoparticles in the future.

6.  The Development of Novel Recycling Process 
for GFRP

  By making use of particle bonding principle be-
tween dif ferent kinds of materials, disassembling 
them is also possible and it can be applied to recycle 
waste composite materials. For example, glass fiber 
reinforced plastics (GFRP) is a typical composite 
material having the advantages of lightweight, high 
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Fig.11 One-pot processing to synthesize LaMnO3 nano powderFig. 11 One-pot processing to synthesize LaMnO3 nano powder.

Fig. 12 XRD patterns of the powder mixture processed under RH 70%.Fig.12 XRD patterns of the powder mixture processed under RH 70%
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strength and high weather resistance. Therefore, 
it has been used in various applications including 
boats, bath tubs, and building materials. Its produc-
tion volume reached 460,000 tons in Japan in 1996, 
but decreased gradually since then. However, the vol-
ume of waste GFRP has increased every year. So far, 
almost all of the waste GFRP has been incinerated 
or disposed in landfill. Only 1-2 % of the waste GFRP 
is recycled as cement raw material or additives for 
concrete. Japan Reinforced Plastics Society started 
producing cement recycled from GFRP in 2002. The 
incineration of GFRP has problems of low calorific 
values on burning, and its residue needs to be dis-
posed. In order to recycle the waste GFRP, some 
advanced chemical solvents and supercritical fluid44) 

have been studied. However, they have not been used 
in practice, because the chemical approach requires 
high temperature and high pressure operating condi-
tions, which are not only costly but also generate by-
products. In addition, the recycled materials do not 
have similar quality to that of the starting materials.
　GFRP usually contains 40-50% of calcium carbonate 
filler and 20-30% of glass fibers. These materials must 
be recycled through simple and low energy process 
for profits. Therefore, we aimed to develop new recy-
cling method to make advanced materials from the 
waste GFRP. Fig. 14 showed the concept of an in-
novative recycling process of GFRP proposed by the 
authors35). It consisted of two unit processes based 

on particle bonding principle. First, GFRP was sepa-
rated into glass fibers and matrix resins, and then, 
the surface of separated glass fibers was coated by 
low cost nanoparticles. The coated composite glass 
fibers would be compacted to make porous materials 
as shown in Fig. 8. High functional materials having 
the properties of very low thermal conductivity, light 
weight, and easy machining are expected to obtain 
by applying the new process shown in Fig. 14.  
　The waste GFRP chip crushed down to about 1 
cm was processed by an attrition-type mill, which ap-
plied similar mechanical principle to that of particle 
bonding process. When strong shear stress was ap-
plied to the chip layers for surface grinding, glass 
fibers began to separate from matrix resins on the 
chip surfaces. As a result, all glass fibers were ef-
fectively separated from other matrix components. 
The SEM photographs of the processed waste GFRP 
were shown in Fig. 1535). It was obvious that the 
glass fibers separated from matrix resins had their 
own shape by using this method (Fig. 15(a)). The 
length of the glass fibers ranged from about 100μm 
to over 1 mm. On the other hand, the glass fibers 
were destroyed when applying a vibration ball mill 
(Fig. 15(b)). In the vibration ball milling, mainly 
impact and compressive forces were applied to the 
material, which reduced glass fibers to particle form. 
These results showed that the proposed method us-
ing particle bonding principle was very effective in 

Fig.14 Innovative recycling process for GFRP proposed by authorsFig. 14 Innovative recycling process for GFRP proposed by authors.
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selective separation of glass fibers from other matrix 
components. Further experiments are now being 
carried out to make nanoparticle coated composite 
fibers from the recycled glass fibers for new material 
development.
　Fig. 16 showed the concept of smart recycling of 
composite materials by using the particle bonding 
and disassembling between different kinds of materi-
als. From the conventional recycling standpoint of 
view, each element of waste composite material must 
be returned back to its original state for repeated us-
age. However, it needs high recycling costs and the 
obtained element has lower quality than the virgin 
material. As a result, the recycling process cannot 
be practically used. On the contrary, the proposed 
recycling concept does not aim to obtain each origi-
nal element, but develops further advanced materials 
using disassembled blocks of the waste composite 

materials. In this case, how to apply bonding and 
disassembling the waste materials is the very key is-
sue.  As shown in Fig. 16, recycling waste back to its 
intermediate structure and then assembling it with 
another material to make further advanced materials 
would be more energy efficient than reclaiming the 
original elements. This concept will be a basis for the 
next generation of recycling system for advanced ma-
terials.

7. Conclusions

　In this paper, particle bonding process was ex-
plained as a typical example of smart powder process-
ing. This process enabled us to develop new compos-
ite materials. Based on its principle, the electrodes 
for SOFC and the high performance thermal insula-
tor were developed. This process is also applicable 

Fig. 15 SEM photographs of processed powders by using the
               proposed method (a) and vibration ball mill (b).
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Fig.15 SEM photographs of processed powders by using the
proposed method (a) and vibration ball mill (b)

Fig. 16 Concept of smart recycling for composite materials based on particle bonding principle.
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to other applications. In this paper, two examples 
were explained. The first one was to develop one-pot 
processing for nanoparticle synthesis from elemental 
powders without any heat support, and, the second 
was to develop new recycling process for waste com-
posite materials and turn them into other advanced 
materials. It is believed that dry particle bonding 
technology can open the doors for various kinds of 
smart powder processing applications in the future. 
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1. Introduction

　Coal is an important energy resource for meeting 
the further demand for electricity, as coal reserves 
are much more abundant than those of other fossil 
fuels. In pulverized coal fired power plants, it is very 
important to improve the technology for the control 
of environmental pollutants such as NOx, SOx and 
ash particles including unburned carbon. In order 
to achieve these requirements, understanding the 
pulverized coal combustion mechanism and devel-
opment of the advanced combustion technology 
are necessary. However, the combustion process of 
the pulverized coal is not well clarified so far since 
pulverized coal combustion is a very complicated 
phenomenon, in which the maximum flame tempera-
ture exceeds 1500℃ and some substances which can 
hardly be measured, for example, radical species and 
highly reactive solid particles are included. Accord-
ingly, development of new combustion furnaces and 
burners requires high cost and takes a long period 

because the empirical process comprises many steps.
　The computational fluid dynamics (CFD) of the 
pulverized coal combustion field is being developed 
with the remarkable progress in the performance 
of computers. This method, in which the governing 
equations of the combustion field are solved using a 
computer, is capable to provide the detailed informa-
tion on the distributions of temperature and chemical 
species and the behavior of pulverized coal particles 
over entire combustion field that cannot be obtained 
by experiments. In addition, it facilitates the repeated 
review in arbitrary conditions for the properties of 
pulverized coal and the flow field at a relatively low 
cost. It is, therefore, strongly expected that the CFD 
becomes a tool for the development and design of 
combustion furnaces and burners.
　DNS (Direct Numerical Simulation), LES (Large-
Eddy Simulation) and RANS (Reynolds-Averaged 
Navier-Stokes) simulation are typical methods for the 
CFD of the combustion field in terms of turbulence 
model. DNS, which directly solves governing equa-
tions of fields of the flow, chemical species concentra-
tions and temperature by setting the numerical grid 
space below the minimum eddies in these fields, has 
the highest numerical accuracy among the above 
mentioned methods. Although it is ef fectively ap-
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plicable to the basic research, its application to the 
combustion field at practical levels is very difficult 
as it requires a huge number of grid points and high 
loads to the computer. On the contrary, RANS simu-
lation is most frequently used in practical applica-
tions. This method solves the governing equations by 
averaging them over the time and replacing resulted 
Reynolds stresses and turbulent scalar fluxes terms 
with turbulence models. It can considerably reduce 
the number of grid points and loads to the computer. 
However, RANS simulation has several problems, 
such as difficulty in selection of turbulence models 
and determination of parameter values contained in 
them and disadvantage in predicting the unsteady 
turbulent motions. Accordingly, attention is gathered 
on LES recently, which directly solves governing 
equations for relatively large eddies and calculates re-
maining small eddies using models. This is a sort of 
space averaging method and has certain advantages 
that the unsteady turbulent motions are evaluated 
and the number of parameters contained in models 
is reduced. Although LES poses high loads to com-
puter compared with RANS simulation, it is likely to 
be applied to practical fields in near future when the 
progress of computer performance is taken into con-
sideration.
　The focus of this review is to highlight our recent 
progress of CFD of pulverized coal combustion in 
terms of RANS simulation and LES together with 
some of future perspectives. In Sec. 2, pulverized coal 
combustion test furnaces and a burner concerned 
for the present numerical simulations are described 
together with a brief concept of pulverized coal com-
bustion boilers. Some of numerical results on LES 
and RANS are shown in Secs. 3 and 4, respectively. 
Finally, this review is concluded in Sec. 5.

2.  Pulverized Coal Combustion Utility Boiler 
and Test Facilities for Basic Experiments and 
Numerical Simulations

　In this review, numerical simulations of combus-
tion fields in pulverized coal combustion boilers are 
focused on. The boiler is a system that transforms 
heat into steam. In general pulverized coal combus-
tion boilers, pulverized coal is supplied from installed 
burners, which vertically line up at three locations, as 
shown in Fig. 1. The number of burners for a boiler 
is 10-40 and the coal feed rate for each burner is 10 
tons/h at most. The utility boilers are generally clas-
sified into two types in terms of combustion system, 
namely opposed firing in which burners are placed 

front and back a boiler (see Fig. 1) and corner fir-
ing in which burners are places at four corners of 
a boiler. For these boilers, it is more important to 
understand the vertical flame interaction than the 
horizontal flame interaction, since the flames bended 
upward by upward main stream and buoyancy verti-
cally affect the other flames each other.
　In order to fundamentally investigate the flame 
interaction, CRIEPI (Central Research Institute of 
Electric Power Industr y) utilizes a multi-burner 
pulverized coal combustion test furnace, in which 
three burners each with a coal combustion capac-
ity of about 100 kg/h are vertically installed, at Yo-
kosuka Research Laboratory, as shown in Fig. 2. 
The multi-burner furnace is connected to flue gas 
treatment equipments such as selective catalytic De-
NOx, electrostatic precipitator, gypsum limestone 
wet type De-SOx, which are similar to those in util-
ity boilers. The height, horizontal width, and depth 
of this furnace are 11, 0.9, and 1.9 m, respectively. 
Combustion air is injected into the furnace through 
the burner and staged combustion air ports located 
2.0 m downstream from the upper-stage burner 
outlet. In addition, a single-burner pulverized coal 
combustion test furnace (see Fig. 3) is also used at 
Yokosuka Research Laboratory of CRIEPI to further 
understand the detailed structure of a singular flame. 
The coal combustion capacity of it is about 100 kg/h. 
The single-burner furnace is a cylindrical furnace so 
that the pure pulverized combustion behavior can 
be examined without flame bending and interaction. 
The diameter of this furnace is 0.85 m and the length 
is 8 m. Combustion air is injected into the furnace 
through the burner and staged combustion air ports 
located 3.0 m downstream from the burner. By com-
paring the combustion characteristics between these 
two test furnaces, it is expected to obtain the useful 
information in designing and operating the actual 
utility boilers.
　The burner installed in the above test furnaces 
is the CI-α (CRIEPI-IHI Advanced Low-Pollution 
High-Ability) burner with a coal combustion capac-
ity of about 100 kg/h. Pulverized coal is fed into the 
furnace with the primary air, and the secondary and 
tertiary air is supplied from the surrounding area of 
primary air. The CI-α burner is designed to promote 
mixing near the burner by means of recirculation 
flow produced by the straight motion of primary 
air and the strong swirling motion of the secondary 
and tertiary air (see Fig. 4). This recirculation flow 
lengthens the residence time of pulverized coal par-
ticles in the high-temperature field near the burner 
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outlet and accelerates the evolution of volatile mat-
ter and the progress of char reaction. Therefore, the 
amount of unburned carbon in fly ash is effectively 
reduced, but the NOx concentration increases in this 
region. Then, the NOx concentration is immediately 
reduced to N2 in the reduction flame existing after the 
recirculation zone. Furthermore, this NOx reduction 
effect is promoted by the staged combustion method, 
in which some of the combustion air separated from 
the burner is supplied via injection ports mounted on 
the rear of the furnace. Detailed descriptions of the 
CI-α burner and its performance can be found in our 
previous papers1-3).
　In our numerical simulations, the pulverized coal 
combustion fields in these single- and multi-burner 
furnaces with the CI-αburner have been simulated, 
since the experimental data useful for the validation 
of the numerical simulations are abundant for a vari-
ety of coals and combustion conditions.

3.  Reynolds-Averaged Navier-Stokes (RANS) 
Simulation

3.1 RANS simulation method
　The gas-phase time-averaged continuity equation 
and conservation equations of momentum, turbulent 
kinetic energy, dissipation, enthalpy and chemical 
species coupled with the renormalization group 
(RNG) k-ε turbulence model4,5) are solved using the 
SIMPLE algorithm6).
　The schematic diagram of the pulverized coal 
combustion simplified for this calculation is shown 
in Fig. 5. Coal devolatilization is simulated by a first-
order single reaction model (arrow (1)). Gaseous 
combustion between the volatilized fuel and air and 
the char burning rate are calculated using the com-
bined model of kinetics and eddy dissipation models7) 
(arrows (3)-(5)) and Field et al.’s model8) (arrow (2)), 
respectively. The NOx formation model is employed 
in a post-processing fashion, where a converged 
combustion flow field solution is first obtained before 
performing the NO prediction. For the formation 
of NOx, three different mechanisms are employed, 
namely Zeldovich NOx, prompt NOx and fuel NOx 
formation mechanisms indicated by arrows (6)-(9), 
respectively9-11).
　The details of the governing equations, mathemati-
cal models and numerical procedures for RANS simu-
lations of pulverized coal combustion are described 
in our previous papers12-17).

Schematic of opposed firing boiler for pulverized coal combus-
tion.

Fig. 1

Multi-burner furnace.Fig. 2

Single-burner furnace.Fig. 3

Concept of CI-α burner.Fig. 4

Concept of pulverized coal combustion.Fig. 5
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3.2 Effect of coal properties
　Bituminous coal, whose fuel ratio is about 1.0 - 2.5, 
is largely used in utility boilers in Japan because of its 
high ignitability, high combustibility, and high calo-
rific value. However, since the global demand for coal 
is considered to increase, it is desired to utilize not 
only the bituminous coal but also low-rank coals with 
high moisture and high ash contents. Therefore, it is 
very important to develop the numerical simulation 
code which can precisely capture the effect of coal 
properties on combustion characteristics.

(1)Numerical conditions
　The simulated test furnace is the single-burner 
furnace with the CI-α burner. The computational 
domain and simplified burner geometry are shown in 
Fig. 6. A part of cylinder (-π/6 θ π/6) is taken 
as the region of calculation. The feed rates of the pri-
mary, secondary and tertiary air are given to match 
with the actual experiments18-20). The heat-value of 
coal is assumed to be equal to 2.74×106 kJ/h and the 
total flow rate of the primary, secondary and tertiary 
air are determined so that the excess concentration 
of O2 at the outlet becomes 4 % (air ratio = 1.24). The 
rate of staged combustion (= volume flow rate of the 
staged combustion air/volume flow rate of the air 
for combustion) is 30%. The number of grid points is 
taken as 61(x) ×58(r) ×11(θ) (the grid division in 
the directions of x and r are finely set in the vicinity 
of burner). It is assumed that the pulverized coal par-
ticles consist of particles with diameters of 5, 20, 40, 
60, 80 and 100μm (the mean diameter of the pulver-
ized coal is about 40 μm).

(2)Bituminous coals
　Table 1 lists the properties of five types of bitumi-
nous coal subjected to the test12). Fig. 7 compares 
the axial distributions of time-averaged gas tempera-
ture and O2 and NO concentrations for Newlands coal 
with the experiments. Fig. 8 shows the distributions 
of streamwise gas flow velocity, gas temperature and 
O2 and NO concentrations (values of characteristic 
quantities increase as the color changes from blue to 
red). Qualitatively good agreement is shown between 
calculations and experiments for all distributions, 
which indicates that real pulverized coal combustion 
fields are well reproduced. The quantitative compari-
son of calculations and experiments, however, shows 
that the peak value of gas temperature of the former 
is higher than the latter and the temperature rapidly 
become lower in the downstream region than the lat-
ter. They differ in that the O2 concentration is higher 
and the peak value of NO concentration is lower in 
the region of x < 3 m. Possible reasons for these dif-
ferences are incomplete agreement of shape settings 
of furnace and burner with those in the experiments 
and insufficient accuracy of turbulence model in the 
region near the burner with strong fluid shear.
　Figs. 9 and 10 compares the relationship of the 
unburned carbon fraction, Uc* (proportion of un-
burned part for the combustible part in the coal), the 
combustion efficiency, Ef (= 1-Uc*) and the fuel ratio, 
FR (proportion of fixed carbon in the coal/proportion 
of volatile matters in the coal) and the relationship 
of the conversion of fuel N to NO, CR (proportion of 
N part converted to NO for N part in the coal) and 
FR/FN, respectively, with the experiments. It is ex-
perimentally known that Uc* and CR increase with in-
creasing FR and FR/FN, respectively. It is confirmed 
from these figures that similar increasing tendency 
are obtained in the calculations without any contra-
diction, although they show quantitative differences.

Schematic of computational domain and burner.Fig. 6

Bituminous coal properties.Table1Computational domain.

Simplified burner geometry
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(3)Effects of ash and moisture contents
　Table 2 shows the coal properties of high ash 
coal, namely Ikeshima coal (Japanese bituminous 
coal), which have almost the same fuel ratio and 
carbon, hydrogen, nitrogen and oxygen contents on 
a dry ash free basis, but different ash content of 36, 
44 and 53 wt%13). These samples are prepared by the 
floatation separation. The ash contents of the tested 
coals are higher than those of usual coals, which are 
fired in the thermal power stations in Japan. Fig. 11 

shows the comparisons of NOx concentration and un-
burned carbon fraction, Uc*, at the furnace exit with 
the experiments. The numerical trends are found to 
be in general agreement with the experiments. As 
the ash content increases, both the NOx concentra-
tion and Uc* at the furnace exit increase. The results 
suggest that the present numerical simulation for 
the pulverized coal combustion is applicable for 
the pulverized coal combustion at least to know the 
qualitative effects of the ash. It is considered that the 
discrepancies between calculations and experiments 
are probably due to that the shapes of the furnace 
and the burner modeled in the calculations are not 
completely the same as those of the experiments 
and that turbulence model used are not sufficient, 
as described earlier. Also, compared to the experi-
ments, the calculated Uc* at the furnace exit is low 
especially for high ash content coals [Fig. 11 (b)]. 
It is speculated that this is attributed to the fact that 
the interaction between ash and combustible matter 
is not taken into account for the numerical model of 
char oxidization. To estimate these combustion char-

Axial distributions of gas temperature and O2 
and NO concentrations (Newlands coal).

Fig. 7

Distributions of streamwise air velocity, gas temperature and 
O2 and NO concentrations (Newlands coal).

Fig. 8

Relation between Uc* and FR.Fig. 9

Relation between CR and FR/FN.Fig. 10
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acteristics for high ash content coal more precisely, 
the char oxidization model, which takes the presence 
of ash into account, should be proposed.
　To investigate the effects of the moisture in the 
coal, Kimoto et al.20) imitatively increases the mois-
ture content by injecting the steam generated by 
a steam-generation apparatus into the primary air. 
Therefore, numerical simulations in the same condi-
tions are performed. It should be noted here that 
contrary to the introduction of coal moisture, the 
consumption of the latent heat of vaporization of the 
moisture is not necessary in this case. The test fuel is 
Newlands bituminous coal. The equivalent moisture 
content, MC ( = mass of the moisture content in the 
coal/mass of the coal (dry basis)×100), are varied 
as 0, 17.6 and 42.8. Newlands coal originally contains 
2.20 moisture, but the original 2.20 moisture is vapor-

ized through a pulverizer and the steam is removed. 
The present computations are carried out for MC = 0, 
20 and 40, and all the moisture in the coal is assumed 
to evaporate in transit to the furnace14). In Fig. 12, 
the variations of unburned carbon fraction, Uc*, and 
NOx conversion, CR, at the outlet of the furnace are 
shown against MC, together with the experiments. It 
is found that Uc* and CR for MC = 0 well correspond 
to the experiments, and that the increase of MC 
leads an increase in Uc* and decrease in CR. These 
trends are similar to those given by the experiments 
although the effect of MC on Uc* is weaker in these 
predictions than in the experiments. Although the 
difference in Uc* is considered to be caused by the 
deficiency of the application of the char burning mod-
el used here, the model with higher accuracy has not 
been proposed yet.

High ash coal properties.Table2

Effects of ash content on NOx concentration and 
Uc*; ○, experiment; ─, calculation.

Fig. 11

Effects of moisture on Uc* and CR.Fig. 12
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3.3 Application to complex geometries
　Although numerical simulations of the pulverized 
coal combustion fields have been conducted by many 
researchers, most of the burner geometries are 
strongly simplified as shown earlier, in spite of the 
fact that subtle differences in the burner shape sig-
nificantly affect the coal combustion characteristics. 
Hence, the geometries of single- and multi-burner 
furnaces which install the CI-α burners are faithfully 
duplicated.

(1)Simgle-burner furnace
　The test furnace considered is the single-burner 
furnace with CI-α burner. The numerical procedure 
and conditions are the same as those described ear-
lier. The geometries of the computational domain and 
the CI-α burner are shown in Fig. 13. These are 
designed to faithfully match the actual geometries15). 
The computational domain is half of the furnace, 
and a periodic condition is applied in the azimuthal 
direction. The swirl vane angles for secondary and 
tertiary air are set at 81° and 72°, respectively, which 
are optimum values for bituminous coal (these val-
ues are zero when the swirl force is zero). Fig. 14 
shows the predicted gas velocity vectors in the CI-α 
burner and near the burner. It is observed that the 
secondary and tertiary combustion air introduced 
from the outside in the normal direction are shifted 
in the azimuthal direction by swirl vanes and the 
swirling velocity reaches up to 30 m/s. Also, as ex-
pected from the previous experiment for coal flow 
using NO tracer gas2), recirculation flow can be seen 
in the region near the burner. The swirling air, which 
is ejected along the burner throat with the maximum 
velocity of about 18 m/s, is divided into upstream 
and downstream flows near the side wall, and small 
recirculation flow around the burner (arrow A) and 
large recirculation flow in the central region along 
the z-axis (arrow B) are formed. Fig. 15 show the 
comparison of axial distributions of gas temperature 
and chemical species concentrations. Overall, the 
calculated axial distributions of gas temperature and 
O2 concentration are in better agreement with the 
experiments than those in the simplified-shape case 
(see Fig. 7), although there are some quantitative 
discrepancies, for example, the predicted gas tem-
perature rises earlier and higher, the O2 concentra-
tion shows larger values around the region just after 
the position where staged combustion air is injected. 
Although the figure is omitted here, it was found that 
the prediction of the NOx concentration is improved 
compared to the simplified-shape case15) and that 

present numerical method can capture the general 
combustion characteristics of high-fuel-ratio coals16).

(2) Multi-burner furnace
　RANS simulation is also applied to a pulverized 
coal combustion field in the multi-burner furnace 
with three CI-α burners. The geometries of the 
computational domain is shown in Fig. 16. The swirl 
vane angles for secondary and tertiary air are set at 
72° and 63° , respectively, which are optimum values 
for bituminous coal (these values are zero when the 
swirl force is zero). The thermal input of the coal 
combustion test furnace is 8.62×106 kJ/h (the coal 
feed rate for each burner is approximately 100 kg/h). 
The air ratio is 1.24, and the excess O2 concentration 
at the furnace outlet is 4 %. The staged combustion 
air ratio is set at 30 %. The mass ratio of the pulver-
ized coal (dry base) to the primary air is 1:2.2, and 
the mass ratio of secondary air to tertiary air is 1:6. 
Bituminous coal (i.e., Newlands coal) is chosen for 
the test fuels. Fig. 17 shows the comparisons of 
distributions of gas temperature and chemical spe-
cies concentrations between calculations and experi-
ments21). On the whole, simulated and experimental 
contour plots are consistent qualitatively, although 
there are some quantitative discrepancies, which 
might be caused by the deficiency of RANS simula-
tion. Although the details are omitted here, this study 
also suggested the possibility that overall unburned 
carbon fraction of coal-fired plants can be reduced by 
supplying coal with a low combustibility to the mid-
dle- or lower-stage burner and supplying coal with a 
high combustibility to the upper-stage burner.

Schematic of computational domain of single-burner furnace 
and CI-α burner.

Fig. 13
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Gas velocity vectors in and near the CI-α burner (Newlands 
coal).

Fig. 14

Axial distributions of gas temperature and O2, H2O and CO2 

concentrations (Newlands coal).
Fig. 15

Schematic of computational domain of multi-burner furnace and CI-α burner.Fig. 16
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4. Large-Eddy Simulation (LES)
4.1 LES method
　One of the LES solvers used here is the Front-
Flow/red for unstructured grids, which has been 
originally developed at the Institute of Industrial Sci-
ence of the University of Tokyo in the Frontier Simu-
lation Software for Industrial Science project as a 
part of the IT program sponsored by the Ministry of 
Education, Culture, Sports, Science and Technology 
(MEXT), extended by CRIEPI, Kyoto University, and 
NuFD (Numerical Flow Designing, LTD). This solver 
is based on the SMAC/SIMPLE algorithms and the 
Finite Volume Method (FVM) with an unstructured 
grid system. The gas-phase continuity equation and 
conservation equations of momentum, enthalpy and 
species coupled with the dynamic Smagorinsky mod-
el22,23) are solved. The mathematical models for the 
pulverized coal combustion are basically the same as 
those used in RANS simulation, as described earlier. 
The cold and combusting flow fields in the single-
burner furnace with the CI-α burner are considered. 
The geometries of the computational domain and 
the CI-α burner are designed to faithfully match the 
actual geometries, as shown in Fig. 18. The swirl 
vane angles for secondary and tertiary air are set at 
81° and 72° , respectively. The computational domain 
is divided in about 450, 000 tetrahedral volumes with 
cone-shaped clustering on burner downstream for 
both LES and RANS simulation.
　The details of the governing equations, mathemati-
cal models and numerical procedures for LES of pul-
verized coal combustion are described in our previ-

ous papers24-26).

4.2  Comparison between LES and RANS simu-
lation

　In order to verify the superiority of LES in captur-
ing turbulent swirling flow behavior, LES results 
for the swirling cold (non-combusting) flows in the 
pulverized coal combustion furnace are compared 
with RANS simulation results using the same com-
putational grid and the experiments25). In the experi-

Distributions of gas temperature and O2 and NO concentrations (Newlands coal).Fig. 17

Schematic of computational domain of single-burner furnace 
and CI-α burner.

Fig. 18
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ments, instantaneous streamwise and azimuthal 
air velocities are measured using the Ar Laser two-
dimensional multi-scan Laser-Doppler velocimeter.
　Fig. 19 shows the comparisons of distributions 
of axial velocity, Uz, on the flow direction plane and 
azimuthal velocity, Uθ, on the cross section plane at z 
= 0.235 m between LES and RANS simulation. Here, 
the distributions are shown by instantaneous value 
for LES and time-averaged value for RANS simula-
tion, respectively. The deviation from the axisymmet-
ric flow formed in the time-averaged flow field is ob-
served in the instantaneous Uz distribution for LES. 
This deviation originates from the vortices created in 
the region near the burner outlet. It is also found that 
in the recirculation flow formed near the burner out-
let, the backward flow velocity (negative Uz) for LES 
is smaller than that for RANS simulation. In addition, 
the outer positive Uz region does not expand to down-
stream near the side wall for LES, while it is remark-
able for RANS simulation. Also, the region showing 
the ring-shaped large Uθ is less for LES than that for 
RANS simulation, which means that the swirling flow 
and the related recirculation flow for LES are weaker 
than those for RANS simulation.

　Fig. 20 shows the comparisons of radial dis-
tributions of time-averaged axial velocity, Uz, and 
azimuthal velocity, Uθ at z = 0.235 m among LES, 
RANS simulation and experiments. Here, for the 
experiments, measured data in the entire range of 
the diameter is displayed. It should be noted here 
that since the secondary and tertiary air cannot be 
injected uniformly along the circumferential direction 
due to the limitation of the experimental equipment, 
the complete axisymmetric flow is not observed in 
the furnace. Therefore, although the detailed quanti-
tative discussion cannot be done here, the behavior 
of the recirculation flow formed at r = 0.015－0.12 m 
for LES is similar to that for the experiments. On the 
other hand, the backward flow velocity of the recircu-

lation flow for RANS simulation is much larger than 
that for the experiments. Also, in the region where 
the peak value of Uθ appears around r = 0.14 m, Uθ 
for LES is slightly higher than that for the experi-
ments, while Uθ for RANS simulation is about three 
times higher. From these comparisons, it is revealed 
that LES is much superior to RANS simulation to pre-
dict the axial velocity in the recirculation flow formed 
in the swirling flow and the azimuthal velocity around 
this recirculation flow. The superiority of LES to cap-
ture the behavior of the swirling and recirculation 
flows is considered due to the accuracy in predicting 
the momentum exchange in the strong shear flow, 
namely the mixing effect by the turbulence. It was 
also confirmed that the r.m.s. of axial velocity for LES 
is in general agreement with the experiments and 
that these superiority of LES is similarly observed in 
the cases where the swirl vane angles for secondary 
and tertiary air are changed.

Distributions of Uz on the flow direction plane (upper) and Uθ 
on the cross section plane at z = 0.235 m (lower).

Fig. 19

Radial distributions of Uz and Uθ.Fig. 20
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4.3  Challenges to pulverized coal combustion 
field

　Very recently, LES has been applied to an actual 
pulverized coal combustion field in the single-burner 
furnace with the CI-α burner26).
　Fig. 21 shows the predicted distributions of in-
stantaneous axial velocity, gas temperature and O2 
concentration on the flow direction plane. It is ob-
served that a swirling recirculation flow is formed in 
the central region close to the burner and its size and 
strength dynamically change with time. Also, this 
unsteady flow behavior strongly affects the ignition 
characteristics. Fig. 22 shows the comparisons of 
axial distributions of time-averaged gas temperature 
and O2 concentration between calculations and exper-
iments18,27). The predicted distributions qualitatively 
agree with the experiment. Thus, unlike RANS simu-
lation, LES can precisely capture this unsteady com-
busting flow motion, whose nature has a potential to 
greatly improve the numerical accuracy. In addition, 
LES has an advantage that the number of model pa-
rameters is much less than that for RANS simulation. 
However, for the LES of the pulverized coal combus-
tion, there remain difficult challenges in terms of not 
only mathematical models on turbulent combustion 
and pollutant emissions but also computational costs.

5. Conclusions

　In this review, our recent progress of Computa-
tional Fluid Dynamics (CFD) of pulverized coal com-
bustion is discussed in terms of RANS (Reynolds-
Averaged Navier-Stokes) simulation and LES (Large-
Eddy Simulation). It can be said that regarding the 

prediction of flow field, LES is much superior to 
RANS simulation and therefore expected to become 
a useful tool for the development and design of new 
combustion furnaces and burners in near future. 
However, the combustion of pulverized coal is a com-
plicated phenomenon in which a wide variety of pro-
cesses such as the devolatilization of pulverized coal, 
combustion of volatile matters and combustion at 
the surface of particles, in addition to the dispersion 
behavior of pulverized coal in the gas stream, simul-
taneously act to each other. Therefore, the pulverized 
coal combustion behavior is not fully understood and 
modeled yet. In particular, coal devolatilization model 
is found to strongly affect the numerical accuracy re-
cently28). The improvement of turbulent combustion 
model is also necessary. The more sophisticated tur-
bulent combustion model, in which the detailed reac-
tion mechanism can be taken into consideration such 
as flamelet models often used for gaseous and spray 
combustion29-32), is desirable. Furthermore, the appli-
cation of LES to much larger and more complicated 
fields such in utility boilers is challenges in terms of 
numerical stability, accuracy and costs.

Distributions of instantaneous axial velocity, gas temperature 
and O2 concentration on the flow direction plane.

Fig. 21
Comparisons of axial distributions of time-averaged gas tem-
perature and O2 concentration between calculations and ex-
periments.

Fig. 22
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1. Introduction

　The discovery of novel materials, processes, and 
phenomena at the nanoscale, as well as the develop-
ment of new experimental techniques for research 
provide fresh opportunities for the development of 
innovative systems and nanostructured materials. 
Nanostructured material can be made with unique 
nanostructures and properties1). These new and ad-
vanced properties can be achieved when the product 
has specific size and morphological characteristics. 
Often, the requirements are that the nanoparticles 
have a spherical form, a narrow size distribution, are 

highly pure and are not aggregated.
　The generation of nanoparticles can be carried 
out by various liquid- and gas-phase processes. 
Liquid-phase processes usually involve a bottom-up 
approach, combining different techniques such as 
electro deposition2), reductive precipitation3), hydro-
thermal and sol-gel syntheses4, 5). Wet routes can offer 
flexibility, but also introduce a higher probability of 
contamination and the need for separation/purifica-
tion processes, which drastically increase the produc-
tion costs and cause environmental pollution. Gas-
phase processes are known to produce highly pure 
nanoparticles in a clean and efficient way. Industrially 
commercialized processes are the flame processes 
for the production of, for example, titania and carbon 
black6). Other types of gas-phase processes such as 
plasma7), spark discharge8) and tube furnaces9) have 
already been used for quite a while on a lab scale but 
are not yet implemented industrially. Extensive re-
search has been done on the production of nanoparti-
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cles using flame spray pyrolysis systems by Pratsinis 
and co-workers. They developed a scaled-up system 
with production rates of 200 g/hr10). A process that 
is capable of producing highly pure, non-aggregated 
and non-oxidized particles, with the potential to be 
scaled-up is the laser chemical vapor pyrolysis (laser 
CVP) process. 
　Laser CVP is a very suitable gas-phase process for 
the synthesis of a wide range of nanoparticles. The 
synthesis of nanoparticles by laser pyrolysis was de-
veloped at the Massachusetts Institute of Technology 
(MIT) at the beginning of the 1980s by Haggerty and 
Cannon11, 12). The process is based on the resonant ab-
sorption of a laser beam wavelength by the precursor 
gas. It is important to note that if nanoparticles are to 
be produced efficiently by laser pyrolysis it is neces-
sary to use at least one reactant with an absorption 
band close to that of the laser emission wavelength. 
Despite this limitation, a wide variety of materials has 
already been produced via this technique such as: 
carbon clusters13), fullerenes14), metallic compounds 
(e.g. nickel15), iron16)), oxidic compounds (e.g. iron 
oxide17), titania18), alumina 19), silica20)), ceramic mate-
rials (e.g. nitrides 21), carbides22)) and semiconductors 
(e.g. silicon 23, 24)). It is clear that this technique can 
offer a huge versatility toward products, and conse-
quently, to the final application for which the material 
has been designed.
　During the past two decades of research, laser CVP 
was also conducted extensively at TU Delft21, 25-27). 
Although the previous systems proved to be viable 
to produce nanoparticles, the particles were neither 
uniform in size or composition. The non-uniformity 
originates from the non-uniform conditions inside the 
reaction zone, which is the intersection between laser 
beam and gas flow. Production rates of the studied 
systems were in the grams-per-hour range, but the 
system has a potential to be scaled-up to higher in-
dustrial rates. 
　The goal of the current research was to improve 
powder characteristics and to scale-up the produc-
tion rate of the laser CVP process. In this paper, 
the results of the research are presented. The most 
remarkable achievement is the quality improvement 
accomplished with a newly designed reaction zone. 
　Although not all capabilities of the new reactor 
have been explored, some first encouraging results 
are presented. The material that was produced and 
characterized constitutes silicon nanoparticles.  Sili-
con was chosen because it is of increasing interest, 
both in academic and industrial environments. This 
is due to its potential of being used in applications, 

e.g. energy storage and conversion, biomedicals, sen-
sors and electronics28-31). Two interesting samples are 
highlighted and compared with a commercial silicon 
sample.

2. Laser CVP Process

　In laser chemical vapor precipitation, also called 
laser pyrolysis, a laser is employed as a heating 
source to produce particles. It is a gas-phase process 
in which precursor gases or vapors are heated by ab-
sorbing the energy of a laser beam. The process has 
been mostly used in conjunction with a CO2 laser and, 
specifically, with its 10.6-μm emission wavelength. A 
first requirement of this process is that the absorp-
tion band of at least one of the precursors is close to 
the emission band of the laser. This process is unique 
compared to other processes that use conventional 
heating sources where the heat from the source to 
the gas molecules is transported by a combination of 
conduction, convection and radiation processes.
　In the case that none of the bands of the precursors 
overlap with the laser emission band, a sensitizer gas 
can be used. The sensitizer absorbs the energy and 
transfers it to the reactants by molecular collisions 
without playing a role in the decomposition or reac-
tions. Sulfurhexafluoride (SF6) was, for example used 
in the production of silicon nitride (Si3N4) from tetra-
chlorosilane (SiCl4) vapors32), or in the production of 
nickel nanoparticles from nickelcarbonyl (Ni(CO)4) 
vapor15).
　The precursor gas flow is intersected by a laser 
beam, thus creating a well-defined and wall-free 
reaction zone. In the reaction zone, the precursors 
are heated extremely fast due to the unique heating 
process. The residence time in the beam, controlled 
by the flow rate and height of the laser beam, is in 
the order of several milliseconds with a heating rate 
in the order of 106℃/s. In this short time, the precur-
sors decompose and a reaction can occur if two or 
more precursors are used. The product molecules 
form nuclei, due to supersaturation, and grow in size. 
This process is stopped as the hot particles and gases 
mix with the cooler surrounding inert gas, with cool-
ing rates in the order of 105℃/s. Summarizing, the 
characteristics of the laser-heated process are:
　 •  No contamination from other gases, liquid or 

solid precursors provided a pure carrier gas is 
used

　 • �Absence of sur faces in the reaction zone on 
which, e.g. heterogeneous nucleation can occur

　 • �Good control over the power intensity and the 
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well-defined reaction zone gives control over 
the exposure time, the nucleation rate and the 
growth rate of the particles

　 • �Steep heating and cooling rates, in the order of 
105-106℃/s

　 • �Possible multi-photon, unimolecular reactions 33)

　 • �Unique reactions due to the specific heating pro-
cess.

　Although this technique is viable for the produc-
tion of nanoparticles, improvements in the design will 
raise industrial interest. Identified shortcomings are:
　 • �non-uniform conditions across the reaction zone 

lead to non-uniformity of the products in terms 
of particle size distribution and product composi-
tion

　 • �low energy efficiency as most of the laser energy 
is not used (80% - 95%)

　 • �inadequate control over the degree of agglom-
eration

　 • �very limited production rate, limiting the applica-
bility for industrial applications.

　In this study, the focus is on the improvement of 
particle size uniformity and production rate. First, an 
analysis of a typical reaction zone is presented, fol-
lowed by a new design concept, which gives the main 
directions for the construction of the new reaction 
zone.

3. New-design Reaction Zone

3.1. Typical reaction zone
　The non-uniform conditions are a consequence 
of the reaction zone configuration. An example of a 

reaction zone, introduced by Kruis26), is shown in 
Fig. 1.
　The gases emerging from the nozzle have a para-
bolic velocity profile while the laser beam has a 
Gaussian intensity profile.
　The reaction zone consists of a round nozzle and a 
round laser beam. Precursors enter the zone through 
the nozzle with a parabolic flow profile from the bot-
tom and flow upwards. The gas flow is orthogonally 
intersected by a laser beam with a Gaussian intensity 
profile. The problem can be easily visualized, reduc-
ing its geometry from 3 to 2 dimensions (Fig. 2). In 
this case, it is possible to observe that the gas veloc-
ity profile matches the laser intensity profile only 
in center of the intersection zone. Although Kruis’ 
reaction zone is used as an example, similar reac-
tion zones used by other researchers suffer from the 
same deficits.
　Because of these non-uniformities, different vol-

Fig. 1  Reaction zone as used by Kruis consisting of a round nozzle and 
a round laser beam. 

Fig. 2  Overlapping between gas velocity profile in the laminar mode and laser intensity profile in the 
Gaussian mode.
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ume elements of the gas stream are subjected to dif-
ferent laser intensities and velocity histories, and this 
leads to a broad particle size distribution and possible 
chemical composition. Non-uniformities in size were 
observed by several authors26, 34). Flint and co-workers 
classified the particles in three categories 34): small (10 
nm) particles found in agglomerates, larger (50 nm) 
particles in aggregates and single isolated larger (100 
nm) particles. They developed a model for the silicon 
particle growth in a laser CVP system. The conclu-
sion was that the silicon particle size and morphology 
is dependent on the time distribution of the particles 
above the melting temperature of silicon. This de-
pends on the particle position in the flame as well as 
the residence time in the flame. Kruis observed simi-
lar results and reports several particle morphologies 
in the synthesis of silicon nitride26).
　Following this analysis, it was envisioned that for 
improving the powder characteristics, the gas flow 
geometry should match the laser beam geometry. 
The following aspects were thereby considered in 
the new design: laser and gas intersection, gas flow 
geometry, gas flow profile, mixing of reactants, laser 
beam geometry and laser beam intensity. Besides 
improving the powder characteristics, it was also 
envisioned to scale-up the production rate, which is 
typically in the g/hr range, to industrial rates that are 
in the kg/hr range.
　Production rates in the kg/hr range have already 
been achieved by Nanogram using a rectangular noz-
zle configuration in the production of silica nanopar-
ticles, however, their system has a non-uniform reac-
tion zone20).

3.2. Proposed reaction zone
　As already mentioned, in order to overcome the 
non-uniformities in the final product it is essential 
that the gas flow geometry match the laser beam 
geometry.  To achieve this, a new reaction zone is 
proposed. This concept, shown schematically in Fig. 
3, consists of a rectangular gas flow with a flat veloc-
ity profile orthogonally intersected by a rectangular 
laser beam with a flat intensity profile.
　To obtain this configuration, two problems had 
to be solved: how to get a flat velocity profile and 
how to obtain a rectangular laser beam. This will be 
described in detail in the next two sections followed 
by a description of the actual manufactured reaction 
zone.

3.3. Gas flow geometry and gas flow profile
　To obtain the desired reaction zone a rectangular 

gas flow is required, which can be achieved with a 
rectangular nozzle. The optimal size of the rectan-
gular nozzle, that is, the width and length, are influ-
enced by several factors. The width is dictated by the 
compromise between the production rate and accept-
able intensity loss of the laser beam, and the length 
is determined by the production rate and laser beam 
width.
　To minimize the intensity loss over the width of the 
nozzle, preferably a very thin slit should be used but 
this would limit the production capacity. A wide slit 
would have a high capacity but also an undesirable 
high intensity drop, creating a non-uniform energy 
distribution along the reaction zone. The intensity 
drop as a function of the penetration depth was cal-
culated using the Lambert-Beer law. Initially, the 
system presented here was designed using a mixture 
of silane and ammonia for producing highly pure and 
narrow-sized silicon nitride. For calculating the inten-
sity drop, the absorption coefficient of a mixture of 
silane and ammonia was therefore used. The result is 
shown in Fig. 4. A nozzle width of 2 mm was chosen 
which corresponds to a maximum intensity drop of 
20%. For the silicon powders from silane presented 
in this study, the intensity drop as function of the 
penetration drop is probably less favorable. This can 
have an influence on the temperature profile. 
　The length of the nozzle is limited by the desired 
production rate and by the laser beam diameter. The 
laser beam diameter used in this study is 18 mm. 
Although expanding the laser beam is possible, it 
has experimental and financial consequences. It was 
therefore decided to keep the length of the nozzle at 
10 mm, which is well within the laser beam diameter. 
Moreover, the theoretical production rate with this 
nozzle is approximately 100 grams per hour, which is 
a substational improvement compared to the previ-

Fig. 3  Sketch of the proposed reaction zone. It consists of a rectangular 
nozzle out of which gases flow with a flat velocity profile. Gas flow 
is orthogonally intersected by a rectangular laser beam with a flat 
intensity profile.
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ous reactors.
　Although not yet mentioned, the literature and our 
own research indicate clearly that premixing of the 
precursor gas is important to obtain a homogeneous 
product. Sadakata mentions that the heterogeneity of 
the produced powder decreases with the change in 
mixing type of the gases from laminar diffusion, tur-
bulent diffusion to premixing36).
　To obtain a flat velocity profile of the gases, a po-
rous plate on top of the nozzle was considered.

3.4.  Laser beam geometry and laser beam in-
tensity

　Besides having a rectangular and flat velocity gas 
flow, the intensity of the laser beam should match 
this geometry. In the proposed case, Fig. 3, this is 
a rectangular laser beam with flat intensity profile. 
There is to our knowledge no system that gives an 
exact rectangular shape and flat intensity profile but 
there are several ways to approximate it. Three alter-
native systems have been considered: 1) combination 
of several optical elements to shape the beam, 2) dif-
fractive optical elements, and 3) a cylindrical lens.
　A simple shaping system can be made by a combi-
nation of several optical elements consisting of a spa-
tial filter, a beam expander and a cylindrical compres-
sor, see Fig. 5. The spatial filter cuts off the edges 
and produces a rectangular beam. The beam expand-
er enlarges it to the dimensions matching that of the 

reactant stream, and the cylindrical compressor sets 
the height of the beam, making it possible to control 
the residence time of the reactant gases in the laser 
beam. The main disadvantages of this solution are 
that several optical elements have to be aligned. In 
addition, they are expensive, as they have to be made 
from an IR-transparent material (generally inorganic 
mono-crystals such as zinc selenide (ZnSe)).
　The second option considered was diffractive shap-
ing optics (Dif fractive Optics Element, DOE). Al-
though an almost perfect rectangular laser beam can 
be obtained, the idea was abandoned due to experi-
mental and financial constraints. The available DOE 
system proposed had a focal plane of approximately 
150 mm from the diffractive element, while the mini-
mum focal length, limited by the reactor design, 
needed to be 300 mm. Moreover it was expensive 
compared to the next option.
　A relatively simple and economic solution is the 
use of a cylindrical lens. Cylindrical lenses have at 
least one surface that is formed in the shape of a 
cylinder, thereby focusing the beam into a line. The 
advantage of this system is that only one optical ele-
ment is needed to perform the task. This is very 
attractive from an operational and financial point of 
view. A drawback of a cylindrical lens is that it does 
not shape the beam to an exact rectangular form and 
that it does not flatten the intensity profile. However, 
the used laser beam is wider than the rectangular 
nozzle and therefore the projection of the laser beam 
on the gas stream is approximately rectangular; see 
Fig. 6 for a schematic representation. 
　The cylindrical lens cannot adapt the intensity pro-
file to a flat one, and therefore another option was ex-
plored to achieve this goal. The laser intensity profile 
of the laser beam depends on the optical configura-
tion of the laser cavity.  Different laser transmission 
modes can be achieved by different optical configura-

Fig. 4  Intensity drop as a function of the penetration depth for SiH4 and 
NH3 mixture (1:10) and for pure silane. The absorption coefficient 
for the SiH4/NH3 mixture is 1.2 cm-1atm-1 35).

Fig. 5 Multiple optical elements shaping system.

Fig. 6  Focusing action of a cylindrical lens. Top: side view. Bottom: cross-
section. The beam is focused above the nozzle outlet. With the 
beam wider than the nozzle outlet, its elliptical section is approxi-
mately rectangular.
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tions37). The laser used in this study is able to provide 
a so-called D-mode profile which is graphically repre-
sented in Fig. 7 (right), next to the standard Gauss-
ian profile.  
　The laser intensity profiles can be visualized by 
pointing the CO2 laser beam toward a Perspex block. 
This is shown in Fig. 8, with 3.8A being the unfo-
cused Gaussian intensity profile, Fig. 8B the unfo-
cused D-mode profile, 8C  the focused Gaussian us-
ing the cylindrical lens and 8D the focused D-mode 
profile. The role of the cylindrical lens is clear: from 
a three-dimensional profile, the beam is focused on a 
line, giving a two-dimensional profile.  Although not 
perfect, the intensity profile of the D-mode is much 
closer to a flat profile compared with a standard 
Gaussian profile.

3.4. New reaction zone
　All mentioned flow requirements are condensed in 

the newly developed nozzle. A schematic 3D impres-
sion and pictures of the new nozzle are shown in Fig. 
9. 
　The nozzle assembly consists of three pieces; the 
inner nozzle, a bottom cap and an outer shell. The 
stainless steel outer shell, with a rectangular opening 
in the center, serves as the outer nozzle and mixing 
chamber, while the inner nozzle is fixed inside and 
closed off at the bottom with the cap. Three tubes 
are used to feed the precursor gases (e.g. C2H4, SiH4, 
NH3) to the mixing chamber, and one tube provides 
the sheath gas to the outer nozzle. The precursors 
are premixed to improve the homogeneity of the 
product. An additional porous plate can be placed on 
top of the nozzle for flattening the gas velocity profile.
　The middle picture in Fig. 3.9 shows the new noz-
zle assembly from the top, without the bottom cap. 
Here, it is visible how the inner nozzle is positioned 
inside the outer shell. The whole nozzle assembly, 
including tubes, is manufactured from stainless steel 
316. The inner nozzle has an inner dimension of 10
×2 mm for the reasons mentioned in section 3.3. To 
create a very smooth gas flow out of the nozzle and 
avoid turbulence and dilution with the sheath gas, 
the thickness of the nozzle width was made as thin 
as possible, i.e., 100 µm. However, for manufacturing 
reasons, the bottom had to be 200 µm. The dimen-
sions of the rectangular outer nozzle are 20×11 mm, 
so that the opening is 10 times bigger in area than 
the opening of the inner nozzle. This is done to per-
mit using a sheath flow that is 10 times higher than 
the inner gas flow while maintaining the same exit 
velocity from both nozzles. 
　With this nozzle design and the optical set-up men-
tioned above, the matching between the laser inten-
sity profile and the gas velocity profile is substantially 
improved all along the intersection in comparison 
with the one offered by the previous reaction zones 
(Fig. 2 and 10).

4. Experimental Set-up

　The newly developed reaction zone was incorpo-
rated into a gas-tight reactor that forms the heart of 
the experimental set-up. The complete laser CVP set-
up, with the reactor and its complementary units, is 
schematically shown in Fig. 11.
　The set-up is divided into a number of sections; 
gas supply system, reactor, CO2 laser + optics, filtra-
tion section, pump and exhaust system, and a control 
system that is not shown. In short, the system oper-
ates as follows. Gases are fed to the reactor using 

Fig. 8  Laser intensity profiles of the laser beam burned in a Perspex 
block. A) unfocused Gaussian, B) unfocused D-Mode profile, C) 
focused Gaussian profile, D) focused D-Mode profile.

Fig. 7  Graphical representation of a Gaussian intensity profile (left) and 
the D-mode profile (right).
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a gas supply system. The gases enter through the 
nozzle into the reactor where they are heated by a 
CO2 laser beam. The beam is guided to the reactor 
by mirrors and shaped by a cylindrical lens to obtain 
the required form. Due to the heating, the gases 
start to react and form nuclei. The particles grow and 
leave the reactor with the gas stream at the top. The 
product stream enters the filtration section. Here, it 
is possible to direct the stream toward either a waste 
filter or a product collector. The product collector is 
used if it is desirable to extract the powder from the 
system for further processing or analysis. The waste 
filter is used for disposal of the powder when it is not 
desirable to collect the powder. The stream that is 
directed either through the waste filter or product 
collector is then transported through a second waste 

filter to remove any remaining particles from the 
stream. To maintain a flow and to control the pres-
sure in the system, a roughing pump is used. The 
pressure is regulated by using a pressure control 
loop that maintains the pressure in the reactor inde-
pendent of the pressure drop across the system. The 
exhaust of the pump is connected to an exhaust stack 
that is equipped with an extra blower that dilutes the 
exhaust stream. The exhaust stack is equipped with a 
particle filter to prevent particles being emitted to the 
environment.
　The sections are explained in more detail below. 
First the gas supply is described, followed by the re-
actor, CO2 laser and optics, filtration section and the 
pump and after-treatment system.

4.1 Gas supply system
　The gas supply system can supply the following 
gases to the system: silane (SiH4), ammonia (NH3), 
hydrogen (H2), ethylene (C2H4) and nitrogen (N2). 
For future work, preparations for expanding the sys-
tem by the gases argon (Ar) and sulfur hexafluoride 
(SF6) have been made. 
　The flow rates of the available gases are controlled 
by mass flow controllers (MFCs). Each gas has its 
own MFC except for H2 and C2H4, which use the 
same MFC. This MFC has a calibration curve for 
each gas, which can be selected when using the des-
ignated gas. All MFCs can also be connected to nitro-
gen to flush the lines during start-up or shut-down of 

Fig. 9  Left: 3D impression of new nozzle, middle: photo of the nozzle assembly, right: inner nozzle. 

Fig. 10  Overlapping between flat gas velocity profile and laser intensity 
profile in the D-mode.
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the system. 

4.2 CO2 laser and optics
　The CO2 laser is the energy source of the reac-
tion. The CO2 laser used in this study is a YZ-1500 
laser from PRC lasers. The maximum output is 2 kW 
in continuous wave mode (CW) and 5 kW in pulsed 
mode. The emitted wavelength is 10.591µm. The 
beam diameter is 18 mm when leaving the laser cav-
ity and has a divergence of 0.5 mm/m.
　The beam is operated in so-called D-mode (see 
Fig. 8 and 10). As outlined before, this will help in 
reducing the non-uniformities in the reaction zone, as 
the intensity profile is more uniform compared to the 
Gaussian distribution.
　Two water-cooled copper mirrors (Ge-reflective 
surface, 2 inch diameter, from II-VI Incorporated) 
were used to guide the beam inside the reactor. Be-
fore entering the reactor, the beam is focused by a 
1.5-inch diameter ZnSe cylindrical lens (II-VI Incor-
porated). The position of the beam above the nozzle 
can be adjusted in height, but for our experiments is 

fixed at 5 mm. The optical windows used as a passage 
for the laser beam to enter and exit the reactor are 
ZnSe windows with an anti-reflective coating.
　The optics are placed on an optical table as shown 
in Fig. 12. To avoid vibrations from the system or 
external sources to the optical table, the optical table 
is physically separated from the rest of the system 
and is equipped with air-suspended legs. In the table, 
a rectangular cut-out is made to accommodate the 
reactor, which is supported on a separate stand. The 
optical table has a dimension of 1.2m×2.4m, provid-
ing plenty of space for optics and future planned mea-
surement systems, such as in-situ measuring equip-
ment for observing the particle formation processes 
in the reactor.

4.3 Reactor
　To accommodate the reaction zone in a controlled 
atmosphere for generating oxygen-free nanopar-
ticles, a reactor body was designed and built.  A 3-D 
impression of the reactor is shown in Fig. 13. 
　The body as shown above is milled from one piece 

Fig. 11 Schematic representation of the set-up.
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of stainless steel 316. Creating it from a monobloc re-
duces the chance of leakages and increases the abil-
ity to withstand pressure differences. The reactor has 
8 identical viewing ports that provide optical access 
for observation or measuring purposes. The equal-
sized ports provide the opportunity of using various 
pieces of equipment on each port and of interchang-
ing them without problem. The ports can accommo-
date optics with a diameter up to 75 mm and are fixed 
by flanges bolted to the reactor.
　The bottom and top of the reactor each has a flange 
connection for easy mounting of parts or equipment. 
For example, at the bottom, a nozzle can be accom-
modated while at the top, an exhaust hood can be 
fitted. A 2D cut view and top view of the reactor with vari-
ous parts as used in this study is shown in Fig. 14. 
　In the top and bottom of Fig. 14, the nozzle as pre-
sented in section 3.4 is shown. The nozzle is mounted 

on a flange that is bolted to the bottom of the reactor 
body. Although not shown in this figure, it is pos-
sible to adjust the nozzle in height with respect to the 
flange on which it is mounted.
　In the top figure, a flushing system is also shown. 
The purpose of the system is to keep the ZnSe win-

Fig. 13  3-D impression of the reactor. Eight identical ports provide good 
optical access. The top and bottom flanges provide connections 
for any kind of nozzle and chimney design.

Fig. 14 2-D top view (top) and cut view (bottom).

Fig. 12 Optical table and optical arrangement.
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dows free from particles originating from the flame. 
This is done because the ZnSe windows are suscep-
tible to breakage. Breakage can happen if hot spots 
are created by deposited particles heating up on the 
surface. In the flushing system, a nitrogen flow is 
directed toward the window via 24 holes (N2 in, Fig. 
14 top view) to create a sheet of nitrogen and a net 
gas flow toward the flame. The nitrogen can be with-
drawn from the chamber (N2 out, Fig. 14 top view) 
to avoid possible disturbance of the flame in the reac-
tor. In the experiments reported here, this withdraw-
al option is not used.
　On top of the reactor body, a flange connection is 
fitted to permit any type of exhaust hood to be easily 
mounted. The function is to guide the particle-laden 
gas stream to the particle collection system and pre-
vent particles depositing inside the reactor chamber. 
The exhaust hood is a conical chimney as depicted in 
Fig. 15.
　As described in the previous section, the reactor is 
physically separated from the optical table. The reac-
tor is placed on a stand that is fitted inside the optical 
table.

4.4 Particle collection section
　The particle-laden gas stream exiting from the 
reactor is the input of the filtration section. This sec-
tion consists of three filtration units (see Fig. 11): 
a product collection filter, a disposable waste filter 
and a disposable pump protection filter. The stream 
can be directed to the product collection filter or to 
the waste product filter. In this way, one can choose 
to keep the produced powder for further processing 
or, if this is not desirable, to dispose of it in the waste 
filter. Disposing of the powder is done mainly dur-
ing start-up or shut-down procedures; the process is 
not stable in these phases and will not produce the 
required powders. If the process is stable and it is 
desired to keep the product, the stream is directed to 

the collection filter by switching a three-way valve.
　The collection filter is a newly designed device be-
cause off-the-shelf solutions are not available for this 
production rate and for the particle sizes produced 
by the laser CVP system. The device was built within 
the TU-Delft facilities. It is based on surface filtra-
tion using high-temperature ceramic filters (Herding 
Alpha filter). Powder gathers on the filter’s surface 
forming a compact filter cake. When the cake causes 
the pressure drop to exceed permissible values, the 
filters are cleaned by pulsing nitrogen in the opposite 
direction to the flow. The filter cake breaks off from 
the ceramic filters and is collected in a glass collec-
tion vessel. The filter and vessel can be closed off by 
two gate valves, allowing removal of the jar without 
letting oxygen enter either the vessel or filtration sys-
tem. 
　The remaining waste gas, coming from either the 
collection filter or waste filter, is directed to a second 
filter (Camfill Farr 1D200). This filter is used to pro-
tect the pump by filtering out the remaining particles 
from the gas stream. 

4.5 Pump and exhaust system 
　A pump is used to permit controlling the pressure 
and to keep a flow in the system. The pump used 
here is a dry roughing pump (ACP28G, Alcatel Vacu-
um Technology) as this pump is able to pump with an 
almost atmospheric inlet pressure.
　To obtain control over the pressure in the reactor, 
an extra nitrogen flow is introduced just before the 
inlet of the pump. The amount of nitrogen injected 
is regulated by a proportional valve. The amount 
of nitrogen depends on the desired pressure in the 
reactor and the pumping speed of the pump. The pro-
portional valve is regulated by a pressure reader and 
controller (PIC) connected to the reactor. If, for in-
stance, the pressure in the reactor rises, the amount 
of nitrogen injected in front of the pump will decrease 
and vice versa.
　The gases leaving the pump are vented in a stack 
which is connected to a blower. The stream is diluted 
about 10,000 times with outside air before finally 
being purged to the atmosphere. The dilution is 
performed to keep the level of exhaust gases within 
explosion or environmental limits. These levels will 
not be reached during normal operation but can be 
reached when anomalies occur during production.

4.6 Control system
　Measurable values are monitored and control func-
tions are performed by a Programmable Logic Con-

Fig. 15 Exhaust hood for guiding particles to the exhaust system. 
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troller (PLC). The PLC is often used in industry as it 
is a reliable tool to control set-ups. Safety procedures 
are programmed in the PLC that intervene when an 
anomaly occurs in the set-up. When an anomaly is de-
tected, the PLC will run a procedure that brings the 
equipment in a safe state. A PLC is chosen for this 
purpose as PCs are too unreliable for this task. The 
PLC is connected to a PC that runs Labview, which 
is the interface to the user. Sequential procedures or 
recipes are programmed in Labview that operate the 
equipment in a certain sequence to arrive at produc-
tion state.

5. Experiments and Results

5.1  Synthesis conditions of silicon nanoparti-
cles

　The synthesis of silicon nanoparticles was carried 
out with SiH4 as the gas precursor in a N2 5.0 atmo-
sphere. The whole set-up is flushed with 10 l/min 
of N2 overnight before synthesis takes place. The 
pressure of the reactor is kept at 800 mbara during 
flushing and synthesis procedures. Silane is fed to 
the inner nozzle and is diluted by nitrogen through 
the ammonia MFC. A correction factor was applied 
to determine the correct nitrogen flow. From the first 
set of experiments, two samples were chosen for a 
detailed analysis. For practical reasons, these two 
samples are named Si-1 and Si-2, respectively. The 
experimental parameters can be found in Table 1.
　A picture of the flame of Si-2 synthesis is shown in 
Fig. 16.

5.2 Particle production
　Analyses were carried out on the samples men-
tioned in section 5.1. The size and morphology of 
the product were studied via transmission electron 
microscopy and X ray diffraction. The surface chem-
istry and the thermal stability upon oxidation were 
investigated via infrared spectroscopy and thermo-
gravimetric analysis, respectively. It is of extreme 
interest to compare the produced particles with a 
reference sample. In this case, nano-Si from Aldrich 
(CAS 7440-21-3) was chosen for this purpose. The 
commercial product’s specifications given by Aldrich 
are: particles are synthesized via the same technique 
used in this work, laser CVP, and the particles are 
smaller than 100nm (TEM).
　For the Si-1 sample, the primary particles are ap-
proximately 20 nm with a spherical shape and the 
particle size distribution seems to be narrow (see 
Fig. 17B). In the Si-2 case, the particle size distribu-

tion is much broader (Fig. 17C). Small particles (20 
nm) are surrounded by bigger ones (50-70nm), often 
sintered together in bigger aggregates of irregular 
geometry. There are many more aggregates in Si-2 
(17C) compared to Si-1 (17B). A close-up of the Si-2 
sample (Fig. 17G) shows a high crystallinity of the 
particle’s core. The outer shell has a thickness of 
around 2 nm, is amorphous, and probably formed by 
an SiOx passivation layer formed immediately after 
the synthesis, as a spontaneous reaction with small 
oxygen impurities38). Looking at the TEM picture of 
the commercial particles (Fig. 17A), it is clear that 
our primary particles are much smaller and much 
more uniform in size than the Aldrich product. The 
commercial particles are around 100 nm in size, poly-
dispersed, aggregated and their shape is not well-
defined.
　The two samples differ also in color (see Fig. 18). 
The first sample, Si-1, looks brownish while the sec-
ond one, Si-2, is going more toward yellowish-green, 
which resembles the commercial powder color.
　XRD spectra of the three samples are shown in 
Fig. 19. They were recorded with a Bruker AXS 
D8-Advance dif fractometer. The crystallographic 

Fig. 16  Flame in the laser CVP reactor during Si-2 synthesis. The picture 
is taken from an optical window parallel to the laser beam.

Table 1.  Experimental parameters used during the synthesis of the rep-
resentative samples

Si-1 Si-2

Reactor P [mbara] 800 800

SiH4 Flow Rate [l/min] 0.24 0.12

N2 Dilution Flow rate [l/min] 2.16 2.28

N2 Sheath Flow rate [l/min] 11.34 14.34

Laser Power In [W] 510 890

Laser Power Out [W] 250 575
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distance between 111 planes is in good agreement 
with the calculated one from the electron diffraction 
pattern given by the TEM micrograph shown in Fig. 
17G.
　The crystallite sizes calculated with the Sheerer 
formula result in 4.8, 14.4 and 34.6 nm for the Si-1, 
Si-2 and Aldrich samples, respectively. It is important 
to keep in mind that the crystallite size can differ sig-
nificantly from the primary particle size, especially 
in the case of polycrystalline particles. In all cases, 
reference peaks of silicon are found (PDF i ) number: 
75-0590), whereas no evidence of crystalline silicon 
oxides phases are found. It is likely that the thin pas-

sivation layer is amorphous, therefore not giving any 
significant contribution to the diffraction peaks. Its 
presence on the particles’ surface is further con-
firmed by IR spectroscopy.
　FTIR analysis was performed with a “Perkin Elmer 
Spectrum one FTIR”. The powder of sample Si-1 was 
investigated in transmission mode. The sample was 
prepared as a solid pellet, after mixing the Si powder 
with dry KBr. The resultant spectrum is shown in 
Fig. 20. From the spectrum, it is clear that the sam-
ple contains water adsorbed on the surface (υ=1628 
cm-1) . Moreover, the surface is oxygen-terminated as 
confirmed by the stretching (υ1s=1068, υ2s=806, 
υ3s=649 cm-1) and bending (υ1b=978, υ2b=470 
cm-1) vibrational modes of Si-OH and Si-O-Si groups. 
The outer shell of the particles behaves in the same 
way as silicon oxide39). The OH groups on the surface 
can be used for chemical modification of the particles 40).
　Different reactions can be carried out via surface 
chemical modification of the hydroxylated silicon 
surfaces, such as silanization, halogenation, amina-
tion, alkylation and alkoxylation. In this way, it is pos-
sible to tune the electronic and optical properties of 
the silicon nanoparticles, thus raising its number of 
possible applications in solid-state electronic devices 41).
　As confirmed by the thermal analysis (PerkinEl-
mer TGA7), the passivation layer is stable up to 
200ºC, as shown in Fig. 21. In excess of 200ºC, the 
sample starts to increase its weight as a result of the 
oxidation reaction in the core of the particles. Good 
evidence of the chemical stability is the fact that upon 
air exposure, the powder does not change color, even 

Fig. 18  Pictures of the produced powders. Left: Si-1 sample. Right: Si-2 
sample.

Fig. 17  TEM micrographs of analyzed powders. Fig. A shows the Al-
drich powder. Fig.s B, D and F show the Si-1 sample at different 
magnifications. Fig.s C, E and G show the Si-2 sample at differ-
ent magnifications. Fig. G shows the crystallinity of the particle 
core of the Si-2 sample.
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after a period of a month. 
　Although the reactor was not tested at full produc-
tion capacity, the maximum rate that is achievable 
with the current MFC is approximately 100 grams 
per hour. This increases the production rate by a fac-
tor of 10 compared to the previous lab scale reactors. 
The production rate of the Si-1 sample achieved so 

far was approximately 16 grams per hour, although 
the synthesis was shorter than one hour. The cur-
rent synthesis experiments run for approximately 
20 minutes and yield 5 grams of silicon nanopowder. 
The synthesis was limited because of particle re-
circulation in the reactor. This was measured by an 
increase in energy absorption of the CO2 laser beam 

Fig. 19  XRD spectra of the produced silicon powder and the Aldrich 
powder.

Fig. 20 FTIR spectrum of Si-1 sample.
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during the synthesis and was observed by particle 
deposition on the windows and internal walls of the 
reactor. The problem of recirculation is currently 
being addressed by using a different exhaust hood 
design. After successful testing, the production rate 
will be increased to explore the full capabilities of the 
system. It is important to note that these results are 
from the very first batch of experiments. Attempts 
will be made to improve the powder characteristics, 
which are already remarkable when compared to the 
commercial Aldrich material. For this purpose, the 
synthesis conditions (e.g. laser intensity, pressure, 
concentration of reactants, gas speed) related to 
the product features are currently under investiga-
tion. Until now, the porous plate was not used. In the 
future though, this will be used to obtain a flat gas 
velocity profile. It is anticipated that a flat velocity 
profile will improve particle characteristics.

6. Conclusions

　The laser CVP process is a very promising tech-
nique for the production of highly pure nanoparticles 
with a narrow size distribution. To become industrial-
ly applicable, however, the synthesis apparatus must 
be improved. In this study, a new design is presented 
that focuses on the improvement of product homoge-
neity and on increased production rates. 
　The improvement of the product homogeneity, in 
size and composition, comprises the concept of a uni-
form reaction zone. For these purposes, the reaction 
zone was studied in relation to the nozzle and the la-
ser beam geometry. In particular, in order to achieve 
mono-dispersed nanoparticles, it is important to have 

a good match between the laser beam intensity pro-
file and the gas velocity profile. In this way, different 
gas elements have the same probability of absorbing 
the same amount of energy, resulting in a uniform 
heating along the reaction zone and therefore in a 
mono-dispersed product.
　The concept resulted in a newly built reaction zone 
that consists of a rectangular nozzle and an almost 
rectangular laser beam. The reaction zone is built 
into a new and flexible reactor that is capable of pro-
ducing highly pure nanoparticles at production rates 
of between 10 and 100g/h. Its flexibility is reflected 
not only in the different types of materials that can 
be produced, but also in the modular configuration 
of the reactor body toward the auxiliary components 
(i.e. nozzles, hoods, investigation devices). The set-
up consists of a main core, the reaction chamber, and 
the following auxiliary units: gas supply system, CO2 
laser and optics, filtration section, pump and exhaust 
system, safety control unit (PLC).
　The system has not been tested extensively yet, 
but the first encouraging experimental results are 
shown here. Silicon was chosen as a first product due 
to the large number of applications already available 
for this kind of material. Silicon nanoparticles were 
synthesized from a SiH4 precursor in an N2 atmo-
sphere. Different flow rates and laser powers were 
experimented, and two samples were chosen for a 
more extensive characterization. The products were 
characterized via TEM, XRD, TGA and FTIR analyses 
and compared with a commercially available one (Al-
drich). The synthesized products show a narrow size 
distribution and small particle size compared with 
the commercial material. Silicon nanoparticles are 

Fig. 21  TGA plot of Si-1 sample. Sample is thermally stable at room temperature. After a very small de-
crease in weight, probably due to the loss of adsorbed water, the sample gains weight due to oxida-
tion, which starts after 200ºC.
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pure and chemically stable upon air exposure, thanks 
to a thin passivation layer on the particle surface. 
　Future work on the set-up will include a methodic 
characterization of the nanopowder in relation to the 
different experimental parameters used during the 
synthesis. In particular, the effect of laser intensity, 
precursor flow rates, as well as concentrations and re-
actor pressure will be analyzed in respect of the final 
product properties. The system will also be tested in 
order to investigate its maximum production rate in a 
continuous production process.
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1. Introduction

　The ground is the most widespread wet granular 
medium. Nevertheless, many processes of product 
processing start with the wetting of a powder bed 
during a kneading stage. 
　Whatever their nature (agglomerates, dough or 
hard suspension), the wet media obtained can poten-
tially be made up of three dispersed phases: solid, 
liquid and gas. These phases interact through the 
interfaces resulting from the divided character of 
the solid raw material. Many other of processing op-
erations can succeed to this first step of kneading. 

They generate a mechanical stress (tapping, packing 
or extrusion), a thermal or hydric stress (drying, os-
motic dehydration), contributing to the evolution of 
the granular matrix towards its final application prop-
erties. These transformations combine the textural 
properties of the product and the process capabilities. 
The identification of the respective proportions of the 
“product” and “process” aspects in tropisms control-
ling the transformation is the object of a twin analysis 
that requires the follow-up of the relevant description 
parameters of the granular medium throughout the 
elaboration process.
　Based on the relations of volume and mass conser-
vation between the components of a granular medi-
um at a representative elementary volume scale, the 
objective of this work is to propose a global represen-
tation to enable to depict the hydric and textural state 
of a wet granular medium in order to follow their 
evolution when process stresses are applied (com-
paction force, mixing stress, drying speed, etc.). The 
work presented here is a synthesis of many works 
performed on powder processing. The objective is 
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Abstract

　The kneading of a powder generates a product made of three phases (solid/liquid/gas) that 
interact through many interfaces. The respective proportions of each phase can vary according to 
the process parameters and the applied stress. After the initial operation of kneading, the medium 
can also be subjected to other stresses such as packing and thermal stresses or mechanical drying 
which will induce deep modifications in the relative proportions of the three phases. According to 
the twin influence of process strain and the nature of the three phases, the rheological behavior of 
the granular material can vary from that of a rigid solid to that of a more or less deformable plastic 
paste. The objective of this work is to depict, on a phase diagram, the potential states of each fraction 
constituting an unsaturated wet granular medium and their potential connectivity. From an 
experimental point of view, sorption isotherms and capillary retention curves allow determination 
of the two fluid phases state (liquid and gas). The hydrotextural diagram can be considered as a tool 
for the analysis and understanding of the mechanisms occurring during the processing (kneading 
and packing) or drying of wet granular media.
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to focus on the hydrotextural variations of materials 
during the unit operation constituting the process-
ing of powders. In this way, the use of the hydrotex-
tural diagram permits following the transformation 
paths during processing from the wetting stage to 
drying. This representation of hydric, textural and 
rheological aspects corresponds to the definition of 
the thermodynamical approach of a system’s states 
starting from a phase diagram. Applied to dispersed 
media as granular media, this macroscopic concept 
of a phase diagram was initiated by Matyas and 
Radhakrishna1）, to describe the hydrotextural state 
of an unsaturated soil subjected to hydromechanical 
stress. These authors showed that four parameters 
are necessary to completely define the state of an 
unsaturated soil:  the water content (w, which is the 
ratio of the liquid mass to that of the solid) and the 
void index (e which is the ratio of the void volume to 
that of the solid phase) on the one hand, and the net 
mechanical stress and the capillary suction on the 
other hand. On state surfaces, which are diagrams 
built starting from experimental tests, it is possible 
to depict the “loading path”. These paths symbolize 
the potential “trajectories” of a soil state subjected to 
mechanical and/or hydric stress, and are common in 
geotechnics. 
　Furthermore, the existence of particular state 
transitions such as the blocking transition (jamming 
transitions) observable on discrete systems (colloids, 
macromolecules, powders) for specific concentra-
tions, inspired Liu & Nagel2） who proposed a jam-
ming phase diagram specific to the soft matter. This 
phase diagram established for “homogeneous” media 
is based on the temperature (T), the applied stress 
(Σ) and the reverse of compactness (1/φ  where φ
is the ratio of the apparent volume to that of the solid 
phase). When the particles are large enough to be 
insensitive to Brownian agitation (which is the case 
of the dry granular media), the system is defined as 
a zero-temperature system. Two parameters (com-
pactness and applied stress) can describe the state 
of such a system. This type of representation is then 
used to depict the packing or the tapping of such 
materials3）. When such media are composed of sev-
eral components, it is necessary to supplement the 
description by parameters informing about the rela-
tive proportions of each component. In the case of a 
trisphasic media such as unsaturated wet granular 
media, it is necessary to take into account another pa-
rameter, for example the water content. The reverse 
of compactness and the void index are related by a 
linear relation: 1/φ ＝1＋e, and it is thus possible to 

note that the approaches of Matyas and Radhakrish-
na and Liu & Nagel are obviously isomorphous.
　On this basis, we propose the development of a 
“hydrotextural diagram” 4,5）, constituting the synthe-
sis of the previously quoted works improved by the 
positioning of limits describing the connectivity state 
of the involved phases as well as their consistency 
state. The tests which make it possible to locate the 
state transitions of the wet granular medium will be 
briefly described. The first test allows the plotting 
of the water sorption isotherms which make it pos-
sible to identify the water proportion necessary to 
permit formation of the saturated monolayer and the 
appearance of the capillary condensation phenom-
enon (that marks the end of the hygroscopic field). 
Beyond this water content, the pendular state occurs 
during which the interstitial water generates capil-
lary bridges between solid particles. The second test 
allows plotting of capillary retention curves mainly 
used in geotechnics. This test makes it possible to 
follow the variation of the water content of a sample 
with respect to the values of applied capillary suction 
increments. The curves established here for various 
compactness values allow identification of (i) the re-
sidual water content that corresponds to the value be-
yond which it becomes funicular (thus ensuring the 
connectivity of the liquid phase), and (ii) the water 
content of air inlet. Other geotechnical tests make it 
possible to identify the rheological consistency limits: 
the liquid and the plastic limit 6）. The depiction of all 
these limits depends on the intrinsic characteristics 
of the product and its affinity with the added wet-
ting liquid phase. Stresses generated by the process 
(mechanical, hydric, etc.) will then lead to depiction 
of the produced states within the diagram. It is thus 
possible to anticipate and estimate the reaction of the 
granular medium to the stress imposed by the pro-
cess. In this study, the hydrotextural diagram is spe-
cifically plotted for tests carried out on kaolin wetted 
by distilled water. The phase diagram of this mixture 
subjected to static packing is then shown. The textur-
ing phenomena appearing during kneading, packing 
and drying of such a granular medium are specified.

2. Materials and Methods

2.1 Materials
　The raw material chosen for this study is a cohe-
sive powder: kaolin. This is a clay, classified in the 
category of non-swelling clays thanks to its structure 
made of rigid layers which prevent liquid penetra-
tion7）. The true density ( ρ∗s ) of the raw material 
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is measured with a helium pycnometer 1305 (Mi-
cromeritics) and is equal to 2580 kg/m3. A granulo-
metric analysis, performed with a Malvern Master 
Sizer (Malvern instrument), allowed determination 
of the d50 which is equal to 8.8 µm for kaolin native 
particles. Distilled water is used as the wetting liquid. 

2.2  Determination of consistency limits and flu-
id percolation thresholds

　Consistency limits are defined as the water content 
corresponding to changes in the product’s mechani-
cal behavior from solid to plastic and from plastic to 
pseudo-liquid. Atterberg limits6,8） are measured ac-
cording to the French standards which define liquid 
limit (wL) as the water content of transition between 
the plastic and the pseudo-liquid state9）. The plastic 
limit (wP) corresponds to the water content of transi-
tion between the solid and the plastic state10）.
　Fluid percolation thresholds and more generally 
hydrotextural limits are determined on cylindrical 
samples of the product according to two methods. 
The first method consists in identifying two specific 
water contents (wmono and wcapil) on an isotherm curve 
established for several product samples of dif fer-
ent initial solid volume fractions. These two values 
correspond to the water content allowing the satura-
tion of the specific surface area by water molecules 
(wmono) and to the outbreak of capillary condensation 
phenomenon (wcapil) 11）, respectively. Analysis of the 
isotherm curves by the BET12） and GAB13） approach 
makes it possible to define these specific water con-
tents. From an experimental point of view, isotherm 
curves are plotted after experiments carried out in ac-
cordance with the gravimetric method conducted in 
an isotherm vessel where T=25℃ and RH varies be-
tween 7 and 96%. The follow-up of the sample dimen-
sions during the experiments allows determination of 
the solid volume fractions relative to wmono and wcapil. 
Repetition of this experiment for various initial solid 
volume fractions makes it possible to obtain coordi-
nates (w, φ ) that delineate specific zones of the hy-
drotextural diagram4）. The second test corresponds 
to a draining/imbibition experiment conducted on 
product samples over a controlled capillary suction14）

. This test is carried out with a pressure plate that 
makes it possible to identify the water contents for 
which the fluid phases are connected within the sam-
ple. The capillary suction curves (volumetric water 
content versus capillary suction for different values 
of sample compactness) make it possible to identify 
the residual water content (wr) and the inlet air water 
content (wi). wr corresponds to the water content 

for which the connectivity of the liquid phase is due 
only to water films at the particle surface 14）. The 
water content of the inlet air is the water content for 
which the gas phase is not connected anymore in the 
matrix. The repetition of this experiment for various 
initial solid volume fractions makes it possible to ob-
tain coordinates (w, φ ) that delineate specific zones 
on the hydrotextural diagram which correspond to 
those where liquid and gas phase are connected. 

2.3 Kneading, packing and drying methods
　Kneading. Wet masses are processed in a plan-
etary mixer (Kenwood Major 1200). Rotation speed 
and dry load are constant and fixed at 70 rpm and 200 
g, respectively. The wetting liquid is added steadily 
during 3 min. The wet mass is then homogenized for 
another 3 min before draining the mixer content on 
a smooth and clean surface. The water content, de-
fined by the ratio of water to dry solid mass, ranges 
from 0% to 77%. Wet mass samples could be in two 
different states: an agglomerate bed at a water con-
tent lower than the plastic limit5）, and a dough for 
higher water content values. We consider here the 
agglomerate state with two characteristic scales: the 
agglomerate scale and the bed bulk scale. Measure-
ments of water content, compactness and saturation 
degree are in accordance with the methodology 
defined by Ruiz et al.4） and Rondet et al.15）. To define 
these hydrotextural variables Vb, Va (the bed bulk and 
agglomerates volumes, respectively), mw and ms (wa-
ter and solid masses, respectively) must be assessed. 
The volume measurements are carried out by sam-
pling the wet mass with a cylindrical metal ring (Vb) 
of 319 mm3 (∅=7.22 mm; h=7.81mm), or by reading 
the displaced volume (Va) after introducing weighed 
amounts of one or more agglomerates into paraffin, 
respectively. The wet masses sampled with the metal 
ring are weighed before and after drying in an oven 
(105℃ over 24 h), the water content of each sample 
is evaluated by means of the ms and mw. Concerning 
the water content of the immersed agglomerates, this 
is evaluated on agglomerates of equivalent size taken 
in the same wet mass and placed in the oven (105℃ 
over 24 h).
　Packing. The samples are subjected to an uniaxial 
packing. This is carried out after the kaolin is knead-
ed with water, 20 g of this mixture is then placed in 
a cylindrical metal mold (2.54 cm in diameter and 19 
cm long). Measurements are carried out using an 
instrumented press that controls the displacement 
rate of the piston in the mold (1 mm/s). The pack-
ing pressure resulting from this displacement is also 
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measured. During the test, the air is drained, which 
does not generate overpressure. The piston stops 
as soon as the net stress is equal to the set pressure 
(0.4; 1; 2; 4 MPa). The water content (w) and com-
pactness (φ ) of the sample are measured at the end 
of the test by weighing them before and after drying 
(105℃ for 24h). The volume of the compact sample, 
necessary for calculation of its compactness, is de-
duced from the displacement of the piston at the end 
of the packing experiment.
　Drying. The samples are dried in soft condition 
(constant and low temperature and immobile air). 
Thus, only the relative humidity (RH) of air could 
vary by using the saturated saline solutions method 
(7, 22, 33, 43, 63, 75, 85, 91 and 96%) at constant tem-
perature 25℃ . During the experiment, each sample 
(placed in different cells) was removed to measure 
its mass and dimensions. The samples were weighed 
on a balance (accuracy 0.01 milligram) to monitor 
the water loss, and their mean sizes were measured 
consecutively with a digital thickness micrometer 
(0.02 mm precision). Dry mass (ms) is measured at 
the end of the experiment by placing the sample in an 
oven (105℃) for 24 hours. All these measurements 
do not exceed 2 minutes per manipulation and do not 
significantly disrupt the observed results.

3. Construction of the Hydrotextural Diagram

　In accordance with Matyas and Radhakrishna 1）and 
Liu and Nagel2）, the phase diagram of a wet granular 
medium is a graph plotted in the benchmark made up 
of compactness (φ = Vs/Vb with Vs andVb  being re-
spectively the solid volume and the apparent volume 
at the bed bulk scale or the agglomerate scale), of 
water content (w = mw/ms ) and of the operational 
parameter related to the transformation undergone 
by the product (Σ). However, independently of the 

transformations which are applied to the triphasic 
medium, it is possible to note in the benchmark (w,
φ ) that particular hydrotextural states can be dis-
tinguished. For example, for each water content, the 
saturation state represents the solid volume fraction 
needed so as to saturate the granular media with wa-
ter (Fig. 1). 
　It depends only on the ratio of the solid ( ρ∗s ) and 
the real density of the liquid ( ρ∗w ). If the constitution 
of a phase diagram makes it possible to establish a 
potential cartography of the states of the system, it 
becomes capital to identify the trajectories that the 
transformation path can take during the elaboration 
process (wetting/kneading, packing and drying). 
　Fluid phase states. The establishment of sorption 
isotherms of kaolin at different compactness makes it 
possible to identify the extent of the hygroscopic field 
of the product and then the transition towards the 
pendular state (Fig. 2a). The equilibrium water con-
tents are depicted according to the relative humidity 
(RH). These isotherms are classified as a type 2 11） 
and correspond to isotherms usually obtained with 
nonporous or macroporous adsorbents on the sur-
face of which the adsorbed layer gradually thickens. 
This is characteristic of a multi-molecular adsorption. 
The GAB model 13） makes it possible to identify, for 
each isotherm, the water content necessary for satu-
ration of the surface of the particles by a molecular 
monolayer (wmono) and the water content that marks 
entry in the capillary field (wcapil). The capillary state 
is consecutive with the establishment of capillary 
menisci between the adsorbed water layers. The sys-
tem has a sufficient interfacial energy to ensure the 
establishment of capillary bridges between grains. 
The Laplace pressure reaches the order of magni-
tude of the disjunction pressure. The localization of 
the coordinates (wmono, φ mono) and (wcapil, φ capil) on 
the hydrotextural diagram makes it possible to de-
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limit a “hydrotextural” surface corresponding to the 
establishment of a saturated molecular mono-layer 
of adsorbed water and to the appearance of capillary 
bridges marking the end of the hygroscopic field and 
the entry in the pendular field (Fig. 1).
　From the experimental results, the capillary reten-
tion curves can be depicted for each compactness 
value on a semi-logarithmic graph: volumetric water 
content (θ = Vw/V ) versus capillary pressure (Fig. 
2b)16）. Let us mention that the experimental results 
presented are interpolated by the model of Fredlung 
and Xing14）, which allows a better recognition of the 
specific water contents wi and wr. The air inlet water 
content (θ i → wi) corresponds to the percolation 
threshold of the gas phase. When the medium is not 
saturated, and for water contents higher than wi, the 
interstitial gas phase is entrapped in bubbles discon-
nected from each other. Beyond wi the water is in the 
funicular state and the gas phase pressure exists at 
the global scale of the gaseous phase. The residual 
water content (θi → wr) is the equivalent of the inlet 
air water content for the liquid phase. It marks the 
connectivity transition of the interstitial water and 
corresponds to the percolation threshold of water. 
For lower water contents, water is in the pendular 
state of “disjointed” menisci and adsorbed films. For 
higher water contents, the water pressure is a param-
eter that becomes representative of the total hydric 
state of the liquid phase (funicular state). The applica-
tion of a hydrostatic pressure induced a flow of water 
(Darcian flow).
　The positioning of these particular water contents 
on the hydrotextural diagram illustrates this fact and 
makes it possible to locate the characteristic zones of 
the two interstitial liquid phases with respect to the 
compactness state of the solid matrix (Fig. 1). The 
hygroscopic limit and the “lower” limit of the pendu-
lar field are slightly dependent on the compactness 
state of the granular network. Contrarily, the liquid 

and gas percolation thresholds previously defined 
are extremely dependent on the value of the void 
volume. Between these percolation threshold curves 
corresponding to (i) residual water content for the 
liquid phase and (ii) to inlet air for the gas phase, the 
two fluid phases are simultaneously connected within 
the porous network. It is in this zone that the diphase 
flows can take place and the intensive parameters 
such as densities are representative of the macro-
scopic phase state. Beyond this zone of tri-connectiv-
ity, at least one of the phases manifests a local state 
which it is advisable to consider statistically.
　Rheological consistency limits. The granular 
medium is subjected to morphological changes as a 
function of the increase in water content: from a more 
or less pulverulent powder according to its cohesive 
nature, to the saturated state. Conversely, liquid/
solid separation carried out by draining and/or dry-
ing shift the state of the system in the opposite direc-
tion without following the same path of hydrotextural 
transformation. From the dry states to the saturated 
states (of liquid), the rheological consistency of the 
mixture changes markedly by successively crossing 
the plastic limit and the liquid limit 6）. The liquid limit 
(wL) and plastic limit (wP) of kaolin are close to wL 
≈ 0.66 and wP ≈ 0.29, respectively. We checked that 
solid volume fractions which correspond to these wa-
ter contents are located respectively on the saturation 
curve. This experimental result corroborates the ob-
servations of 17） showing that these Atterberg values 
correspond to a quasi-saturated state. The Atterberg 
limits make it possible to define three distinct fields 
of consistency (Fig. 1): solid, plastic and liquid. For 
the water contents higher than the plastic field, the 
medium behaves like a pseudo-liquid, creeping under 
its own weight.
　The superposition of rheological, hydrotextural 
and, although not treated in this “isothermal” study, 
thermal aspects constitutes the hydrotextural dia-

Fig.2  Desorption isotherms -a) and capillary retention curve -b) for kaolin at 25℃.
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gram. This diagram counts the states potentially ac-
cessible by the tri or diphase mixture (dry or saturat-
ed). It reveals phase transitions primarily due to the 
connectivity of the components and to the rheological 
consistency of the mixture. The aptitude of the wet 
granular medium for state transformations is thus 
depicted within the same coherent framework. It is 
advisable, starting from this preliminary cartogra-
phy, to introduce the influences of the transformation 
process applied to the system by integrating their 
specific operating capacities. 
　The aptitude of the mixture on the one hand and 
the process capability on the other hand; this dichoto-
my of principle is reunified within the phase diagram. 
Indeed, by regarding a particular transformation as 
kneading, packing or drying, it is consequently possi-
ble to analyze the influence of one or more represen-
tative operational parameters on the hydrotextural 
state. The phase diagram is then configured by add-
ing the “operational” axis of the thermodynamic pa-
rameter which is characteristic of the transformation 
undergone (i.e. mixing energy, compressive stress, 
relative humidity, etc.).

4. Transformation Path on the Phase Diagram

　The hydrotextural state of an unsaturated wet 
granular medium is initially characterized by its “dis-
tance” to the saturation state (dry or wet). Water con-
tent, compactness and saturation degree (S) (ratio of 
the liquid volume to that of the voids) are linked by a 
conservation balance 4）:

　　
φ(w,S) =

1
1 + d∗s

w
S

 (1)

This equation derives from the saturation curve18）, tak-
ing into account the fact that for unsaturated states 
w = S · wsat  in  equat ion  (1) d∗s = ρ∗s/ρ

∗
w .  This 

relationship indicates that in a dry state (w = 0), 
compactness equals 1, which indicates that the solid 
apparent bulk density equals the real density of the 
solid particles. When the medium is saturated (S =1), 
compactness depends only on the water content and 
the hydrotextural state is located on the saturation 
curve (Fig. 1). Between these two extreme states, 
the medium is not saturated and the relation between 
the saturation degree and the water content S(w) is 
characteristic of the transformation path followed by 
the state of the medium during its transformation.

4.1 Kneading and wetting 
　At the agglomerate scale, Rondet19） suggests a 
power law to describe the relation between the in-

crease in saturation degree and water content (Fig. 
3a):

　　S(w) =


w

wsat

n

 (2)

where wsat is the water content corresponding to satu-
ration of the agglomerate, and n is an exponent rela-
tive to the hydromechanical behavior of the agglom-
erates. Its value is lower than 1 for deformable media 
and equal to 1 for rigid and non-deformable materi-
als. We observe that n is constant during agglomera-
tion under defined process conditions. By reporting 
equation (2) in equation (1), we obtain the relation of 
compactness variation according to the water content 
during agglomeration morphogenesis:

　　 φ(w) =
1

1 + d∗sw
n
satw

1−n  (3)

At the bulk scale, the authors proposed interpolation 
of the experimental dependence of the saturation 
degree on the water content (Fig. 3a), by means of a 
logistic law which corresponds to a sigmoid pattern:

　　S (w) = 1− 1

1 + e
w−wm

d
 (4)

where wm and d are parameters corresponding re-
spectively to the water content when the saturation 
degree equals 50% and the inverse value of the slope 
of the central part of the curve.
　Fig. 3b depicts the hydrotextural diagram of 
kaolin. The texturation curves are plotted showing 
the variation of the solid volume fraction according 
to the water content at the two scales. At the bulk 
scale, three phases can be identified: (i) a phase of 
expansion during which the solid volume fraction is 
lower than that obtained in a dry state; (ii) a phase of 
gentle densification of the medium leading to a soft 
increase in the solid volume fraction until the water 
content reaches the percolation threshold previously 
defined5） and from which the densification is very 
strongly accentuated; (iii) a final phase during which 
the medium reaches the saturation state and the 
solid volume fraction decreases. This phase of dilata-
tion is extended until the granular medium reaches a 
suspension state. This texturing phenomenon, taking 
place between the dry and the saturated state, is the 
result of the interactions between the three phases 
constituting the unsaturated mixture. More explana-
tion of these phenomena can be found in the refer-
ences 5, 15, 19）.

4.2 Texturation by static packing
　In the case of static compaction, Ruiz et al.4） 
showed that the filling of the voids followed a sigmoid 
pattern (Fig. 4) and could be interpolated by eq. (4). 
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　The two parameters of eq. (4) depend on the ap-
plied pressure. It is shown that a correlation between 
the normal compaction stress (σ) and the parameter 
wm exist４):

　　wm ∝
1

aσ + b
 (5)

where a and b are fitting parameters, respectively, 
equal to 0.3499 and 1.1892, and whose physical mean-
ing remains to be defined.
　On the hydrotextural diagram (Fig. 5), these 
transformation paths reveal the same texturing phe-
nomenon as that observed during kneading4, 19） due 
to the static compaction (0,4; 1; 2; 4 MPa).
　By reporting equation 4 in equation 1, it is possible 
to obtain the mathematical expression of the transfor-
mation path (w,φ ): 

　　
φ (w) =

1

1 + d∗sw

1 + e−

w−wm
d


 

(6)

It is shown mathematically that the concomitant ex-
istence of the optima of expansion and densification 
implies that the wm/d ratio is strictly higher than 0.024）. 
In addition, it has been shown that these parameters 
are linearly dependent. This linear correlation is true 

whatever the powder: 

　　d = 0.2368wm + 0.02
 

(7)

　The equations (5) and (7) make it possible to 
directly introduce the influence of the compaction 
stress applied in the expression of the transformation 
path (Eq. 6). Equation 6 describes a state surface 
specific to the packing of kaolin. The state surface 
is depicted in the phase diagram of figure 6. The 
transformation paths specific to the pressures ap-
plied in the experimental study (Fig. 5) correspond 
to projections of this surface in the plan (w,φ ). Fig. 
6 shows that the increase in the pressure submitted 
to the compact respects the texturing phenomenon 
(expansion, densification and dilution) by shifting it 
towards values of increasing compactness.
　On Fig. 7, all the properties obtained from the 
sorption, draining/imbibition and consistency tests 
are overlaid on the transformation path. The textur-
ing phenomenon can then be analyzed from various 
angles. The hygroscopic field extends from the dry 
state to the water content that allows capillary con-
densation and the formation of the first menisci. It is 
for higher water content that is reached the residual 

Fig.3  Textural evolution versus water content, at the agglomerate and at the bulk scale -a) saturation -b) solid volume fraction.
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water content, which marks the end of the pendular 
field and the initiation of the liquid percolation within 
the matrix. From this limit on, the capillary bridges, 
whose number increases up to this point, will be 
gradually drowned by the successive water additions. 
The two fluid phases, water and gas, are then con-
nected: water is in a funicular state. For higher water 
contents, it is possible to locate the water content of 
the inlet air beyond which the gas phase will remain 
in the matrix as entrapped air bubbles. This state 
is obtained for water contents close to 90%. These 
different water contents constitute important limits 
marking the change of the water state within the 
matrix. Whereas the water contents which ensure 
saturation of the molecular monolayer and capillary 
bridges (capillary condensation) are relatively inde-
pendent of the compactness state of the medium, it is 

not the same for the residual water content and inlet 
air water content, whose values increase as the com-
pactness of the medium decreases. The medium den-
sification does not induce a significant variation in the 
surface accessible to water but a reduction in pore 
size, caused by an increase in compactness, reduces 
the water quantity that is necessary to crossing the 
limit which marks the end of the pendular and funicu-
lar field. The superposition of these various fields on 
the evolution of the texturing phenomenon obtained 
after compaction enables us to link the succession of 
the three stages of the texturing phenomenon to the 
liquid phase state within the granular matrix (Fig. 7). 
　Concerning the expansion, the adsorbed water 
films are subjected to a disjunction pressure which 
counteracts the connection of grains, thus generat-
ing a reduction in compactness. Then, beyond the 
water content of capillary condensation, capillary 
menisci develop. These capillary bridges, whose 
number grows in the water content range corre-
sponding to the pendular state, induce a capillary 
Laplace pressure and exert a traction between grains 
and induce a connection, or, in the case of packing, 
promote their local connection. The effect is all the 
more marked that the number of menisci increases. 
The densification slope is thus the more pronounced 
during the field where water is in the pendular state. 
With the increase in wetting, the antagonistic effects 
of the disjunction pressure and of Laplace pressure 
turn in favor of the capillarity, gradually extinguish-
ing the expansion phenomenon to the detriment of 
densification. This phenomenon continues until the 
residual water content from which the connectivity 
of the liquid phase induces a progressive reduction 

Fig.7 Complete phase diagram for kaolin submitted to packing stress.
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in the number of local capillary bridges. This pore 
filling results in a less pronounced densification slope 
up to the optimum of densification. This is obtained 
when all the menisci disappear and when capillary 
traction is exerted in the periphery of the sample 
as is the case in the capillary field. It is important to 
mention that the densification optimum corresponds 
systematically to the inlet air water content. The gas 
percolation threshold in the porous network is con-
comitant with the densification because the result 
of the capillary actions then reaches its paroxysm. 
These water contents correspond to saturation de-
grees close to 90%. Menisci corresponding to the liq-
uid and air interface are circumscribed at the sample 
periphery and thus exert their action synergetically 
on the whole system, as is the case for the action of 
the surface tension around a water droplet. The den-
sification optimum thus corresponds to the definition 
of the Proctor Optimum described in soil science 16）. 
The progressive saturation of the medium decreases 
the capillary actions which will gradually disappear. 
Compactness thus decreases until the total saturation 
state beyond which it will be given by the saturation 
curve of the product. It is the dilution stage for which 
the saturated paste is comparable to a hard suspen-
sion 20）, then to a soft suspension when the solid 
phase is not connected anymore.

4.3 Texturation by drying
　The drying of a saturated kaolin compact pro-
cessed by static compaction implies shrinkage until 
compactness reaches its random close packing value 
( φ ≈0.6) corresponding to the shrinkage limit. At 
this value, the granular medium becomes rigid and 
an interstitial gaseous phase appears (Fig. 8). Before 
this value, the medium remains in a saturated state. 
After this value, the saturation degree varies with wa-
ter content, and follows equation (2), with n = 1. The 
drying continues until the hygroscopic equilibrium 

is reached. Relative humidity had no influence on the 
drying paths (Fig. 8b), except on the equilibrium 
water content given by the desorption isotherm. 
Texturing due to drying in soft conditions is easy to 
model, and the phase diagram is reduced to a single 
curve (Fig. 8b).

5. Conclusion

　This experimental work is classified within the the-
oretical framework of establishing a state diagram for 
this particular soft matter class, i.e. the wet granular 
materials. The proposed diagram makes it possible 
to depict the hydric, textural and rheological states of 
a wet granular medium. Thanks to specific tests bor-
rowed from multiple sciences treating the granular 
media, the hydrotextural diagram of kaolin is experi-
mentally built. This voluntary multi-field approach is 
only a reflection of the phenomenological richness of 
the wet granular media. More pragmatically, this rep-
resentation makes it possible to identify the reparti-
tion of the three dispersed phases within the mixture 
and its densification capacity during packing. 
　This phase diagram is thus a cognitive tool to en-
able the transformation path of a granular product 
during its processing to be followed. This work men-
tions, for example, the similarity between the effects 
of drying and draining on the evolution of the medi-
um compactness. It finally makes it possible to under-
stand, on a continuous medium scale, the succession 
of the various stages of the texturing phenomenon 
induced by the increase in water content. The experi-
mental results make it possible to conclude that the 
succession of these various stages is linked with the 
water state within the matrix. Under the modulated 
effect of the capillary forces, the cohesion of the wet 
granular medium evolves, enabling it to adopt more 
or less compact configurations. 
　The state diagram of a wet granular media appears 

Fig.8  Evolution of –a) saturation degree and –b) solid volume fraction versus water content during drying at different relative humidity.
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that follows the example of its remote cousin the 
state diagram of “molecular” bodies, (i) like a tool for 
identification of the impact of the product and of the 
process on the transformation of a system, (ii) as the 
support of a twin product/process analysis for the 
processing of products with defined functionalities.

Nomenclature 
d  inverse value of the slope of the central part 

of the curve (S=f(w))
d＊s  ratio of the density of the solid to that of the 

liquid [-]
d50  median diameter [mm]
e  void index [-]
mw  mass of water [g]
ms dry mass [g]
n   exponent relative to the hydromechanical 

behavior of agglomerates  [-]
S  Saturation degree, ratio of the liquid to voids 

volume   [-]
T  temperature [℃]
Va volume of agglomerates [cm3] 
Vb volume of the agglomerates’ bulk [cm3]
Vs solid volume [cm3]
Vw volume of water [cm3]
w water content [-]
wcapil  water content allowing initiation of capillary 

condensation phenomenon  [-]
wi inlet air water content  [-]
wL liquid limit [-]
wm  water content when the saturation degree 

equals 50% [-]
wmono  water content of saturation of the specific 

surface area by water molecules  [-]
wP plastic limit [-]
wr residual water content [-]
wsat   water content corresponding to saturation of 

the agglomerate   [-]

Greek letters
θ volumetric water content  [-]
ρ∗s  density of the solid [g.cm-3]
ρ∗w  density of the liquid [g.cm-3]
Σ   applied stress [Pa]
 solid volume fraction [-]
σ normal compaction stress  [Pa]
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1. Introduction

　The formation of inorganic nanoparticles is used 
routinely today to produce a variety of bulk chemicals 
such as SiO2, Fe2O3, TiO2, Al2O3 and ZnO, amounting 
to millions of tonnes a year. They are used industri-
ally as reinforcements, pigments, stabilizers, catalysts 
or catalyst supports, flowing aids, and multiple other 
applications. The formation of nanoparticles can be 
divided into two generally dif fering methods: wet-
chemical and gas-phase synthesis. While wet-chem-

ical synthesis usually results in materials formed by 
thermodynamic control, gas-phase processes enable 
a kinetic control of nanoparticle formation. This 
method is therefore basically favored for the forma-
tion of metastable materials as doped nanoparticles 
and nanocomposites. As there is a variety of different 
reactor concepts such as hot-wall reactor, plasma re-
actor and laser reactor, the bulk synthesis for nano-
sized inorganic particles is covered by flame reactors 
because they enable a cost-ef fective and versatile 
industrial process with high production rates. More-
over, flame reactors are designed for a broad range of 
operating conditions for the control of particle size, 
morphology and composition. Some useful studies on 
the flame synthesis of nanoparticles can be found in 
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the literature 1, 2, 3, 4).
　Due to an increased understanding of size-depen-
dent nanoparticle properties and probable applica-
tions thereof, an increasing demand for synthesis 
methods for the formation of specific nanoparticles 
with tuned properties has evolved. As the flame reac-
tor is the workhorse for the gas-phase formation of 
nanoparticles, this paper addresses different possibil-
ities for the formation of nanomaterials with specific 
properties by flame-synthesis. While we are inter-
ested in a precise understanding of the physics and 
chemistry of the oxidic particles themselves, impuri-
ties were neglected as far as possible. Because, for 
instance, Spicer et al. have already studied the possi-
bilities for the formation of SiO2/C nanoparticles in a 
premixed acetylene/oxygen flame5), we tried to avoid 
uncertainties resulting from such carbon-containing 
flames and complex hydrocarbon flame chemistry 
probably interacting with particle formation. There-
fore, most of the results shown were obtained from 
experiments carried out in a low-pressure, premixed 
H2/O2 flame. The particle formation and growth were 
observed by means of a particle mass spectrometer 
(PMS) for the first few centimeters downstream of 
the flame-stabilizing burner head6). A typical result of 
such a PMS measurement taken during the forma-
tion of SnO2 nanoparticles is shown in Fig. 1. Both 
PMS measurements and TEM investigation of ther-
mophoretically sampled particles are always found 
to be in good agreement with respect to the mean 
particle diameter dp and the standard deviation σ.
　Typically, a reasonable particle growth is observed 
star ting from about 80 mm downstream of the 
burner head (flow coordinate, height above burner), 
as shown in Fig. 2. The specification of the PMS en-

ables measurement of the particles’ size between 2 
and 15 nm. 
　For further investigation, the as-prepared materials 
were usually sampled by thermophoretic deposition 
of the particles downstream of the reactor either on 
TEM grids or on a cooled substrate. 

2. Oxidic Semiconductors

  Semiconducting oxidic nanoparticles such as tin 
oxide and zinc oxide are seriously discussed as trans-
parent conducting oxides (TCOs) for the formation of 
transparent conducting layers as they are used in flat 
panel displays and solar cells, while titania is used as 
the electron-conducting electrode in dye solar cells, 
the so-called Grätzel cells. Up to now, the market for 
TCOs has been dominated by indium tin oxide (ITO) 
and fluorine-doped tin oxide (FTO), mainly prepared 
by chemical vapor deposition (CVD), physical vapor 
deposition (PVD) and sputtering. These methods 
usually require expensive, low-pressure process steps 
and have the disadvantage that a lot of the material is 
not deposited on the substrates but is lost as so-called 
off-spray. Printing methods using nanoparticles such 
as ink-jet printing or roll-to-roll printing would allow 
minimizing the waste of the TCO, but these methods 
are still not able to completely resolve the issue of the 
high cost of ITO7). In addition, the electrical as well 
as the optical performance of printed layers based on 
nanoparticles mostly do not meet the requirements 
for TCO layers. This is mainly due to the two follow-
ing drawbacks:
　1　 Agglomerates and bigger nanoparticles exceed-

ing a size of about 1/10th of the wavelength of 
the visible light decrease the transparency of a 

Fig.1  Comparison between PMS measurement and TEM analysis for the 
formation of SnO2 nanoparticles taken at 110 mm height above the 
burner.

Fig.2  Particle growth of tin oxide nanoparticles downstream of the flame 
reactor as measured with a PMS.
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printed layer due to scattering processes.
　2　 The electrical properties of the printed films is 

poor compared to a common layer prepared by 
CVD or PVD due to poor electrical properties 
of the particles themselves as well as to poor 
particle-particle contacts.

　While the first drawback can be engineered by 
adjusting the residence time as well as the time-tem-
perature profile within the flame reactor, the second 
drawback is more difficult to solve. 
　Almost all oxidic semiconductors are n-type 
conductors, which means that the majority charge 
carriers are electrons. The electrons in the oxides 
originate from oxygen that is released from the lat-
tice leaving behind two charge carriers, and can be 
described by the Kröger-Vink notation:

　　Ox
O ↔ V”O + 1/2O2 + 2e -  (1)

As a result, the adjustment of specific properties with
 respect to the electrical properties requires a tuning 
of the particle composition, especially its oxygen con-
tent during particle formation. 
　Several authors have shown that the fuel-to-
oxygen ratio of flames has an important influence on 
nanoparticle properties such as morphology, size, 
crystallinity and stoichiometry8, 9, 10, 11). In their works, 
the influence of the flame conditions on the stoichi-
ometry and therefore on the electronic properties of 
several oxides are discussed.
In accordance with9), for all experiments the fuel-to-
oxygen ratio phi is defined as

Φ =
mol of oxygen required for complete combustion

mol of oxygen supplied
 (2)

This means for Φ  < 1 that the flame is operated at 
lean conditions while Φ > 1 corresponds to rich con-
ditions. 
　Whereas in industrial synthesis processes Φ is 
usually fixed at a value around 0.5, our experiments 
were performed for values of Φ between 0.25 and 
0.97 to investigate the influence of the fuel-to-oxygen 
ratio on the nanoparticles properties. Experiments 
performed at Φ close to one showed that almost 
no tin oxide or zinc oxide could be produced from 
organometallic precursors under this condition. Tin 
is known to exhibit stable oxidation states of 2 and 
4, however, oxidation states that lie between 2 and 4 
have been identified12). X-ray diffraction (XRD) mea-
surements of the powder received from synthesis at 
Φ = 0.85 showed that the monoxide SnO is formed 
rather than the dioxide SnO2. As is the case with 
many organometallic precursors, the Sn-precursor 
tetramethyltin (TMT) decomposes and forms Sn at-

oms within a few hundred microseconds by thermal 
decomposition. Thereafter, tin oxide is produced by a 
subsequent oxidation of the tin atoms13, 14). As studied 
for many metals, atomic as well as molecular oxygen 
plays an important role for the oxidation of metal at-
oms and suboxides, respectively15, 16). Therefore, the 
oxidation process leading to tin dioxide is expected 
to be incomplete because of the lack of oxidizing 
species. Hence, it is understandable that almost no 
tin oxide was found at Φ > 0.85 due to the fact that 
mainly tin monoxide is formed. Its high vapor pres-
sure prevents the material from condensation within 
the reaction chamber14). 
　Zinc oxide is an amphoteric material that forms 
zinc hydroxides during particle growth within the 
flame and which also has a high vapor pressure like 
tin monoxide17). As a result of the high vapor pres-
sure of tin monoxide and zinc hydroxide at elevated 
temperatures, it was found that noticeable amounts of 
tin oxide and zinc oxide nanoparticles could only be 
produced when Φ > 0.7.
　The results of these investigations show that stoi-
chiometeric H2/O2 ratios may be inadequate for a 
sufficient oxidation of precursor material and the 
formation of the respective oxides is significantly 
dependent on the oxidation potential of the flame. A 
1-dimension simulation of the gas-phase species that 
appear in hydrogen/oxygen flames typically used for 
nanoparticle synthesis was performed with CHEM-
KIN’s PREMIX™. The underlying gas-phase tem-
perature used for the calculation was measured with 
laser-induced fluorescence of traces of NO added to 
the burning gas18). Despite the concentration of the 
educt gases hydrogen and oxygen, the diluent argon, 
and the product water, it was only hydrogen, oxygen, 
and OH radicals that showed a noteworthy concen-
tration along the reaction path while the concentra-
tion of HO2 as well as H2O2 is negligible. Except for 
molecular oxygen, species with oxidizing and reduc-
ing properties for Φ = 0.5 and 0.85 are shown in Fig. 3.
　The simulation shown in Fig. 3 indicates that in 
the case of Φ = 0.5, the concentration of the oxidiz-
ing radicals O● and OH◯ (filled symbols) reaches the 
maximum shortly after entering the reaction zone 
at about 20 mm height above the burner head, and 
the portion of the reducing gases H and H2 vanishes 
very fast. In the case of Φ = 0.85, the concentration 
of O/OH compared to H/H2 is clearly lower. A high 
concentration of oxidizing species is vital for the oxi-
dation process and their concentration with respect 
to the height above burner is indicative of the degree 
of oxidation at that position. Hence, the oxidation of 
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the metal  is assumed to be highly sensitive to the 
oxidation potential at the early particle formation due 
to no further increase of the concentration. As for low 
initial concentrations of oxygen, this concentration 
and the residence time within the reactor isn’t suf-
ficient for the formation of some materials with the 
highest possible oxidation state, and an oxygen-con-
centration-dependent stoichiometry is synthesized. 
As a result, the electrical as well as optical properties 
change due to the conditions during particle growth. 
Table 1 summarizes some of the results obtained 
from electrical measurements on tin oxide powders. 
　To measure the resistivity, a few mg of the as-
prepared powders were pressed into thin pellets with 
a diameter of 5 mm. The thickness was measured 
and the AC impedance of the pellets was investigated 
by putting them between 2 plane platinum electrodes19). 
The DC conductivity was extrapolated from the low-
frequency data measured, and the resistivity was cal-
culated by means of the geometrical data.
　As a second example, the insufficient oxidation 
during the formation of TiO2 nanoparticles via syn-
thesis in the premixed flame reactor will be dis-
cussed. The synthesis of titania with a decreasing 
amount of oxygen results in colored material and the 
color can be tuned from white to pale yellow to pale 
blue. As previously reported, this change in color is 
strongly dependent on defects originating from oxy-
gen vacancies that give rise to color centers 20, 21, 22). 
It is assumed that these defects are responsible for 
an increased catalytic activity of those materials20). 

Additionally, a high oxygen flow rate tends to favor 
the formation of the anatase phase, while a low oxy-
gen flow rate promotes the formation of the rutile 
phase 23, 24).
　Oxygen vacancies also play an important role in 
the defect luminescence of zinc oxide at around 2.25 
eV, while simultaneously quenching the band gap 
and near-band gap luminescence in the blue around 
3.25 eV. These oxygen defects can be prevented via 
a wet chemical route with subsequent surface ter-
mination25, 26). An extreme excess of oxygen during 
the formation of zinc oxide from the gas phase can 
nevertheless also be successfully used to produce 
ZnO nanoparticles that show almost no defect lumi-
nescence, as can be seen in Fig. 4.

Fig. 4  PL spectra of ZnO from the gas phase synthesized at Φ = 0.5 (red 
graph) and with extreme excess of oxygen.

Fig.3  Mole fraction of O●, OH●, H● and H2 in a H2/O2/Ar premixed flame calculated with PREMIX™ for Φ = 0.5 

(left) and 0.85 (right).
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Table 1： Resistivity of as-synthesized tin oxide nanoparticles under ambient conditions syn-
thesized at 0.98 < Φ < 0.25

Stoichiometry Φ Crystal structure Color Resistivity / Ωm

SnO2 0.25 tetragonal (Rutile) white 14.8 • 103

SnO1.74 0.63 tetragonal (Rutile) light yellow 7.4 • 103

SnO1.4 0.85 tetragonal (PbO) light gray 4.8 • 103

SnO 0.98 tetragonal (PbO) gray 0.98 • 103



KONA Powder and Particle Journal No.27 (2009)190

3. Nanocomposites 
  The kinetic and/or temperature control of particle 
formation in flame reactors not only opens a broad 
range with respect to their oxygen content, but also 
enables the formation of specific nanocomposites. 
Several authors have shown that, depending on flame 
conditions and temperature, different types of com-
posites are accessible27, 28). The authors have shown 
that both particles of one kind homogeneously em-
bedded in a second material as well as homogeneous 
mixtures of two kinds of particles are accessible. 
They also found that the existence of a second phase 
may influence size, morphology and crystallinity. 
This paper will focus on the physicochemical prop-
erties of the composites. The TiO2/SnO2 and SiO2/
Fe2O3 systems will therefore be discussed in detail. 
The phase diagram of SnO2/TiO2 shows a big misci-
bility gap (see Fig. 5) and in thermodynamic equilib-
rium, a segregation of SnO2 and TiO2 is observed. A 
couple of scientists have investigated the properties 
and main dif ferences of SnO2/TiO2 composite par-
ticles and films compared to mixed oxides (i.e. substi-
tution of Ti with Sn in the TiO2 lattice and vice versa) 
with respect to their photocatalytic potential29, 30, 31). 
　The photocatalytic activity of titania mainly de-
pends on the formation of electron-hole pairs (ex-
citons) and the strong oxidation potential of the 
hole. In TiO2, excitons can be created under UV ir-
radiation, and the composite material TiO2/SnO2 is 
expected to improve the transport of electrons from 
titania to tin oxide. The spatial separation of electrons 
and holes prevents the excitons from recombination 
and increases the photoactivity. In comparison to the 
composite material, the increase in photoactivity of 
the mixed oxides is expected to originate from an 
increase in band gap energy of the solid solution 
Ti1-xSnxO2. 
　Whereas usually, different routes for the formation 

of composites and mixed oxides are required, flame 
synthesis has the ability to produce both composites 
as well as mixed oxides. Due to the high temperature 
gradient in flame reactors in the order of 104 – 106 
K/s 33), phase compositions can be quenched without 
segregation “freezing” the actual mixture. As has 
been shown by Akurati et al.34), the flame synthesis of 
segregated TiO2/SnO2 nanocomposites is accessible 
probably due to a relatively low temperature within 
the particle formation zone, while experiments in our 
lab for TiO2/SnO2 mixtures ranging from 10/1 to 1/1 
always showed complete solid solutions of both ox-
ides35). The XRD investigations approve this finding 
as the change in lattice constants of the synthesized 
materials behaves linearly in accordance with Veg-
ard’s law. It was also found that with an increasing 
amount of tin substituting for titanium, the band gap 
energy for TiO2 shifts from 3.2 eV to higher values. 
　Moreover, the electrical properties of the materials 
are also in accordance with these findings, resulting 
in an increasing conductance when changing the 
composition from almost insulating TiO2 to more 
conducting SnO2 (Fig. 6). The results presented in 
Fig. 6 were obtained from impedance measurements 
taken at 200℃ under synthetic air. They demonstrate 
that pure titania as well as the 10/1 mixture with 
tin oxide show poor conductance and DC behavior 
(pure electron transport) up to a few hundred hertz 
(G’keeps constant with increasing frequency). With 
an increasing amount of tin oxide, the conductance 
increases by about 2 orders of magnitude and DC be-
havior is observed up to a few kHz. 
　As has been shown, temperature control as well as 
oxygen control can dramatically influence nanopar-
ticle as well as nanocomposite growth and properties. 
Furthermore, the kinetics of precursor decomposi-
tion and particle formation also plays an important 
role during the formation of nanocomposites. If the 

Fig.6  Frequency-dependent conductance G’ for different mixtures of 
TiO2 and SnO2.Fig. 5 Phase diagram of the SnO2/TiO2 system, adapted from32).
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evolution of dif ferent particles along the reaction 
path and, as a result, different time scales appear for 
the formation of the respective material, composites 
consisting of one material homogeneously dispersed 
within a second material may result. This principle 
was used for the formation of Fe2O3/SiO2 nanocom-
posites.
　The measurement of the magnetic properties of 
pure and nanosized γ-Fe2O3 (maghemite) exhibits 
a superparamagnetic behavior. Nevertheless, the 
decrease in blocking temperature with decreasing 
particle size wasn’t observed as expected36) and is ex-
plained with magnetic interactions between the par-
ticles. Thus, a spatial separation is required to obtain 
size-dependent magnetic properties. Superparamag-
netic materials do not retain any magnetization in the 
absence of an externally applied magnetic field. Due 
to this property, superparamagnetic nanoparticles are 
of great interest for applications that require a switch-
able magnetism, for example biomedical applications 
such as magnetic resonance imaging, hyperthermia, 
separation and purification of biomolecules, and drug 
delivery. 
　While iron silicates such as the Fe2SiO4 spinel that 
are found in nature usually have evolved under high 
pressure and in the presence of further cations such 
as Mg or Ca, it is not expected that iron silicates are 
formed by clean flame synthesis. This fact was used 
to engineer a material consisting of iron oxide ho-
mogeneously dispersed in silica. As the kinetic coef-
ficients for the decomposition of the precursor iron 
pentacarbonyl (Fe(CO)5) as well as for the oxidation 
of iron atoms reveal a very fast kinetic with respect to 
the formation of iron oxide37), the reaction rate coeffi-

cient of the matrix material source precursor must be 
larger compared to that of iron pentacarbonyl. Thus, 
the precursors tetramethylsilane (Si(CH3)4) and hexa-
methyldisiloxane (HMDSO) were chosen as a source 
precursor for the silica matrix38, 39). As the dilution of 
Fe2O3 in the silica matrix can be adjusted by means 
of the corresponding amount of precursor gases, 
their mean spatial arrangement is directly accessible 
during the synthesis, while the concentration of the 
precursors is proportional to the particle size. Fig. 8 
shows a representative TEM image of an Fe2O3/SiO2 
composite material illustrating the distribution of iron 
oxide within the silica matrix. The inset illustrates 
very clearly that the iron oxide nanoparticles are 
completely incorporated into the silica matrix. Thus, 
the chemistry of this “functionalized” silica is no dif-
ferent to that of common fumed silica.
　SQUID measurements of the samples affirm that 
the iron oxide is superparamagnetic and from XRD 
measurements, a cr ystalline iron oxide phase is 
confirmed. From XRD investigations alone, it is not 
possible to distinguish between maghemite and mag-
netite (Fe3O4). However, Mössbauer spectroscopy 
at T = 4.2 K on pure iron oxide nanoparticles which 
are prepared under otherwise comparable conditions 
had revealed a single sextet with homogeneous line 
broadening, indicating that the particles are single-
phase maghemite36). Furthermore, since the compos-
ites were synthesized at Φ = 0.4, the full oxidation of 
iron resulting in Fe2O3 is expected. 
　From a couple of experiments with various precur-
sor concentrations, Fe2O3/SiO2 nanocomposites with 
similar loading but dif ferent size of Fe2O3 ranging 
from 9 to 28 nm in diameter were obtained. As ex-
pected for these spatially separated γ-Fe2O3 nano-
crystals, a strong relation between the iron oxide 
particle size and magnetization was found, as can be 
seen from Fig. 9. 

Fig.7  TEM micrograph of γ-Fe2O3/SiO2 nanoparticles. The overview 

shows the typical fractal geometry of fumed silica, while the inset 

gives a detailed insight into the homogeneous dispersion of iron 

oxide (dark specks) within the silica matrix.

Fig. 8  Size-dependent saturation magnetization of γ-Fe2O3 nanoparticles 
dispersed in a silica matrix.
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　Within the size range of iron oxide particles that 
have been prepared, the bulk value for the saturation 
magnetization of γ-Fe2O3 is not reached. Therefore, 
if a higher magnetization is required, materials with a 
higher saturation are needed. Iron oxides make this 
possible with the aid of nanotechnology. While bulk 
magnetite Fe3O4 exhibits ferromagnetism at room 
temperature, nanosized magnetite switches to super-
paramagnetism with a size-dependent blocking tem-
perature40). In comparison to maghemite, the satura-
tion magnetism of magnetite is significantly higher, 
achieving 92 emu/g. Hence, the tuning of the oxida-
tion properties within a flame reactor and therefore 
tuning the stoichiometry by adjusting Φ again be-
comes important to force the formation of nanosized 
magnetite. The Evonik Degussa company has used 
this chance of product design to develop a super-
paramagnetic iron oxide/silica nanocomposite called 
MagSilica®41). It consists of nanosized magnetite and 
maghemite with iron oxide nanoparticles sized in the 
range of 5-40 nm. The saturation magnetization of 
this material is higher than that of a pure Fe2O3/SiO2 
nanocomposite. Due to the fact that flame reactors 
enable a cost-effective and versatile industrial process 
with high production rates, first attempts are made to 
use this material in large-scale applications such as 
ferrofluids and for the reinforcement of polymers and 
adhesives. Due to its superparamagnetic properties, 
the nanocomposite can be processed and manipulat-
ed by means of an alternating electromagnetic field, 
enabling heating and hardening of materials that 
usually contain fumed silica as additives. Contactless 
hardening, bonding and heating of materials contain-
ing the composite instead of classic fumed silica be-
come apparent.

4. Summary

　Flame synthesis is a cheap and established tech-
nology for the high-volume production of oxidic 
materials for bulk goods. It nevertheless still has the 
potential to produce sophisticated, engineered and 
tuned materials with specific properties. Together 
with the possibilities in tuning the oxygen content of 
flame-made materials and the composition and mor-
phology of composites, a broad parameter range is 
accessible for a distinct formation of specific materi-
als which meet the requirements of users in catalysis, 
optics and electronics.
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1. Introduction

　Due to their unique properties, nanoparticles have 
found many practical applications such as protective 
coatings, self-cleaning surfaces and gas sensors to 
name only a few. In all these applications the handling 
of the nanopowders is essential for the quality of the 
deposit. To understand and control the deposition 
process, the drag coefficient of the nanoparticles has 
to be known. In addition, the correct interpretation 
of the results from nanoparticle measuring devices 
which are based on the motion of the particles rela-
tive to the carrier gas such as low-pressure impac-
tors or low-pressure differential mobility analysers 
requires a sound knowledge of the friction forces. 
Stokes derived an analytical expression for the fric-
tion force in the continuum regime at small Reynolds 
numbers by assuming that the gas molecules exhibit 
no slip at the particle surface1). The continuum drag 
formulation has been extended to a transition and 
free molecule regime by employing empirical fitting 

functions called slip or Cunningham corrections. 
While the limiting behaviour of the Cunningham cor-
rection was given in the continuum regime and in 
the free molecule regime by the kinetic gas theory, 
the empirical constants for the transition regime 
were determined from experiments with micron and 
submicron oil droplets by Millikan assuming about 
90% dif fuse and 10% specular reflection of the gas 
molecules on the particle surface2). However, recent 
calculations by Li and Wang showed that a transi-
tion to pure specular reflection occurs for very small 
nanoparticles leading to a reduced friction force3). 
Even stronger deviations from the Cunningham cor-
rection were observed in direct measurements of the 
velocity of nanoparticles in rectilinear acceleration by 
means of Laser Doppler Anemometry (LDA)4). How-
ever, no systematic investigation of the drag coef-
ficient for nanoparticles at large mean free paths has 
been undertaken so far. Therefore, the present work 
aims at the compilation of experimental data to ex-
tract the influence of particle size, surface condition 
and Knudsen number on the drag coefficient in order 
to supply a working equation for the correct friction 
force for particle motion in the high Knudsen num-
ber regime. Further studies to explain the observed 
deviations from the classical Cunningham correction 
on the basis of molecular gas particle interactions are 
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beyond the scope of this contribution.
　The article starts with the theory of particle be-
haviour in curve-linear motion which is the basis of 
inertial impaction. Then the experimental set-up is 
outlined and the separation results are presented. By 
comparison with CFD results, the correction function 
for the drag coefficient can be determined in absolute 
values. Finally, after discussing the consequences 
for the nanoparticle density determination based on 
low-pressure impaction, the results are condensed 
into the dependence of the correction function on the 
Knudsen number. 

2. Basis of Particle Separation by Impaction

　Here, the high Knudsen number regime to deposit 
nanoparticles was realized in a low-pressure impac-
tor. After being accelerated through a nozzle, parti-
cles can be deposited in the subsequent curve-linear 
stream if their inertia is high enough compared with 
the drag in the carrier gas. For small Reynolds num-
bers (Re<0.25), the friction force on the particle is 
given in one dimension by:

　　Fd =
3πη · x · (v − w)

Cc (Kn)
 (1)

which is proportional to the difference of gas and par-
ticle velocity (v-w) and inversely proportional to the 
Cunningham correction Cc, which in classic theory is 
only a function of the Knudsen number (Kn=2λ/x):
Cc = 1 + Kn · (1.257 + 0.4e−1.1/Kn)  (2)
where the coefficients have been determined empiri-
cally5, 6).
The mean free path λ is related to the absolute pres-
sure p by:

　　λ = λ0 · p0
p

∝ 1
p  (3)

　where λ0 = 65 nm at ambient pressure and p0=105 
Pa at room temperature. 
An important parameter to describe the efficiency of 
low-pressure impaction is the Stokes number which 
represents the ratio of inertia force Fi to drag force 
Fd:

　　Stk =
Fi

Fd
=

ρp · x2 · u · Cc

9η · Dn
 (4)

where ρp is the particle density, u the outlet velocity 
at the nozzle exit, and Dn the nozzle diameter. 
Based on continuity, the ideal gas law and the Cun-
ningham correction (Eq. (2), de la Mora et al. 7) 
derived an expression for the Stokes number in a 
single-stage low-pressure impactor: 

　　Stk = 0.178 · ρp · x · ṁg · c30
p2 · D3

n
 (5)

where ṁg  is the aerosol mass flow rate through the 
impactor, c0 the velocity of sound and p the impaction 
pressure. In the classic impaction theory, the deposi-
tion process can be described by the Stokes number 
alone. Half of the particles will be separated at a value 
Stk50 which in turn gives a simple way of relating 
particle size and density as was shown by Kütz and 
Schmidt-Ott 8):

　　Stk50 = 0.178 · ρp · x · ṁg · c30
p250 · D3

n

= const  (6)

p50 is the impaction pressure at which 50% of particles 
are separated. Since all the other parameters in Eq. 
(6) are given by the geometry of the impactor and 
the flow rate of the carrier gas, the following ratio Y 
was so far assumed to be a constant:

　　Y =
p250
ρp · x [Pa2m2/kg] (7)

Eq. (7) was used extensively to determine the density 
of nanoparticles from single-stage low-pressure im-
paction measurements9). However, some inconsisten-
cies with density data obtained with other techniques 
remained unresolved10). It will be shown in this study 
that the assumption of Y=const does not hold true 
anymore in the high Knudsen number regime and 
that the reason for the deviation is related to the in-
correct formulation of the Cunningham correction in 
this regime.

3. Experimental Set-up

　The experimental set-up is represented in Fig. 1. 
It consists mainly of a particle generation process, 
charging and classification in a Differential Mobility 
Analyser (DMA, GRIMM model 55-40-26-Uni), par-
ticle impaction, monitoring of inlet particle concentra-
tions and outlet aerosol charges. The metal particles 
were generated by spark erosion from electrodes of 
the required metal. The particles formed by nucle-
ation and agglomeration were sintered completely as 
they passed through a downstream tube furnace to 
form dense spherical particles (Fig. 2). In the case 
of coated metal particles, the classified spherical par-
ticles passed an atmosphere saturated with Di-Ethyl-
Hexyl-Sebacate (DEHS) vapour which condensed on 
the particles as they cooled. The coating thickness 
was adjusted by the temperature in the saturator. A 
second DMA is used to select a particle size after 
coating to permit determination of the coating thick-
ness from the difference between the particle sizes 
before and after the coating. Pure oil droplets were 
generated by atomisation of DEHS with a pneu-
matic nebulizer (Topas model ATM 220). Because 
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of surface tension, the droplets remain spherical in 
the carrier gas. However, due to the non-vanishing 
vapour pressure of DEHS in ultra-high vacuum, the 
shapes of DEHS-coated par ticles and the DEHS 
droplets could not be observed by means of TEM 
analysis. Before classification in the DMA, the par-
ticles were charged with a radioactive Kr-85 source 
(TSI model 3077). The size-selected particles were 
singly charged and monodisperse and entered the 
Low-Pressure Impactor (LPI). The particle number 
concentration in the outlet aerosol was measured 
with a Faraday Cup Electrometer (FCE), while the 
inlet concentration was recorded with a Condensa-
tion Particle Counter (CPC, GRIMM model 5.403). 
For a given particle size, the separation probability 

increases with increasing particle velocity, leading to 
a decrease of the concentration of charged particles 
in the aerosol exit as measured with the FCE. The 
particle velocity was controlled through the chamber 
pressure in the impactor. The absolute pressure in 
the impaction chamber was varied by means of a low-
pressure valve and monitored with the aid of a low-
pressure gauge. The smaller the chamber pressure, 
the higher the gas and particle velocity.
　The Low-Pressure Impactor (LPI) is shown sche-
matically in Fig. 3. It consists of a critical orifice (150 
µm in diameter), an accelerating nozzle (2 mm in 
diameter), an impaction plate and a pressure gauge. 
The aerosol enters at the top and exits from the bot-
tom. The critical orifice keeps the inlet gas mass 
flow constant. To avoid interference of the gas flow 
through the critical orifice with the accelerating noz-
zle, they were separated by about 1m (as indicated in 
Fig. 3). The gasborne particles were accelerated in 
the nozzle towards the impaction plate. The particles 
which did not impact on the plate were measured 
downstream of the impaction surface with the FCE. 
In order to guarantee sticking of the impacting par-
ticles, the impaction plate was coated with a thin film 
of vacuum grease. For a given chamber pressure, 
the particle separation efficiency was calculated from 
the ratio of the FCE signal at this pressure related to 
the FCE signal at higher pressure where no impac-
tion occurred (e.g. in Fig. 4 for a pressure above 
4500 Pa). Fluctuations of the particle concentration at 
the impactor inlet were measured with the CPC and 
taken into account for the separation curves.

4. Results and Discussions

4.1 Comparison of Y
　A typical measurement of a separation curve for 

Fig. 1  Overview of the experimental set-up to investigate the separation 
behaviour of different particle types. 

Fig. 2  TEM micrographs of the sintered and size-selected metal particles (left: 47 nm silver; right: 47 nm platinum).
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DEHS droplets with a diameter of 454 nm is repro-
duced in Fig. 4. With decreasing pressure in the im-
paction chamber, the velocity of the gas jet increases 
and the particles also attain higher velocities. When 
reducing the pressure below 4200 Pa, particles start 
to deposit on the impaction plate by inertia, leading to 
a reduction of the aerosol electrometer signal (FCE) 
measured downstream of the impaction plate. At a 
pressure of about 2500 Pa, all particles are deposited 
and the electrometer signal drops to zero. The single-
step drop of the curve indicates that no larger doubly 
charged droplets are present after the classification 
in the DMA. The value of p50 can be determined from 
such a curve as indicated in Fig. 4. According to Eq. 
(7), the particle size, particle density and p50 have to 
be known to determine Y. While the particle size is 
given from the classification and p50 is obtained from 
the separation curve, the particle density has to be 
estimated. For pure DEHS droplets, it is reasonable 
to assume the bulk density. However, since the drop-
lets spend a few seconds in a low-pressure regime 
(minimum pressure for DEHS was 2000 Pa) between 
the critical orifice and the acceleration nozzle, their 
size may change due to evaporation which would 
lead to a decrease of the particle separation efficiency 
by impaction. In order to estimate this effect, the 
evaporation kinetics are approximated by the follow-
ing equation which applies for x<λ and includes the 
Kelvin effect 11):

　　
dx

dt
=

2M(p− pd)
ρp ·Na ·

√
2π ·mkBT

 (8)

where p is the partial pressure of the DEHS vapour 
in the carrier gas and pd is the partial pressure of 
DEHS vapour at the droplet surface, given by the 
Kelvin equation. Assuming no DEHS vapour in the 
carrier gas and maximum residence time and using 
literature values for surface tension and molar mass, 
a maximum size change by evaporation was obtained. 
Even for the smallest DEHS droplets of 124 nm, a 
size reduction of only a few nm was estimated. There-
fore, the size change of the DEHS droplets due to 
evaporation in the low-pressure regime was neglect-
ed. In addition, the particle size reduction by evapora-
tion would lead to a reduced separation efficiency in 
contradiction to the experimental results which show 
an improved separation efficiency as discussed below 
(e.g. Fig. 7).
　For the completely sintered metal particles the 
bulk density was also assumed. This is explained 
on one hand by the TEM micrographs which show 
spherical dense particles and on the other hand by 
the sintering treatment used here which follows the 
procedure by Weber et al.12) and Skillas et al.10). Using 
the direct mass determination of the silver aerosol 
particles with Inductively Coupled Plasma Spectros-
copy (ICP), they showed that particles with bulk den-
sities can be achieved by heating in a tube furnace for 
residence times of a few seconds. Exactly the same 
temperature treatment was also applied here so that 
the assumption of bulk density is justified. Platinum 
has a high melting point, so a high sinter tempera-
ture was used. Fig. 2 shows that the Pt particles also 
have a compact and spherical shape. So it can be as-
sumed that the Pt particles have a bulk density, too. 
However, for the Ag particles coated with DEHS, an 
interpolation was used for the determination of the 
effective density. Using the diameter x1 of the silver 
core and the diameter x2 of the coated particles, the 
following equation was applied:

　　ρeff =

x31
x32


· ρAg +


1− x31

x32


· ρDEHS  (9)

where ρAg is the density of silver, ρDEHS the density 
of DEHS. 
　In this way, the values of Y were determined for 
the metal particles (Ag, Pt), for the pure DEHS par-
ticles and for two types of DEHS-coated silver par-
ticles, i.e. with a thin and a thick DEHS coating. The 
results are shown in Fig. 5. For the metal particles, 
there is no difference in the Y values although the 
density of silver (10500 kg/m3) is less than half of the 
platinum density (21400 kg/m3). This indicates that 
the parameter Y does not depend on the particle den-
sity. It also becomes obvious that Y is not constant as 

Fig. 3  Schematic of the low-pressure impactor.
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assumed so far for the interpretation of low-pressure 
impactor density measurements. Moreover, there is a 
significant difference in the behaviour of oil surfaces 
and solid metal surfaces. Surprisingly, the silver par-
ticles with a thin DEHS coating show an intermittent 
behaviour. Since the coating thickness is rather small 
(a few nm) compared with the dimensions of the 
DEHS molecules (maximum length ca. 4 nm), layers 
of only a few molecules will form in the case of thin 
coatings. Although on a macroscopic level, oils wet 
extended metallic surfaces rather well, the situation 
may be different for the deposition of a limited num-
ber of DEHS molecules on the highly curved surface 
of Ag nanoparticles. On one hand, DEHS layers with 
a thickness of only a few molecules may not develop 
macroscopic sur face tensions. And on the other 
hand, the surface may be contaminated to some ex-
tent, for instance by oxide states as observed before 
for Ni nanoparticles13). Therefore, we hypothesize 
that the surface might rather consist of DEHS patch-
es and of uncovered metal areas. This would support 
the hypothesis that the gas molecules are scattered 
in a different way from solid and liquid surfaces. But 
the exact dispersion of the thin DEHS coating on the 
surface of the particles is unknown. Hence reliable 
conclusions cannot be drawn at this state of knowl-
edge. Once the whole surface of the silver particle is 
covered with DEHS, as in the case for thick coatings, 
the gas molecules do not differentiate between pure 
DEHS particles and DEHS particles with a silver core 
resulting in the same increase of the Y value as found 
in Fig. 5.
　For large particles, it is expected that Y converges 
towards a constant value which is the same for solid 
and liquid particles. This extrapolation will be dis-
cussed in Fig. 9 on the basis of absolute values. 
　In order to interpret the variation of the parameter 
Y, we assume that the classic value for the Cun-

ningham correction has to be adapted for the higher 
Knudsen number regime (Kn>>1) encountered here 
by multiplication with a function k:
　　Cceff = k · Ccclass  (10)

According to Eq. (4), the function k also enters the 
Stokes number, changing it to a new effective value 
Stk50,eff :

Stk50,eff = k · Ccclass
ρp · x2 · u
9η · Dn

= k · Stk50,class  (11)

To obtain the relationship between k and Y, the fol-
lowing equation is used:

　　Stk50,eff = const · k
Y  (12)

Stk50,class is the Stokes number calculated with the clas-
sic theory at 50% of the particle separation. The clas-
sic theory is suitable for small Knudsen numbers, i.e. 
relatively large particles, and short mean free paths 
of gas molecules, then k is equal to 1. At the present 
experimental conditions (low-pressure impaction of 
small particles), k decreases towards 1 with increas-
ing particle size for all investigated materials (DEHS, 
Ag, Pt). The absolute value of k will be discussed in 
the next section. 
With Eq. (10) and (1), the effective drag force can be 
written as:

　　Fd,eff =
3πη · x · (v − w)

k · Ccclass
 (13)

　Since Y is proportional to k, increasing Y means 
that the effective drag force of particles is less than 
that in the classic theory (with the classic CC).
　For the analysis here we will focus on DEHS 
droplets because the DEHS droplets have a definite 
compact spherical shape and their effective density 
is known. On the other hand, the atomizer supplies 
a variety of droplet sizes, so it is possible to investi-
gate the particle dynamic properties over a large size 

Fig. 4  Measured separation curve for 454-nm DEHS droplets. Fig. 5  Behaviour of parameter Y as a function of particles size for par-
ticles with solid (Ag, Pt) and liquid surfaces (DEHS).
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range.

4.2 Determination of the factor k
　The k values are unknown. But k is proportional 
to Y. If a k value can be found, then all the k values 
can be calculated by means of comparison of the Y 
values. For determining a k value, a CFD method is 
used.
　Fig. 6 (left) shows the simulation results of the 
gas flow in the impactor. The brightness in flow zone 
indicates the gas velocities. The brighter the colour, 
the higher the gas velocity. As the impactor is axially 
symmetrical, a 2D model of half of the cross-section 
of the impactor is written. The gas is accelerated by 
the nozzle and the velocity increases. There is a ve-
locity profile at the nozzle exit. In the centre, the gas 
velocity is at its maximum (37 m/s) and at the nozzle 
wall it is zero. Behind the accelerating nozzle the gas 
velocity decreases. On the surface of the impaction 
plate, the gas is diverted and a stagnation domain 
develops in the centre. According to their velocity 
relative to the gas, the particles are accelerated or 
decelerated due to the friction force. If the particle 
velocity is high enough, it can reach the impaction 
plate and is separated. Otherwise it is carried away 
by the gas. The calculation of the particle motion is 
based on the classic description of drag. A typical 
result of particle motion is shown in Fig. 6 (right) 
for DEHS droplets with a diameter of 521 nm. In this 
size range, dif fusion is negligible and the particle 
motion can be calculated by inertia alone. On the 
central axis, particles have high enough velocities to 
reach the impaction plate. In the outskirt area, the 
particles exhibit lower velocities and may be carried 
away by the gas. Because of the inertia, the particles 

are focused after entering the accelerating nozzle. If a 
particle can be separated, its track ends at the impac-
tion plate. The separation grade can be calculated for 
a given particle size and chamber pressure from the 
particle trajectories.
　A complete separation curve can be obtained by 
varying the pressure in the impaction chamber. The 
separation curve of the 521-nm DEHS droplets is 
shown in Fig. 7. Curve 1 is the simulation result by 
means of the classic friction theory (k=1). Curve 2 
is the measured separation curve. There is clearly 
a difference between them. The measured separa-
tion efficiency is substantially larger than anticipated 
from the simulation, i.e. the droplets experience less 
friction than in theory. However, the curve shapes 
are similar. Assuming larger effective Cunningham 
corrections (k>1) will lead to a shift of the separation 
curve to the right as shown in Fig. 7 for k=1.0, 1.5, 
2.0 and 2.5, respectively. In order to adapt the simulat-
ed separation curve to the measured p50 value for the 

Fig. 7  Simulated (broken lines) and measured (solid line) separation 
curves of 521-nm DEHS droplets.

Fig. 6  Simulation results of impaction with 521-nm DEHS droplets by 3600 Pa using the classic Cc (left: gas flow; right: particle trajectories, the 
particle velocity is highest on the central axis and close to the gas velocity of 37 m/s).
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DEHS droplets of 521 nm, it is necessary to increase 
the Cunningham correction by a factor k=1.167:

　　Cceff = 1.167 · Ccclass

　Since k and Y are proportional to each other, it is 
sufficient to relate the values of k and Y for a certain 
particle size and p50 to obtain all corresponding val-
ues of k and Y. The results for DEHS droplets are 
shown in Fig. 8. For comparison, k was also obtained 
from simulation for all droplet sizes and their p50 
(Fig. 8 broken line). The curves for simulation and 
experimental results are close to each other indicat-
ing mutual confirmation of the two approaches. In ad-
dition, the measured k values of DEHS thick-coated 
silver particles fit in between the two lines.
　The factor k for silver particles was calculated with 
the measurements and the same CFD procedure 
(Fig. 8). The k values for silver are close to the line 
of DEHS. It can be argued that the lines of silver and 
DEHS are actually the same. The small deviations 
are within the uncertainties in measurements and 
simulation as indicated in Fig. 8. In other words, 
k only depends on the parameter Y. Meaning that 
all the influences for this deviation from the classic 
theory such as surface condition and particle size are 
already included in this parameter Y. The function 

between k and Y is independent of material, particle 
size, etc. and can be approximated by:

　　k = 4.35 · 10−11 kg
Pa2m2

· Y


Pa2m2

kg


 (14)

　where Y has the units of Pa2m2/kg and k is dimen-
sionless. The proportionality constant in Eq. (14) 
depends on the impactor geometry and on the opera-
tion conditions. However, for a given impactor ge-
ometry and the flow conditions (type of carrier gas, 
temperature and gas mass flow rate at atmospheric 
pressure), the proportionality constant of Eq. (13) 
applies for all experiments performed in this study. 
If k=1 (in the area of the classic theory), the Y value 
or Stk50 is independent of material, particle size, pres-
sure, etc., and is always a constant (see also broken 
line in Fig. 9). 

4.3  Calibration of silver density by means of 
DEHS droplets

　Important is that Fig. 5 contains the key to explain 
the so far unresolved phenomenon that the densi-
ties of metallic nanoparticles determined with low-
pressure impaction were substantially too low. The 
point is that the impactor had to be calibrated in 
order to evaluate Eq. (6). For this purpose, spherical 
particles of known density were employed – usually 

Fig. 8  The factor k as a function of the Y value. Fig. 9  Comparing the courses of trend lines from DEHS and silver mea-
surements.

Table 1 Calibration of the silver particle densities with DEHS droplets in different particle size ranges

xAg

Zone 1 (kAg>1) Zone 2 to 4 (kAg=1)

Zone 1 and 2
(kDEHS＞1) a)

YDEHS
YAg

> 1 , ρAg,calcul< ρAg,eff

Zone 3
(kDEHS＞1)

b) The comparison of ρ Ag,calcul and ρ Ag,eff 

depends on the ratio YDEHS
YAg

 and can be 

different.

c) 
YDEHS
YAg

> 1 , ρAg,calcul< ρAg,eff

Zone 4
(kDEHS＝1) d)

YDEHS
YAg

< 1 ,ρAg,calcul>ρAg,eff
e) 

YDEHS
YAg

= 1 , ρAg,calcul =ρAg,eff

(The classic theory is valid.)

x D
E

H
S
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oil droplets such as DEHS or DOS. However, for 
determination of the unknown density of the metal 
particles, the upper curve in Fig. 5 was used and Y 
was assumed to be constant, leading to apparently 
changed densities. The degree of underestimation or 
overestimation depends on the sizes of the measured 
particles and the ones used for calibration. A detailed 
case differentiation is given in Table 1. Using rather 
large oil droplets (of about 700 nm) for the calibra-
tion, the correct calibration factor may have been 
chosen by chance. Going to smaller oil droplets, the 
underestimation of the real density may reach a fac-
tor close to 2 for particle sizes below 100 nm.
　The particle density of silver is commonly obtained 
by comparison of the Stk50 by impaction of silver par-
ticles and of DEHS droplets. By combining Eqs. (6), 
(10) and (11), one obtains:

Stk50,eff = k · Stk50,class = kAg · 0.178 · ρAg · xAg · ṁg · c30
p250,Ag · D3

n

= kDEHS · 0.178 · ρDEHS · xDEHS · ṁg · c30
p250,DEHS · D3

n

 

(15)

　From Eq. (15), the following expression for the sil-
ver density is obtained:

ρAg =
p250,Ag

p250,DEHS

· xDEHS

xAg
· ρDEHS · kDEHS

kAg  (16)

　In the classic theory, k is not considered, then ρAg 

will be calculated with 
kDEHS
kAg

= 1 . But actually 
kDEHS
kAg

 is often not equal to 1 for small particles, 

leading to a deviation from the correct particle den-

sity. Since k is proportional to Y, Eq. (16) may alter-

natively be written as:

ρAg =
p250,Ag

p250,DEHS

· xDEHS

xAg
· ρDEHS · YDEHS

YAg
 (17)

　Since both k and Y depend on the particle size, the 
following combinations may occur (Table 1 based on 
the zones 1 to 4 indicated in Fig. 9):

・Case a： xDEHS in zone 1 and 2, xAg in all zones:

　　　　  In this situation, is 
YDEHS
YAg

> 1  If the ρAg is 

calculated with 
YDEHS
YAg

= 1  as in the theory, 

then the calibrated ρAg is smaller than the 

effective ρAg.

・Case b：xDEHS in zone 3, xAg in zone 1:

　　　　 �In this case, the situations are complex. If 
YDEHS
YAg

< 1 , the calibrated ρAg is larger than 

the effective ρAg. If
YDEHS
YAg

= 1 , the calibrat-

ed ρAg is exactly the same as the effective 

ρAg. Otherwise, it is smaller. 

・Case c：xDEHS in zone 3, xAg in zones 2 to 4:

　　　　 �In this situation, is kAg=1, kDEHS>1, 
YDEHS
YAg  

is always larger than 1, then the calibrated 

ρAg is smaller than the effective ρAg.

・Case d：xDEHS in zone 4, xAg in zone 1:

　　　　 �In this situation, is kDEHS=1, kAg>1,  
YDEHS
YAg  

is always smaller than 1, then the calibrat-

ed ρAg is larger than the effective ρAg.

・Case e：�xDEHS in zone 4, xAg in zones 2 to 4:

　　　　 �For large particles, kAg= kDEHS =1. In this 

zone, the classic theory is valid.

　De la Mora et al.14) also found reduced densities in 
low-pressure impaction measurements and attributed 
this to contamination of the particle surface origi-
nating from the charging process with a radioactive 
source. However, their particles exhibited sizes of a 
few nanometres only (< 10 nm). In contrast, the par-
ticles investigated here were at least 20 nm or much 
larger, so that monolayers of contamination, when 
present at all, are negligible for the impaction behav-
iour.

4.4  The factor k as a function of the knudsen 
number

　The factor k is a function of Y, i.e. it is dependent 
on particle size and impaction pressure. In the pre-
sented impaction research, the impaction pressure 
– which can change the mean free path of gas mol-
ecules – and the particle size can influence both the 
frequency and strength of the interaction between 
particles and gas molecules. The Knudsen number 
indicates the ratio between the mean free path, and 
thus the impaction pressure and particle size. There-
fore, it was attempted to describe the factor k as a 
function of the Knudsen number Kn as shown in Fig. 
10.

　For both materials, there is a critical Knudsen 
number Kn0, above which the function k increases 
strongly at first and then approaches a constant 
value for large Kn values. The asymptotic limit was 
obtained from Fig. 9 by reducing the particle size (x
→0), which in turn results in Kn→∞ . For particles 
much smaller than the mean free path but still larger 
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than the gas molecules, the friction coefficient f can 
be derived from the kinetic gas theory (formula of 
Epstein)15):

f =
Fd
vrel

=
2
3

· x2ρg ·

2π · kBT

m

1/2 
1 +

πα

8


 (18)

where ρ is the gas density and m is the molecular 
mass of the gas molecules. The accommodation co-
efficient α gives the fraction of diffusely scattered 
gas molecules, while 1-α represents the fraction of 
specularly reflected gas molecules.
　Based on Eq. (18), agreement between the mea-
sured and calculated drag forces are obtained for 
α =0.09 for 20 nm Ag particles and α =0.34 for 62 
nm Ag particles, respectively. This indicates that 
even for particles as large as 62 nm, most of the gas 
molecules are specularly scattered in contradiction 
to the finding of Li and Wang 3) who found that the 
transition from diffuse to specular reflection occurs 
at a particle size of a few nanometres. Therefore, we 
conclude that in the high Knudsen number regime, 
this transition can occur quite gradually, at least for 
the surfaces of solid particles. However, the friction 
coefficients observed for the DEHS droplets are out 
of the range of Eq. (18). The reason for this behav-
iour is so far unknown.
　The behaviour of the function k was approximated 
by the following fit function:

k(Kn) = 1 +A · [1− exp(−B · (Kn−Kn0)]  (19)

where A and B are constant. By fitting the function 
(19) to the measurements it was found that A and 
Kn0 are dependent on the particle material or surface 
state while the value of B is about 0.045 independent 
of the particle material.
　The Knudsen number is only inversely proportion-
al to the impaction pressure p, but k is proportional 
to Y which is a function of impaction pressure p2 and 
particle density ρp. Therefore, k is a function of Kn, p 

and ρp. The influence of p and ρp is material-depen-
dent. However, the curve progression of the relations 
between k and Kn are similar for all materials as indi-
cated by the constant B value. 

5. Conclusions

　In the free molecular regime, small particles ex-
hibit different drag properties than in the continuum 
regime, which is corrected by means of the Cunning-
ham correction. But if the particles are sufficiently 
small in a high Knudsen number regime, they experi-
ence less friction than in the classic theory and their 
drag force cannot be well described with the classic 
Cunningham correction. In the experiments of low-
pressure impaction it was found that the Stokes 
number Stk50 from the classic theory, which is cal-
culated from the pressure p50 where 50% of particles 
are separated, is not constant. It depends not only on 
particle size, but also on the surface conditions of the 
particles. For correction of the theory, a factor k is 
introduced. In the free molecular regime, k is propor-
tional to Y=p50

2/(ρp·x) and greater than 1. The classic 
friction force reduced by the factor k leads to the ef-
fective friction force.
　For determination of the absolute value of k, a CFD 
method is used. The simulation result is adjusted 
to the measurement by means of variation of the 
Cunningham correction in the model. The deviation 
between the effective and classic Cunningham cor-
rection yields the factor k. 
　The function between k and Y is independent of 
other parameters, i.e. all interactions between gas 
molecules and particles are considered in the param-
eter Y. When k=1, different materials reach the same 
constant Y value. Once calibrated with standard par-
ticles such as oil droplets, the density of other par-
ticles can be determined from Stk50. But if calibration 
and measured particles have different Y values, the 
calibration must be adjusted by k to avoid incorrect 
results for the particle density.
　k is a function of particle size and impaction pres-
sure. The impaction pressure determines the mean 
free path of gas molecules. Therefore, k depends also 
on the Knudsen number, which is determined by the 
mean free path and the particle size. But the relation 
between k and Kn is material-dependent, in particular 
the upper limit of k and the critical Knudsen number 
Kn0 where k starts to increase above 1. Hence, the 
parameter Y may be more useful than the Knudsen 
number for interpretation of low-pressure impaction 
experiments since Y can be directly converted into a 

Fig. 10  The factor k as a function of the Knudsen number.
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k value using Eq. (14).
　In the main, future work should address two is-
sues. The drag behaviour of agglomerated nanopar-
ticles in the high Knudsen number regime is so far 
largely unknown on a theoretical and experimental 
basis. However, agglomerates are encountered in 
most technical systems and a better understanding of 
the friction forces in a carrier gas is needed for better 
handling. The other issue is the fundamental expla-
nation of the observed differences for the interaction 
of the gas molecules with solid and liquid surfaces. 
Here, molecular dynamics simulations as performed 
by Li and Wang16) can be employed in future work to 
deepen the insight into the processes at the nanopar-
ticle surface.

Nomenclature
Cc Cunningham correction [-]
c0 velocity of sound [m/s]
Dn nozzle diameter [m]
f friction coefficient [Ns/m]
Fd drag force [N]
Fi inertia force [N]
k correction factor for Cc [-]
kB Boltzmann constant [J/K]
Kn Knudsen number [-]
M molar mass of the liquid [kg/mol]
m mass of a vapour molecule [kg]
ṁg  aerosol mass flow rate [kg/s]
Na Avogadro’s number [mol-1]
p pressure [Pa]
p0 ambient pressure [Pa]
pd partial pressure of vapour at the droplet surface
  [Pa]
Stk Stokes number [-]
T temperature [K]
u outlet velocity by nozzle exit [m/s]
v gas velocity [m/s]
w particle velocity [m/s]
vrel relative velocity, vrel =v- w [m/s]
x particle diameter [m]
Y p50

2/(ρp·x) ratio proportional to Stk50

 [Pa2m2/kg]

Greek letters
α  accommodation coefficient for the fraction 

of diffusely scattered gas molecules
 [-]　　　
η dynamic gas viscosity
 [kg·m－1·s－1]
λ mean free path of carrier gas molecules
 [m]　 　

ρ density [kg/m3]

Subscripts
1 silver core
2 coated particle
50 at which 50% of particles are separated
Ag silver particle
calcul calculated
class classic
DEHS DEHS droplet
eff effective
g gas
p particle
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Introduction

　It is necessary to have instruments that are accu-
rately calibrated when measuring the size distribu-
tion and concentration of aerosol particles. Often the 
supplier of the instruments will provide calibration 
curves with the instruments. However, there are 
times when a calibration has to be performed in a 
laboratory. This may be during the course of develop-
ing a new instrument, or an independent calibration 
(other than that supplied by the manufacture) of a 
specific unit.
　In the Particle Calibration Laboratory (PCL) at the 
University of Minnesota we have performed many 
of these types of calibrations. One such calibration 
was the archival calibration of the Next Generation 
Pharmaceutical Impactor (NGI) (Marple et al., 2003; 
Marple et al. 2004). Although all laboratories attempt 

to use proper laboratory practices in their work, the 
PCL found that it was necessary to have a specific 
written procedure (protocol), which is followed 
through a set of Standard Operating Procedures 
(SOPs) so that the results of a calibration will be in-
dependent of the person doing the calibration. If the 
protocol and SOPs are followed, any person doing 
the calibration will take the same steps.
　The procedures that were developed for our labo-
ratory follows closely those outlined by the US Phar-
macopoeia “Good Laboratory Practice for Nonclinical 
Laboratory Studies” (GLP) Code of Federal Regula-
tions (CFR), Volume 21, Part 58. Some variations had 
to be made to these procedures to accommodate par-
ticle calibration of instruments, which we call Good 
laboratory Practice (GLP) for Particle Instrument 
Calibration.
　In this paper, the GLP procedures that are followed 
to perform a calibration in the PCL are presented in 
detail. Since it is not possible to cover the calibration 
of the many different instruments used to analyze 
aerosol particles employing a wide variety of prin-
ciples, the paper will reduce its scope to the calibra-
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Abstract

　A laboratory often is faced with the task of calibrating particle inertial classifiers or investigating 
how instruments, or systems, respond to particles of specific sizes. Since, over time, multiple 
technicians may be involved in the calibrations, it is imperative that the procedures be uniform. 
For this purpose, “Good Laboratory Practice” (GLP) procedures as outlined in Code of Federal 
Regulations (CFR), Volume 21, Part 58 can be followed.
　There are three main features of GLP that can be employed in calibrations with particles. They 
are: 1) all equipment that are used for measuring flow rates, pressure, volume, etc. are calibrated 
to NIST traceable standards, 2) a calibration protocol is written, and 3) Standard Operating 
Procedures (SOPs) are defined for all steps of the calibration process. The SOPs include management 
structure, document control, data handling, procedures for training personnel, calibration of the 
equipment, and the actual calibration for the device in question.
　Although these GLP procedures are applied to nearly all calibrations performed in our laboratory, 
this paper will emphasize procedures suitable for the calibration of inertial classifiers, specifically 
cascade impactors.

Keywords: aerosol, calibration, particle, GLP, impactor
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tion of inertial classifiers, such as inertial impactors, 
cyclones, virtual impactors and body impactors. To 
further narrow the scope of the paper, the subject of 
the calibration will be a wide-range cascade inertial 
impactor covering the particle size distribution range 
from 20 µm at the upper stage to 0.05 µm at the last 
stage.
　For readers not familiar with inertial impactors, 
a schematic is shown in Fig.1 of a cascade impac-
tor, which consists of a series of stages. Each stage 
consists of a nozzle that directs a jet of particle-laden 
air at an impaction plate. Large particles will have 
enough inertia to slip across the air streamlines and 
strike the impaction plate. Smaller particles that do 
not strike the plate will proceed to the next stage 
where their inertia is increased due to a smaller noz-
zle that provides a higher velocity to the flow. Some 
of these smaller particles will impact on this second 
stage. Particles not collected here will proceed to 
the next stage where the nozzle is smaller and the 
process is repeated through all of the stages with 
each stage increasing the jet velocity. The net result 
after a known quantity of air has passed through the 
cascade impactor is the separation of the particles by 
aerodynamic size onto the various impaction plates.
　The separation of the particles at each stage is 
characterized by the particle collection ef ficiency 
curve at each stage, where the particle collection 
efficiency for any particle size is defined as the frac-
tion of particles passing through the stage nozzle(s) 
that are collected on the impaction plate (Marple et 
al., 2001). The experimentally determined collection 
efficiency curves for a typical cascade impactor are 
shown in Fig. 2.
　Although the most important result of the calibra-
tion is the defining of the particle collection efficiency 
curves, it is also possible to determine particle inter-
stage losses. Interstage losses are particles collected 
on surfaces other than the impaction plate.
　In the following section a nine-step calibration pro-
tocol is presented, which if followed, will provide the 
same result independent of the researcher doing the 
calibration. The result of this calibration will be the 
experimental determination of the particle collection 
efficiency curve for each stage of a cascade impactor.

General Procedure for Calibration of an Inertial 
Impactor

　The first step in performing a GLP calibration is to 
write a protocol for the calibration. The basic compo-
nents of a protocol are as follows:

　1.  Purpose – Why and for whom is the calibration 
being performed?

　2.  Scope – Is the calibration being performed on a 
single unit or multiple units?

　3.  Objects to calibrate – This states what stages 
are to be calibrated, including any inlets, pre-
separators, after filter sections and interstage 
loss determination.

　4.  Measurement matrix – This outlines the num-
ber of data points to be taken to define a stage 
efficiency curve (usually 3, 5 or 7 data points) 

Schematic diagram of a cascade impactor.Fig. 1
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and about what percent efficiency these data 
points should be taken (usually at 5, 16, 40, 50, 
60, 84 and 95% collection efficiency for seven 
point calibrations or some subset of these for 
fewer data points, but always one data point 
should be near the 50% collection efficiency). 
Also, the flow rate(s) and the precision of the 
flow rates should be defined here.

　5.  Validation of Ancillary Equipment – Each piece 
of equipment that is used for the calibration 
needs to be validated prior to the calibration 
being performed. This validation process is 
called Installation Qualification (IQ) as is a set 
of procedures to show that the equipment, once 
installed, is operating properly. The ancillary 
equipment includes:

　　　a. flow rate measuring devices
　　　b. pressure measuring devices
　　　c. fluorometer
　　　d. Aerodynamic Particle Sizer (APS)
　　　e. Optical Particle Counter (OPC)
　　  After IQ is competed the equipment needs to 

be checked on a regular basis during the cali-
bration to ensure that it has not gone out of 
specification. This process is called Operational 
Qualification (OQ). An example validation (IQ 
and OQ) for the flow rate measuring equipment 
is given in Appendix A.

　6.  Methodology – This is the section that de-
scribes the actual calibration of the impactor. 
This defines the aerosol generator (usually a 
vibrating orifice aerosol generator (VOAG) for 
particles in the size range from 0.6 to 20 µm 
or a dif ferential mobility analyzer (DMA) for 
particles in the size range of 0.02 to 0.6 µm) to 
be used in the calibration, and the material that 
will be used for the aerosol (usually oleic acid 
with a uranine fluorescent dye tracer for liquid 
particles or ammonium fluorescein for solid par-
ticles). Also defined in this section is the detec-
tion method to be used to determine the fraction 
of particles collected on the various surfaces. 
To fulfill this step, a number of Standard Op-
erating Procedures (SOPs), listed in Table 1, 
must be followed. The details of the calibration 
procedure that must be described in this step of 
the protocol are quite voluminous, and has been 
moved to its own section following the last step 
(Step 9) of the protocol and titled “Methodology 
for calibration of an inertial impactor (Protocol 
step 6 continued)” so as not to overwhelm this 
list of protocol steps.

　7.  Data analysis – The particle collection efficiency 
data for each particle size at each stage taken in 
Step 6 must be analyzed to construct a particle 
collection efficiency curve and the 50% particle 
collection efficiency value (Dp50) for each stage. 
The data is also analyzed to determine the un-
certainty of the data points and the correspond-
ing uncertainty of the Dp50 value.

　8.  Data repor t – The data repor t will include 
tables of collection efficiency versus particle 
aerodynamic diameter for each stage at each 
flow rate and all uncertainty values. In addition, 
this report must have a complete description 
of the impactor, including measurements of all 
nozzles and jet-to-plate distances. Large nozzles 
diameters can be measure using pin gauges but 
smaller nozzles need to be measured by opti-
cal methods. Automated optical measurement 
systems may have to be used if there are a large 
number of nozzles on a stage. All nozzle diame-
ters measured should be included in the data re-
port, along with the average, standard deviation, 
and minimum and maximum sizes. The report 
will also include a comprehensive description 
of the test methodology, including diagrams of 
the relevant apparatus used in the calibration, 
together with the actual test conditions (i.e., 
laboratory temperature, relative humidity, flow 
rate, barometric pressure).

　9.  Recording and retention of information - Experi-
mental measurements, together with related 
observations, will be recorded and dated in a 
hard-back laboratory notebook with numbered 
pages. This notebook will be retained as part 
of the master file, together with hard copies of 
any relevant ancillary measurement data (e.g. 
APS, OPC) originally stored on computer. Hard 
copies of any calibration certificates and related 
documentation pertaining to ancillary equip-
ment used in the calibration will also be retained 
in the master file.

Methodology for calibration of an inertial impac-
tor (Protocol step 6 continued)
Two methods, the VOAG and DMA, are 
used to calibrate impactors in the size 
range of 0.02 μm to 20 μm. The method-
ology (Step 6 of the above protocol) must 
describe these methods in detail.

VOAG Method of Particle Generation and use as 
a Calibration Aerosol
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　Monodisperse particles of a desired size 
will be generated with the VOAG (Berglund 
and Liu, 1973) and passed through a mul-
tiplet reduction impactor (MRI) to remove 
all multiplet particles consisting of two or 
more coalesced primary particles. The im-
pactor being calibrated will subsequently 
sample the aerosol that now contains only 
primary particles. The impactor will be as-
sembled with all stages installed preceding 
and including that being calibrated. Fig. 
3 illustrates the calibration arrangement, 
showing the location of the VOAG and 
ancillary equipment with respect to the 
impactor. The after filter can be located im-
mediately downstream of the stage being 
calibrated.
　An Aerodynamic Particle Sizer® aero-
sol spectrometer (APS®, model 3310, TSI, 
Inc.) will be used to sample the particle 
stream immediately before and after the 
measurement with the impactor to verify 
that the particles are monodisperse, since 
its size resolution is 0.02 μm at 1.0 μm 
and 0.03 μm at 10 μm aerodynamic diam-
eter. This instrument will NOT be used to 
provide measurements of particle size for 
the purpose of defining the stage D50 value. 
Particle size will be determined from the 
operating variables of the VOAG.
　The impaction plate of the stage being 
calibrated and the after filter will be washed 
separately with known quantities of 0.001 
N aqueous solutions of sodium hydroxide, 
and the concentration of the uranine dye in 
the resulting solutions will be assayed us-
ing a fluorometer.

DMA Method of Particle Generation and use as 
a Calibration Aerosol
　A polydisperse aerosol, predominantly in 
the sub-micron size range, will initially be 
generated using a Collison-type pneumatic 
atomizer. This aerosol will subsequently be 
passed through a Kr-85 neutralizer to re-
duce the electrical charge on the particles 
and then the particles are size-classified 
using a differential electrical mobility ana-
lyzer (DMA), producing a monodisperse 
aerosol at the outlet (Liu and Pui, 1974). 
This aerosol will be subsequently sampled 
by the impactor to be calibrated, which 
will be assembled with all stages installed 
preceding and including the stage being 
calibrated. Fig.4 illustrates the calibration 
arrangement, showing the location of the 
DMA and ancillary equipment with respect 
to the impactor. The impactor will be modi-
fied to provide a sample port downstream 
of the stage being calibrated. This modifica-
tion will NOT affect the calibration, since 
the air flow pathway through the stage 
being calibrated will be unaf fected. The 
CPC will be connected to this sample port. 
A modified impaction plate that provides 
a jet-to-plate distance of at least 50 nozzle 
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diameters (S/W ≥ 50) will be placed in the 
stage being calibrated to allow for a jet-to-
plate distance large enough so that particle 
impaction will not occur. The number of 
particles counted with the CPC for a pre-
determined sample period, depending on 
particle concentration, will be used as the 
upstream count. A standard impaction plate 
will then replace the modified impaction 
plate and the measurement repeated to ob-
tain the downstream count. The collection 
efficiency for that stage at the particle size 
being generated will be defined by compar-
ing upstream and downstream counts. A 
Laser Aerosol Spectrometer (Model HS-
LAS, PMS, Inc., Boulder, CO) will be used 
to sample the particle stream immediately 
before and after the measurement to verify 
that the particles are monodisperse. This 
instrument will NOT be used to provide 
measurements of particle size for the pur-
pose of defining the stage D50 value; this 
measurement will be determined from the 
operating variables of the DMA.

Uncertainty Analysis

　The primary result of an impactor calibration is 
the particle collection efficiency versus aerodynamic 
particle diameter curves. Thus, the uncertainly in 
the generated particle size and the uncertainty of the 
measured particle collection efficiency values must 
be determined. These uncertainty calculations will 
depend on the type of particle generation system that 
is used and the method used to determine the frac-
tion of particles collected at each stage.
　If the VOAG is used to generate particles, the 
uncertainty values in each term of the fundamental 
equations that define the generated particle size must 
be determined by experimentation. For example, the 
flow rate of the liquid through the vibrating orifice of 

the VOAG is one term in the equation for the gener-
ated particle size. Multiple measurements (at least 
three measurements) of this liquid flow rate must be 
measured and the standard deviation of the measure-
ments used as the uncertainty of the liquid flow rate. 
In like manner, the uncertainty of all terms in the fun-
damental equation of the calculation of the particle 
size must be determined. Then a propagation of er-
ror technique, such as the Root-Sum-Square method, 
must be used to determine the effect of these individ-
ual uncertainties on the calculation of the uncertainty 
of the particle size generated. A similar analysis is 
used to determine the uncertainty of the particle size 
for the DMA method of generating aerosols.
　This technique can also be applied to all terms that 
are used to calculate the particle collection efficiency 
for each determination of the collection efficiency. 
However, triplicate determinations of the collection 
efficiency can be made for each particle size for each 
stage and the standard deviation of the collection ef-
ficiencies used as the uncertainty in the collection 
efficiency instead of using a propagation of errors 
method.

Application of SOPs

　To follow the GLP and implement the calibration 
protocol, a number of SOPs were written. Each time 
the calibration protocol is applied to an impactor cali-
bration these SOPs must be followed. Some of the 
SOPs are only applied periodically as the need arises, 
some are applied at the beginning of each calibration 
day, and some are applied for each experimental cali-
bration run that produces data.
　Table 1 provides a list of SOPs followed for the 
calibration of a cascade impactor. Some of the SOPs 
are for training of lab personnel, some are for calibra-
tion of ancillary equipment to be used in the actual 
impactor calibration, and some are for the calibration 
itself. The SOPs for each of the particle generation 
techniques were also written.

Table 1 SOPs for calibration of cascade impactors

SOPs for Management of Calibration

1 DOCUMENT CONTROL (how to handle instructional manuals, certificates and other calibration documents)

2 MANAGEMENT OF LABORATORY AND TRAINING OF TECHNICAL STAFF (program management structure, training 
responsibility and handling of training records)

3 HANDLING OF DATA (how data should be recorded and handled and where it should be kept)

4 DOCUMENT CHANGE CONTROL (defines what SOPs will be changed and who will approve and sign them)

SOPs for Performing Calibration with VOAG

5 VOAG, DAILY OPERATION
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6 VOAG, PARTICLE CALIBRATION

7 VOAG, CALIBRATION OF THE FREQUENCY GENERATOR

8 VOAG, CALIBRATION OF THE LIQUID SYRINGE PUMP

9 APS, DAILY OPERATION

10 DATA TRANSFER FROM THE APS

11 FLUOROMETER, DAILY OPERATION

12 CALIBRATION OF FLUOROMETER

13 MRI SETUP

14 URANINE, WEIGHING FOR CALIBRATING FLUOROMETER

15 PREPARATION AND HANDLING OF A LIQUID SOLUTION OF SODIUM HYDROXIDE IN WATER WITH A 
CONCENTRATION OF 0.001 N

16 PREPARATION AND HANDLING OF LIQUID SOLUTIONS OF URANINE AND SODIUM HYDROXIDE IN WATER BY 
VOLUME AND DILUTIONS

17 PREPARATION AND HANDLING OF LIQUID SOLUTIONS OF OLEIC ACID AND URANINE IN METHANOL: PARENT 
SOLUTION CONTAINING 5.0 PERCENT NON-VOLATILES BY VOLUME AND DILUTIONS

SOPs for Performing Calibration with DMA

18 OPERATION OF EVAPORATOR/CONDENSOR

19 OPERATION OF CPC

20 OPERATION OF DMA

21 CALIBRATION OF DMA

22 OPERATION OF LASER AEROSOL SPECTROMETER (LAS)

23 CALIBRATION OF LASER AEROSOL SPECTROMETER (LAS)

24 COLLISON-TYPE ATOMIZER OPERATION- DOS

25 CALIBRATION OF DMA LAMINAR FLOW METERS

26 VERIFICATION OF DMA MAGNEHELIC PRESSURE GAUGES

27 CALIBRATION OF DMA ROTAMETER

28 CALIBRATION OF DMA EXCESS FLOW CRITICAL ORIFICES

29 PREPARATION AND HANDLING OF LIQUID SOLUTIONS OF BIS (2-ethylhexyl) SEBACATE IN 2-PROPANOL PARENT 
SOLUTION CONTAINING 10 PERCENT SOLUTE BY VOLUME AND DILUTIONS

SOPs for Calibration and Operation of Ancillary Equipment

30 CALIBRATION OF REFERENCE PRESSURE GAUGE

31 CALIBRATION OF MANOMETER

32 OPERATION OF BAROMETER

33 CALIBRATION AND OPERATION OF DRY GAS FLOW METERS

34 CALIBRATION AND OPERATION OF PRESSURE TRANSDUCER

35 OPERATION OF SARTORIUS MODEL BP120S WEIGHT BALANCE

36 OPERATION OF SARTORIUS MODEL L610 WEIGHT BALANCE

37 OPERATION OF CAHN MODEL 31 MICROBALANCE

38 OPERATION OF TEMPERATURE AND RELATIVE HUMIDITY PROBE

39 CALIBRATION OF IMPACTOR FLOW

40 CALIBRATION AND OPERATION OF BUBBLE FLOW METER

41 OPERATION OF COLLISON-TYPE ATOMIZER- PSL

42 SILICA GEL DESICCANT

SOPs for General Laboratory Operations

43 LABORATORY ENVIRONMENTAL CONDITIONS

44 LABORATORY WATER SUPPLIES

45 LABORATORY CONSUMABLES EXCLUDING WATER

46 CLEANING OF GLASSWARE

47 CLEANING THE IMPACTOR

48 CLEANING OF APPARATUS
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　A typical SOP is shown in Appendix B. The front 
page provides the title, date, and sign-off sheet for 
the author, study director and external reviewer. The 
page also lists the SOP title, document number, revi-
sion and if it supersedes any previous SOP. The next 
page lists the purpose, scope, safety requirements, 
responsibility and the action of the SOP in step-by-
step instructions. As can be seen from Appendix B, 
the SOPs are written in great detail.

Conclusion

　A Good Laboratory Procedure has been presented 
that governs the calibration of aerosol instruments. 
To simplify the description of the procedure, the 
procedure has been aimed at the calibration of one 
specific type of aerosol instrument, a cascade impac-
tor. With very few changes in the protocol the proce-
dure could be applied to the calibration of any inertial 
classifier. With further modifications the procedure 
could be applied to any aerosol-analyzing instrument. 
Although the procedure can theoretically be applied 
to any instrument, it is best suited for routine calibra-
tions of rather standard instruments. For these types 
of applications, by following a well-defined protocol 
that is supported by detailed Standard Operating 
Procedures, calibrations can be performed on aero-
sol instruments with confidence that the calibration 

results will be independent of the researcher doing 
the calibration. This assumes, however, that they are 
conscientious laboratory technicians.
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APPENDIX A- VALIDATION OF ANCILLARY EQUIPMENT EXAMPLE

A.1 FLOW RATE MEASUREMENTS (VOAG- AND DMA-BASED PROCEDURES)

A.1.1　IQ:

　Two dry gas meters (Model R-315, Rockwell In-
ternational), maximum flow rate of 315 cubic-feet/hr 
(149L/min) (index 1/10 cubic-foot per revolution), 
will be flow certified for accuracy, before the start of 
the archival calibration of the NGI. This procedure 
will be performed by an external contractor (Energy 
Economics, Dodge Center, MN) using a Prover A 
#3079 certified using a NIST traceable one cubic- foot 
bottle AMCO #163, (NIST #4199).

　Two bubble flow meters (model Gilibrator-2 with 
flow cell P/N 20826-S, Sensidyne, Clearwater, FL) 
with an operating flow rate range from 0.020L/min to 
6L/min will be calibrated for accuracy by Sensidyne, 
before the start of the impactor calibration. This com-
pany uses a film flow meter MCL-103 as its primary 
standard traceable to NIST, as described in circular 
#602.
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A.1.2　OQ:

　A Rockwell dry gas meter will be used as a second-
ary standard to verify that the volumetric flow rate at 
the entry to the induction port of the NGI is within 
the specified limits (Sect. 4). The initial calibration of 
this ‘test’ dry gas meter will be checked at the end 
of the impactor calibration and the dry gas meter will 
be deemed to be within specification if its accuracy 
limits is within ± 1.0% in the range from 30 to 100 
L/min

　A second (local reference) Rockwell dry gas meter 
will be used as an in-house secondary standard. This 
flow meter will be used for NO other purpose but to 
perform a weekly flow calibration check of the ‘test’ 
dry gas meter to be used for the calibration of the im-
pactor in the range from 30 to 100 L/min. The ‘test’ 
dry gas meter will be deemed to be operating within 
specification if the difference between its indicated 
flow rate and that of the local reference dry gas me-
ter is within ± 1.0%.

　A Gilibrator model-2 bubble flow meter will be 
used as a secondary standard to verify that the lami-
nar flow meters associated with the DMA are operat-
ing within specification. The initial calibration of this 
‘test’ bubble flow meter will be checked at the end 
of the archival calibration exercise and the flow meter 
will be deemed to be operating within specification if 
its accuracy has remained within ± 1.0% in the flow 
rate range of interest.

　A second (local reference) Gilibrator model-2 
bubble flow meter will used as an in-house standard. 
This flow meter will be used for NO other purpose 
but to perform a weekly flow calibration check of the 
‘test’ bubble flow meter to be used in the calibration 
of the impactor. The ‘test’ bubble flow meter will be 
deemed to be operating within specification if the dif-
ference between its indicated flow rate and that of the 
local reference bubble flow meter is within 2.0% in 
the flow rate range of interest.

APPENDIX B - STANDARD OPERATING PROCEDURE

TITLE: FLUOROMETER, CALIBRATION
DOCUMENT: SOP-020
REVISION: 1.0
SUPERSEDES: NONE

IMPACTOR CALIBRATION
PARTICLE CALIBRATION LABORATORY

UNIVERSITY OF MINNESOTA

NAME SIGNATURE DATE

AUTHOR  

STUDY
DIRECTOR

EXTERNAL
REVIEWER
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INITIAL TURN-ON AND DARK CURRENT 
SUBTRACTION

1) Familiarize yourself with the Aminco Fluorometer In-
struction Manual.

2) Ensure that cell adaptor and lamp cover are in place.
3) Insert primary and secondary filter holders.
4) Set PHOTOMETER switch to off (out) position (twist 

counterclockwise and release) to disconnect meter.
5) Set MULTIPLIER switch to 100 (keep MULTIPLER 

FINE ADJUST control turned fully clockwise to maxi-
mize meter sensitivity).

6) Set BLANK ADJUST switch to LOW.
7) Set DAMPING switch to OFF.
8) Remove cell adapter, turn cell adapter so that solid 

side is toward the PM tube and replace cell adapter 
cap.

9) Turn POWER switch to HV (high voltage). Power in-
dicator light is indicating that PM tube is now active.

10) Allow at least 30 minutes for instrument to stabilize 

and record time.
11) Depress PHOTOMETER switch and lock (quarter 

twist clockwise). Meter is now connected to micro-
photometer’s measuring amplifier.

12) Turn MULTIPLIER switch to dif ferent sensitivity 
settings until a needle deflection is noted. Adjust the 
BLANK ADJUST FINE control until the meter indi-
cates zero. Continue to reset the MULTIPLIER switch 
and adjust the BLANK ADJUST FINE control until the 
MULTIPLIER switch is set to 0.1 (most sensitive posi-
tion) and the meter indicates zero. The instrument is 
now zeroed and PM tube dark current subtracted.

13) Turn POWER switch to ON position.
14) Turn PHOTOMETER switch to off.

　STANDARD OPERATING PROCEDURE DOCUMENT: SOP-020
 PAGE: 1 OF 2
　FLUOROMETER, CALIBRATION REVISION: 1.0
 SUPERSEDES: NONE
　PARTICLE CALIBRATION LABORATORY
　UNIVERSITY OF MINNESOTA

PURPOSE:　Calibration of fluorometer.
SCOPE:　Impactor calibration
SAFETY:　 Use personal safety protection appropriate to chemicals.
RESPONSIBILITY:　Operator/Supervisor
ACTION:

15) Prepare sample and blank solutions and add to clean 
cuvettes.

16) Select the aperture and 47B as primary filter. Place in 
primary filter holder.

17) Select 2A-12 as secondary filter and place in second-
ary filter holder.

18) Remove cell adaptor cap and remove cell adaptor.
19) Insert cuvette with blank into cell holder and replace 

cell adapter cap.
20) Set POWER switch to HV.

21) Set MULTIPLIER switch to the 0.1 position. Subtract 
the meter indication to zero with the BLANK ADJUST 
controls as follows:

 A. Set BLANK ADJUST COARSE to LOW position.
 B. Adjust BLANK ADJUST FINE control to obtain 

zero meter indication.
22) Set PHOTOMETER switch to off position.
23) Set aperture to 1-hole position and insert into primary 

filter holder.
24) Select the calibration standard solutions to cover the 

　 PAGE: 2 OF 2
　CALIBRATION 

Note:  when changing cell adapter, filters, or aperture plates, the high voltage must be removed from the PM tube 
by setting the Power switch to the ON position. Extraneous light striking the PM tube could cause tube fa-
tigue. When changing samples, the PHOTOMETER switch MUST be in the off (out) position.
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complete range of the fluorometer. Fill the cuvettes 
with the calibration solutions.

25) Insert the lowest concentration standard solution into 
cell holder and replace cell cap.

26) Adjust meter sensitivity with MULTIPLIER switch, as 
required, and record meter indication in laboratory 
notebook (Note: Do not change the BLANK ADJUST 
FINE control during sample measurements as this 
will change the zero reference point. The MULTI-
PLIER switch can be set to different sensitivities as 
required).

27) Repeat steps 24 and 25 for the remaining solutions.
28) Insert cuvette with blank into cell holder and repeat 

step 25 to ensure that the meter indication is still zero. 
If it is not, re-zero and repeat steps 24 through 26.

29) Change the aperture from the 1-hole position to the 
2-hole position and repeat steps 23 through 27. Once 
this is done replace the aperture 2-hole position to the 

4-hole position and repeat steps 23 through 27.
30) Use linear regression analysis program to determine 

the R-squared value for each of the aperture settings.
31) If the R-squared value is greater than or equal to 

0.9998 for any of the aperture settings, the fluorom-
eter is deemed to be linear and it can be used for tak-
ing measurements. Print out copy of entries made in 
linear regression analysis program and attach to labo-
ratory notebook.

32) If the R-squared value is less than 0.9998 any of the 
aperture settings, allow an additional 30 minutes 
for stabilization of the electronics (record time) and 
repeat calibration. If the R-squared value is still less 
than 0.9998, allow an additional 30 minutes (record 
time) for stabilization and repeat calibration. If the 
R-squared value is still less than 0.9998 the fluorom-
eter cannot be used and the operator must refer to the 
Study Director for advice in accordance with SOP-003.
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Introduction

　A great deal of work has been put forth to improve 
dispersion in several diverse fields. Although the 
research covers a large number of materials in many 
different areas and technologies, the efforts have fo-
cused on one or more main areas: improving drying 
methods1-4), reducing attractive forces between par-
ticles5-10), increasing repulsive forces 11, 12), and devel-
oping mechanical dispersion devices 13-16). Due to the 
complexity of the problem, however, most work has 
been empirical in nature and only incremental im-

provements have been seen17). The first step towards 
realizing a significant increase in aerosol dispersion 
is an understanding of the dominant causes of par-
ticle agglomeration and methods that can be used 
to effectively overcome them. This requires a sys-
tematic study of these factors and their effect on the 
dispersion of the resultant aerosol. In previous work, 
the efficacies of different drying methods were in-
vestigated and two novel CO2 based drying methods 
developed18) as was the use of surface modification 
to control capillary adhesion19). During this research, 
the ef fect of humidity and hydrophobicity, flow 
aids and interparticle contact area, and dispersion 
methods have been studied and the results analyzed 
through the guidance of a statistical experimental de-
sign.
　Much research effort has been directed at under-
standing powder dispersion through aerosolization. 
Ranade and Calabrese14) found that an annular geom-

† Accepted: July 22nd, 2009
1 Gainesville, FL 32611-6400 USA
2 Gainesville, FL 32611-6135 USA
3 Gainesville, FL 32608 USA
＊ Corresponding author
 TEL: 352-846-1194 FAX: 352-846-1196
 E-mail : bmoudgil@erc.ufl.edu

Improving Aerosol Dispersion through Processing and 
Dissemination Techniques†

S. Tedeschi1,2, N. Stevens2, K. Powers2, A. Ranade3, 
B. Moudgil1,2＊, and H. El-Shall,1,2

Department of Materials Science and Engineering 1

Particle Engineering Research Center 2

Particle Technology, LLC 3

University of Florida

Abstract

　The state of dispersion is a vital aspect of powder technology impacting both traditional and 
emerging technologies in many diverse areas of interest including health care, industry, the 
environment, and the military. In such applications, the properties and quality of the resultant 
product will be directly and noticeably af fected by the degree to which the particles are dispersed. 
In any operation where satisfactory particle dispersion is imperative, a reduction in dispersion, or 
increased agglomeration, leads to poor efficiency and ultimately results in lower yields and increased 
cost. As powder technology moves into the nano-age, the challenges of maintaining and improving 
particle dispersion become increasingly important. Decreasing particle size into the submicron range 
can significantly increases the effect of surface forces leading to an increase in the cohesive forces of 
the powder, thus, making an understanding of dispersion even more essential.
　In order to develop the knowledge base to understand and control aerosol dispersion, a 
fundamental study into significant powder characteristics and environmental conditions that 
influence dispersion has been conducted. This paper discusses the results of testing various techniques 
employed to improve the dispersion of sub-micron aluminum flakes such as using a fumed silica 
spacer to reduce interparticle contact area and, in turn, attractive van der Waals forces, as well 
as examining the ef fect of dissemination pressure on the state of dispersion of the particles. This 
research was conducted using statistical experimental design in order to efficiently study significant 
factors.

Keywords: particle, aerosol, dispersion, dissemination, statistical design, nanoparticle
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etry dispersion device configured such that the par-
ticles enter the air stream at the point of maximum 
energy, i.e. maximum turbulence created by an accel-
eration gradient, led to the best dispersion. Chew20-22) 
investigated dry powder inhalers for pharmaceutical 
powders and found that the airflow was highly de-
pendent on the device configuration but varied with 
the drug powder used such that no one configuration 
worked well with all powders due to differences in 
powder strength. Turbulence has also been experi-
mentally studied with latex particles in conjunction 
with a numerical simulation developed by Endo23). 
The simulation was compared to the experimental 
results and used to calculate the adhesion force of 
spherical particles, observing that the particle size 
distribution effected the number of contacts between 
particles and thus the degree of cohesive behavior of 
the bulk powder24-27).
　Shear, turbulence, and impaction are dispersion 
mechanisms that are relatively easy to impart on a 
particle system and can be created simply by con-
trolling device design. However, it is seen that these 
mechanisms alone are not entirely suf ficient and 
further research is required, especially for particles 
under 1 μm in size. It is therefore necessary to also 
study the powder properties to allow for processing 
steps during powder production to be implemented 
so that the cohesion of the powder is less than the 
forces provided by an appropriate dispersion device.
　To consider practical ways to improve aerosol 
dispersion it is necessary to establish the forces in-
volved that work against particle-particle separation. 
These forces include van der Waals, capillary and 
electrostatic forces. Controlling the influence of these 
forces on particle systems has been extensively re-
searched in literature6, 14, 18, 19, 21, 28-45) and will be briefly 
discussed here.
　With the exception of a few surfaces, most sur-
faces are not atomically smooth, and even at the 
atomic level there is some inherent roughness due to 
the size of atoms and their spacing within the crystal 
structure. If we consider two approaching surfaces, 
it is understood that the smoother the surface, the 
greater the contact area between the particles. If the 
surfaces are hence roughened, or the contact area 
between the particles is lessened through the addi-
tion of a mediating spacer particle, the overall con-
tribution of van der Waals forces can be drastically 
reduced. The classical model for the effect of rough-
ness on van der Waals forces was first postulated by 
Rumpf46, 47) and is shown in Equation 1.
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Here A is the Hamaker constant, H is the interparti-
cle separation distance, R is the radius of the particle, 
and r is the radius of the asperity on the surface. 
This model, however, significantly underestimated 
the adhesion force. Recent work by Rabinovich and 
coworkers53, 54, 90) has further refined Rumpf model 
to better predict experimental results, and in its final 
form as the PERC Model is seen in Equation 2. Their 
work indicates that surface roughness on the nano-
meter scale (<2 nm rms) greatly increases the force 
of adhesion, and as the scale of roughness increases 
there is a subsequent decrease in adhesive forces.
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　The additional terms in this equation include the 
maximum peak-to-trough height between the surface 
asperities, k1, the root mean squared roughness, rms, 
and the average peak-to-peak distance between the 
asperities, λ .
　The presence of moisture between surfaces will 
also have a profound ef fect on dispersion. As the 
presence of water increases between two surfaces, 
liquid bridges can form. If the contact angle of the 
liquid on the solid is less than 90° the surfaces will be 
drawn closer due to capillary action.
　Work has also been done on methods to control or 
change the effect of capillary forces acting between 
two surfaces by increasing the surface roughness 
to minimize the formation of capillary bonds. Rabi-
novich and coworkers have investigated the effect of 
nanoscale surface roughness on the critical humidity 
required for the onset of capillary forces in such sys-
tems39, 48-51) and observed that the presence of rough-
ness on surfaces on a nanoscale had a profound 
ef fect on the critical humidity required to induce 
capillary adhesion. Their study validated a simple 
analytical expression developed to predict the force 
of adhesion as a function of particle size, humidity, 
and roughness, which is most relevant for practi-
cal systems. A visualization of the effect of surface 
roughness is shown in Fig 1.
　Electrostatic forces between particles are also nec-
essary to consider for aerosol dispersion and have 
been broadly investigated11, 31, 35, 44, 52-59). Static electric-
ity arises when charges on the surface of a material 
are not free to move to neutralize each other or do 
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so slowly52). These charges remain on the surface 
where they can interact with their surroundings. 
Particles with a similar net surface charge, greater in 
magnitude than the attractive forces, will experience 
columbic repulsion. However the affect of electro-
static forces on dispersion fall outside the bounds of 
the research presented here and will be left for future 
investigations.
　The following investigation is directed at improving 
the dispersion of high aspect ratio particles by con-
sidering factors that affect dispersion as discussed 
above. A model system of aluminum flakes was used 
to investigate the effect of changing the interparticle 
contact area by the addition of 5-10 wt% spacer par-
ticles, the effect of relative humidity on the state of 
dispersion as well as the effect dispersion medium.

Materials and Methods

　An aluminum flake material was used as a model 

particle throughout this investigation (Sigma 1215, 
Sigma Technologies, Inc). These flakes are produced 
by physical vapor deposition and were delivered as 
a 70 wt% slurry in isopropyl alcohol. The flakes were 
rinsed 2-3 times by ultrasonication for 30 minutes 
(Misonix Sonicator 3000) in 50 mL of isopropanol 
(Fisher Scientific, USA) and separated by centrifuga-
tion (Beckman BH-2). The rinsing process removed 
any remaining product used in the PVD process.
　For surface modification, 2% (vol.) solutions of 
n-octadecyltrimethoxysilane (ODTMS) were made 
as follows. 2 mL of silane and 0.5 mL of water was 
placed into 100 mL of ethanol (Fisher Scientific, 200 
Proof), adjusted to a pH of 5 using glacial acetic acid 
(Aldrich, ACS Grade). 10 g of powder was slowly add-
ed to the solution while stirring and the solution was 
allowed to continue mixing for one hour. After the 
allowed time, the mixture was solvent exchanged to 
remove any excess silane via dilution and centrifuga-
tion (Beckman JA-21) and dried using a supercritical 
fluid drying process described elsewhere18).
　The spacer material used was a 10 nm mean di-
ameter hydrophobic fumed silica, (Aerosil® LE2, 
Degussa). The spacer was added at 5 and 10 wt% to 
slurries of aluminum particles suspended in isopro-
panol. These slurries were then supercritically dried 
in a custom designed super critical drier (University 
of Florida, Paar Instruments).
　The degree of dispersion of the aerosol particles 
was characterized using a lab-scale air dispersion 
chamber, fabricated in-house to integrate into a Ther-
mo Electron Magna 760 Fourier Transform Infrared 
(FTIR) Spectrometer. The cylindrical chamber had 
an internal volume of five liters and positioned in side 
the FTIR such that the IR laser passed through sap-
phire crystal windows of the chamber to the detector. 

Change in contact area with increasing roughness.  The illustra-
tion shows the decrease in contact area that occurs with increas-
ing surface roughness and is attributed to the difference in inter-
particle forces between smooth and rough surfaces.

Fig. 1

The air dispersion chamber for the FTIR.  A) The air dispersion chamber when positioned in the FTIR.  B) A schematic 
diagram of the chamber showing the laser path through an aerosol cloud produced in the chamber.

Fig. 2
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The FTIR Air Chamber is shown in Fig. 2.
　Prior to experimentation, the chamber was purged 
with nitrogen for 15 minutes. Powders were then 
dispersed into the chamber by one of two methods. 
The first method inducted the powder into the FTIR 
chamber by evacuating the chamber to -12.5 psig. 
The vacuum was quickly released dispersing the 
particles into the camber by the venturi effect. Par-
ticles were also dispersed into the chamber by high 
pressure injection of either nitrogen gas (5-90 psi) or 
carbon dioxide (800 psi, gas and liquid).
　The characterization of the size and dispersion of 
mixtures posed a unique challenge. Each material 
has a unique index of refraction, thus laser diffrac-
tion could not be used to characterize dispersion. A 
new method was developed using the attenuation of 
laser light in a settling chamber. Once the powder 
was disseminated, measurements of the laser trans-
mission through the particle cloud were made over 
time and graphed as the negative log of one divided 
by transmission. The slope of this line is indicative 
of the settling rate since the transmission increases 
as the powder settling out of suspension in the air60). 
A slower settling rate would result from a smaller 
particle size by increased dispersion. If a constant 
mass of material is used, and a constant concentra-
tion is assumed immediately after dissemination, the 
mass extinction coefficient of the Beer-Lambert Law, 
Equation 3, can be calculated and used to determine 
the airborne concentration over time. From this the 
degree of dispersion was determined and with it the 
efficacy of the processing and dissemination methods 
for that sample.

− log

1/T


=Me · C · PL

1

 (3)

　Here T is transmission of incident light passing 
through the dispersed sample, Me is the mass extinc-
tion coefficient, C is concentration, and PL is the path 
length of the laser through the aerosol cloud and as-
sumed to be the diameter of the chamber.
　Settling times of interest were chosen to be one 
second, taken to be the maximum initial dispersion; 
ten seconds, a time of interest for both pharmaceuti-
cal powders and other aerosol applications; and one 
hundred seconds, a length of time considered to be 
in excess of most applications but interesting from 
the point of view of total aerosol lifetime.

Results and Discussion

　High aspect ratio particles, such as flakes, pose 

unique challenges for dispersion because their inher-
ent high surface area to mass ratio. More specifically, 
the thickness of the flake is at least an order of mag-
nitude smaller than the diameter the interparticle 
contact area between the flakes can be much higher 
while the mass which dispersive forces can be ap-
plied is very low. Associated with the high surface 
area are also high attractive surface forces, in par-
ticular van der Waals forces. For these reasons, once 
the surfaces come into contact, dispersion can be-
come impossible. If the contact area between flakes 
is decreased, adhesion between the particles will be 
decreased and dispersion can be improved.
　van der Waals forces are generally accepted to be 
significant only at short ranges, typically at separation 
distances less than 50 nm. Therefore, by maintaining 
some separation between the particles the van der 
Waals attraction will decrease. One way to achieve 
such an effect is through enhancement of surface 
roughness, shown in Fig. 1. First, the asperities on 
the surface lead to a less intimate contact and a lower 
total contact area between the particles. Second, 
the distance between the average surface planes is 
increased. The effect of roughness on van der Waals 
force can be seen by comparing the force distance 
curves calculated for smooth and rough surfaces, as 
shown in Fig. 3.
　Here the theoretically calculated van der Waals 
force of attraction is plotted versus separation dis-
tance. Plot 1 shows the attractive forces for two 
smooth surfaces and Plot 2 shows the attractive 

Calculated van der Waals forces of a smooth and rough surface.  
Surface roughness has a large effect on interparticle forces.  Plot 
1 (solid) shows the calculation of van der Waals attraction for 
two smooth surfaces.  Plot 2 (dotted) shows the effect of surface 
roughness incorporated by the PERC model 53, 54) which not only 
decreases the contact area, but also separates the average sur-
face plane of each body.  A significant decrease in the calculated 
interaction force is seen.

Fig. 3
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forces for the same size flakes with a 4 nm RMS sur-
face roughness as calculated by the PERC Model, 
Equation 2 21). This increase in surface roughness 
is shown to have dramatically reduced interparticle 
attraction with ultimately leads to less agglomera-
tion. By applying this concept to the high aspect ratio 
flakes under investigation, decreasing the attractive 
forces will lead to an improvement in dispersion.

　The surface roughness of the aluminum flakes 
cannot be altered easily, however, by adding spacer 
particles between the flakes, the effect of roughness 
can be simulated, as illustrated in Fig. 4. The fumed 
silica employed for this investigation was chosen 
because it had a diameter approximately the same 
size as the flake thickness (10 nm) and has a lower 
Hamaker constant than aluminum: 6.6×10-20 J as op-
posed to 1.5×10-19 J respectively23). It was expected 
that the combination of these two effects would re-
duce the interparticle forces. A significant decrease 
in the magnitude of the theoretically calculated forces 
was found, as shown in Fig. 5.
　This graph shows a comparison of the calculated 
force distance curve for smooth aluminum flakes 12 
μm in diameter and 12 nm thick along with the ad-
dition of 5-10 wt% fumed silica. The calculated forces 
go through an energy minimum at 5 wt% silica after 
which there is a slight increase in interaction forces 
at 10 wt% silica. At higher loadings of silica, there is a 
higher number of interparticle contacts and therefore 
an increase in the attractive forces. Based on these 
calculations, experiments were conducted to investi-
gate the effect of adding fumed silica to the flakes.
　For the first set of experiments, samples of bare 
aluminum flakes and those containing 5 wt% percent 
silica were disseminated using a par tial vacuum 
pressure. As expected, the addition of silica resulted 
in a reduction of interparticle forces. Fig. 6 shows 
a comparison of the airborne concentration for the 
vacuum disseminated aluminum and aluminum con-

taining the silica. The addition of the silica lead to a 
sixteen percent increase in airborne concentration of 
particles. It should be noted, however that complete 
dispersion was not achieved and other factors must 
be considered.
　The effect of interparticle agglomeration due to 
capillary adhesion was subsequently investigated. 
Capillary forces between particles caused by the 
condensation of water from the atmosphere can lead 
to a significant increase in particle adhesion and in 
turn decrease the dispersability of the powder24-27). 
This was readily observed by the change in particle 
size distribution of aluminum flakes in Fig. 7 after 
preconditioning at 20, 50, and 80% relative humidity 
for 48 hours. The particle size is seen to increase 

Illustration of the change in contact area as a result of the ad-
dition of fumed silica.  The particle surface cannot be changed 
to reduce contact area; however, fumed silica can be added to 
simulate the effect.

Fig. 4

Calculated van der Waals forces with the addition of silica be-
tween two flakes.  A comparison of the calculated van der Waals 
forces for two smooth flakes is seen to be much higher than for 
two smooth flakes separated by silica spacer material.  The Plot 1 
(solid) shows the calculated van der Waals force for two smooth 
disks and Plot 2 (dotted) shows the calculation for two disks sep-
arated by 5 wt% of 10 nm fumed silica particles.  Plot 3 (dashed)  
shows the calculation when 10 wt% silica is added.  The spacer 
has the same effect as increasing surface roughness, but done 
without having to alter the flakes themselves.  The Hamaker 
constant of silica is also lower than that of aluminum which also 
contributes to a decrease in van der Waals forces.

Fig. 5

Airborne concentration of aluminum particles by vacuum dis-
semination.  The addition of 5 wt% silica to the aluminum demon-
strated a 10-20% increase in airborne concentration.

Fig. 6
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with relative humidity as capillary forces increase the 
adhesion between the particles. The primary particle 
size is shown for comparison. The equation for the 
attractive forces due to the presence of liquid bridges 
between two spheres is given below50).

Fcap = −4πRγlv cos θ

1

 (4)

　Here R is the radius of the capillary, γlv is the sur-
face tension of the liquid phase, θ is the contact 
angle of the liquid at the particle surface, and the 
sign of the equation represents the force direction, 
which is cohesive in nature. By this reasoning, dis-
persion can be improved by controlling the capillary 
adhesion, i.e. increasing the contact angle through 
surface modification or by increasing the dispersion 
force through the use of a volatile medium. Research 
on the use of surface modification to control the con-
tact angle is reported in detail elsewhere19) however 
only the relevant results will be discussed below. For 
this investigation, aluminum flakes were coated with 
a hydrophobic silane and the dispersion properties 
were examined using the FTIR Air Chamber.
　The use of a volatile medium between the particles 
presents the opportunity to develop a radiating dis-
persion force from inside the agglomerate in addition 
to the traditional forces, such as turbulence and drag, 
an agglomerate would experience during dispersion. 
Liquid carbon dioxide was chosen as the volatile me-
dium due to its environmental inertness, relatively 
low boiling point, high molar expansion ratio and 

low toxicity. In it’s liquid form, CO2 is stored at ap-
proximately 800 psi at room temperature and during 
release to the atmosphere The liquid undergoes a 
rapid molar volume increase of the order of 500%. 
The application of liquid CO2 as a dispersive medium 
is shown illustrated in Fig. 8.

　The airborne concentration of the bare and OD-
TMS surface modified flakes at 50% relative humidity 
disseminated using liquid CO2 can be seen in Fig. 9. 
No significant change in airborne concentration was 
observed. To further investigate this, bare aluminum 
flakes were conditioned at 20, 50, and 80% relative hu-
midity for 48 hrs then disseminated into the air cham-
ber using liquid CO2. As seen in Fig. 10, no signifi-
cant change in airborne concentration or settling rate 
can be seen with increasing humidity. These results 
demonstrate that the use of liquid carbon dioxide to 
disperse and disseminate powder overwhelmed any 
effect of prior powder conditioning such as agglom-
eration due to capillary forces on dispersion.
　The airborne concentrations, although indepen-
dent of preconditioning humidity, was comparable 
to the dry aluminum alone and thus has room for 

Particle size of aluminum flakes at 20, 50, and 80% relative hu-
midity.  The graph represents change in particle size of the 
aluminum flakes after supercritical drying and conditioning for 
48 hours at 20% relative humidity (dotted), 50% relative humid-
ity (dashed), and 80% relative humidity (dotted and dashed).  
Plot 1 (solid) represents the primary particle size measured in 
isopropyl alcohol and provided as a comparison.  The standard 
deviation for the measurement is ±3μm.  The change in particle 
size and distribution due to changes in the relative humidity can 
readily be seen.

Fig. 7

Illustration of the dispersion effect of liquid carbon dioxide.  
Upon release, the liquid carbon dioxide will undergo a phase 
transformation from a liquid to a gas resulting in an increase in 
volume of approximately 500 times.  The rapid vaporization of 
liquid carbon dioxide aids in the dispersion of the powder.

Fig. 8

Airborne concentration of surface modified aluminum flakes 
at 50% humidity.  The plot shows the airborne concentration of 
bare aluminum flakes and ODTMS surface modified aluminum 
flakes.  Surface modification does not improve dispersion over 
liquid CO2 dissemination alone.

Fig. 9
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further improvement. To do so the combination of 
both methods was used. The aluminum flakes and 
flake/silica mixtures were disseminated using the liq-
uid CO2 and the results can be seen by the increase 
in airborne concentration in Fig. 11. Although the 
dispersion of the bare aluminum did not improve, the 
addition of the spacer shows a 20% increase in air-
borne concentration over that of liquid alone. In ad-
dition, the settling rate of the mixture is shown to be 
slower, a second indication of improved dispersion.

　Further analysis of the results was performed with 
the aid of a statistical design software package. A 3D 
representation of the results within the design space 
can be seen in Fig. 12. Each side of the cube repre-
sents one experimental factor with the corners sig-
nifying the minimum and maximum levels. The air-
borne concentration obtained from each level of each 
set of the three factors is designated by the number 

at each corner inside the cube. Since humidity did 
not show a significant effect on the airborne concen-
tration experiments, it was not included in the analy-
sis. From these results, the best conditions are found 
using liquid CO2, 5 wt% silica, and using surface 
modification. Based on the data, an empirical model 
describing the effect of each factor on dispersion was 
developed by the software and given in Equation 5.

Cair=�73.55+0.70A(Medium)-1.80B(Surface Modifi- 
(5)

 
cation)+3.95C(Spacer)+6.80AC+1.80BC

　In Equation 5, the factors that have a significant 
ef fect on airborne concentration are shown along 
with the magnitude of their effect according to the 
factor coef ficient. The standard deviation for the 
coefficients was ± 0.6. Half the coefficient value is 
the factor effect. It is seen that the spacer and the 
interaction between the spacer and the medium have 
the largest effect on dispersion. Using this model, a 
maximum airborne concentration can be calculated 
based on different levels of these parameters. Within 
this design space, a maximum airborne concentration 
of 85% is predicted and experimentally obtained.

Conclusions

　Through this research, a systematic investigation 
of the effect of significant factors on powder disper-
sion in air has been conducted. An understanding 
of the ef fect of these factors on dispersion, and 
the magnitude of their effect, has been developed. 
Through the use of spacer particles, the interparticle 
contact area between the flake surfaces was reduced 
and in turn the adhesion forces were reduced. It was 

Airborne concentration of bare aluminum at 20, 50, and 80% 
humidity.  Using liquid CO2 dissemination, the usual effect of 
increasing relative humidity on increasing agglomeration is no 
longer a factor due to the improved dispersion method.

Fig. 10

Airborne concentration using liquid carbon dioxide and silica.  
The addition of 5 wt% silica has previously been shown to re-
duce the van der Waals forces between flakes by increasing the 
interparticle spacing.  This also increases the volume of liquid 
carbon dioxide between the flakes and in turn the amount of 
pressure that can be generated upon dissemination.

Fig. 11

Experimental design dispersion results.  The figure shows the 
results for airborne concentration for all of the experiments 
used to investigate the effect of humidity, spacer, and disper-
sion medium.  The conditions for optimum dispersion can be 
seen to result from 5 wt% spacer and liquid CO2.

Fig. 12
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demonstrated that the addition of 5 wt% of fumed 
silica as spacer particles resulted in a sixteen percent 
increase in airborne particle concentration using 
partial vacuum induction. The condensation of liquid 
after conditioning at elevated relative humidity levels 
lead to significantly agglomeration due to capillary 
adhesion. To overcome this challenge, a novel disper-
sion method was developed which employed the use 
of liquid carbon dioxide as a volatile dissemination 
medium. Through this method, the particles were 
dispersed in a liquid that underwent a high molar 
volume expansion during dissemination because of 
its phase change to a gas, the thermodynamically 
favored state at standard temperature and pressure, 
once released from the devise. The expansion of gas 
added a radial force in addition to the shear normally 
produced through dispersion and dominated any ef-
fect of powder preconditioning, however it was not 
large enough to significantly improve dispersion. 
Once the spacer was added and disseminated using 
liquid CO2 dissemination resulted in a significant 
increase in airborne concentration of 20% and a maxi-
mum airborne concentration of 85% was observed.

Future Work

　Up to this point experiments have been performed 
to investigate the effect of important parameters on 
the interparticle size and airborne concentration. The 
effect of chosen parameters on interparticle forces 
has been theoretically calculated and compared to 
the experimental results. In order to obtain a better 
understanding of the effect of these factors on the in-
terparticle forces, measurements of the forces on the 
macro and micro scale must be performed. A com-
parison of the change in magnitude of the interpar-
ticle forces as they relate to these factors will result 
in a correlation between the significant interparticle 
forces and their relationship to dispersion.
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1. Introduction

　Any industry that deals with particulate materials 
must have a clear understanding of particle behav-
ior during the handling and processing operations. 
Generally, materials in particulate form are easier 
and more economical to handle due to the flexiblity 
in producing a variety of finished products. Given the 
widespread use of powders, it would be impossible 
to improve the handling and processing techniques 
without a precise knowledge of how particulate mate-
rials behave under various conditions.
　Developing a mathematical model is the ultimate 
goal for engineers to simulate the cause and effect 
in a surrogate device which is used to represent a  
real world system to understand the response under 

various conditions (inputs) (Kessler and Greenkorn, 
1999).  Some engineering mathematical models are 
built based on purely experimental observations, 
which treat variables in a physically most intuitive 
manner. The objective is to determine simple correla-
tions of the behavior of the dependent and indepen-
dent variables. At a more fundamental level, physical, 
chemical, and/or biological laws, are used to form 
the basis for mathematical model. In this context, the 
parameters that are embedded in the model have well 
defined physical meaning. In this research, the latter 
approach was attempted to formulate a mathematical 
model for the powder deposition process in dies.
　No continuum models and methods have been 
published to simulate the deposition characteristics 
in shallow dies. Xie (2006) developed an overall rate 
equation for feed shoe filling process for cylindrical 
dies using a battery powder mixture (BPM). The 
overall rate equation was dPp/d¿=®PpF(¿)+¯, where 
Pp is prorated pressure, ¿ is normalized time, ® and 
¯ are coefficients, and F(¿) is a stage-specific deposi-
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Abstract

　Fundamental understanding of the deposition of powders into dies is essential to optimizing 
processes such as compaction. Toward this end, models were developed and verified to simulate the 
filling characteristics for three deposition methods into shallow dies. Understanding of the filling 
process for shallow dies represents the key first step towards gaining fundamental knowledge of filling 
deep dies. The three dif ferent filling methods modeled were: the feed shoe, rotational rainy, and 
point feed, which represent the commonly used methods to fill dies and containers. A free flowing, 
spray dried battery powder mixture (d50=600 μm) was filled into a circular shallow die (35 mm 
diameter x 6.5 mm deep) at 20 mm/s feed shoe speed equivalent to 26 g/min filling rate. A physics 
based explanation of the filling process, i.e., pressure vs. time for a specific location at the bottom of 
the die, is included that provides a rational basis for the use of Chapman-Richards model. In order 
to evaluate the goodness of the model, the average root mean square error (RMSE) and the mean 
value of average relative dif ference (ARD) of the models were calculated. The results showed that 
1) the RMSE for feed shoe, rotational rainy, and point feed were 0.16 dm (dm=decimeter, fill head 
equivalent of measured pressure), 0.44 dm, and 0.32 dm, respectively, whereas, the ARD for feed 
shoe, rotational rainy, and point feed were 7%, 16%, and 11%, respectively; 2) the deposition profile 
for feed shoe and rainy fill were sigmoidal in shape, while for the point feed it was linear.
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tion rate function. Although, the model successfully 
described the feed shoe deposition method, no clear 
and complete physical interpretation of ® and ¯, and 
origin of F(¿) were presented (Xie and Puri, 2008). 
Therefore, the objective of this research was to de-
velop and validate time-dependent models for feed 
shoe, rainy fill, and point feed filling methods based 
on process physics.

2. Mathematical Formulation

　The two cornerstones of the deposition model are 
the overall force balance and mass balance equa-
tions. In this study, the static force balance was used 
as the basis for developing the prevailing dynamic 
conditions. Furthermore, it was assumed that the de-
veloped equations are point-specific located at the die 
bottom. In order to better describe and analyze the 
die filling process, it was divided into two stages: 1) 
powder deposition process into a die that is partially 
to nearly completely filled, and 2) powder deposition 
process during surcharge build-up. The analysis and 
mathematical formulations are described in the fol-
lowing subsections.

2.1. Analysis of powder within die
　Force Balance in powder mass: The most widely 
used equation for predicting vertical and lateral pres-
sure in dies, bins, and containers is the Janssen’s 
equation  (Manbeck and Puri, 1995). Janssen’s solu-
tion assumes the bulk density of material (½b), angle 
of internal friction ('), and coef ficient of friction 
between the die wall and powders (¹) are constant 
throughout the particle bed. In order to gain a better 
insight into the effect of loading conditions and, in 
particular, to simplify the mathematical simulation, 
the system was assumed to be axisymmetric, thus 

pressure distributions vary with depth but not with 
location around the circumference. A schematic of 
the free body diagram of the cylindrical die and force 
balance on powder mass at depth  is shown in Fig. 1.
　Summing forces acting on the differential elements 
in the vertical direction (Fig. 1b) yields Equation (1) 
(Roudsari, 2007):

(Pv + dPv)A+ PwCdy − PvA− ρbgAdy = 0

1

 (1)

　where: A= cross-section; C=die circumference; 
Pw=vertical friction on the wall; Pv=vertical pressure 
in the mass; Ph=lateral pressure; g= gravitational 
constant; ¹=coefficient of friction; ½b= bulk density; 
and y= actual filled height of powder in the die.
Since the number of symbols used is large, for conve-
nience these are listed also in the Nomenclature sec-
tion.
　Upon integration, Equation (1) yielded:

Pv =
ρbgR

kµ
(1− e

−kµy
R )

1

 (2)

where, k is the ratio of lateral to vertical pressure 
within the powder mass (k =

Pv
Ph

1

) and R=A/C.
　Mass balance in powder mass: The physical prin-
ciple of mass balance is given in Equation (3).

ṁ2 − ṁ1 +
dm

dt
= 0

1

 (3)

where m_ 2 = rate of outflow, m_ 1 = rate of inflow, dm
dt

1

 = 
accumulation rate. In the case of filling a container 
with no outflow, Equation (3) can be rewritten as:

dm

dt
= ṁ1

1

, but m1 = ρv = Q

1

 and ṁ1 = Q̇

1

 
(4)　

　Also ρ
dv

dt
= ρQ̇

1

, v=A . y, where, v=volume, then:

                                        (a)                                                             (b) 

Filling directionPowder filling the die

die

Powder in die

r

Free body diagram of (a) cylindrical die during rainy filling process, and (b) 
force balance on powder mass inside the die (Manbeck and Puri, 1995).

Fig. 1
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　A
dy

dt
= Q̇

1

 (5)　

Next, Equation (2) can be rewritten in terms of gen-
eral parameters°1, °2, and y, this reduces to:

Pv = γ1(1− e−γ2y)

1

 (6)

where, γ1 = ρbgR/µm

1

 and γ2 = kµ/R

1

　Rearranging Equation (6) in terms of y and replac-
ing in Equation (5) and integration leads to (Roud-
sari, 2007):

Pv =
1
γ1


1− e

−γ2
Aγ2

1
Q̇t


1

　Substituting K =
1
γ1

1

 and b =
γ2
Aγ21

Q̇

1

, yields:

Pv = K
�
1− e−bt



1

 (7)

Rewriting pressure Pv as equivalent height h* Pv/(½p
×g) : or h* = K (1{e{bt) (8)　
　where K and b are experimentally determined pa-
rameters and ½p is the particle density.

2.2. Analysis of powder within surcharge mass
　Equation (8) is a typical exponential response for 
pressure distribution in dies and containers; how-
ever, the most typical observed die filling pressure 
response was sigmoidal. For all three fill methods, 
there was always a powder surcharge that is a likely 
cause of the slowdown in pressure build-up. For the 
feed shoe, the pressure distribution is more complex 
and is believed to be caused by the cumulative effect 
of the feed shoe tube walls and powder head in the 
feed shoe tube. Since the surcharge of powders in a 
rainy fill provides a clearer explanation of the process 
physics, it is followed here. In addition, the point feed 
filling method’s analysis is included.
　As stated previously, the die was overfilled dur-

ing the filling process, which is a normal practice 
in industry. Following overfill, the excess powder 
is scraped off and the free surface of the powder is 
leveled. A simplified free body diagram of a heap 
(mound) of the surcharge powder above the die is 
shown in Fig. 2.
Following the force balance analysis carried out for 
filled powder below the die height (y<h), the vertical 
pressure was obtained as:

Pv = A(1− e−b(H0−h))

1

 (9a)

Or, in terms of equivalent height (h*) and time (t) 
(Roudsari, 2007):

(H0 { h)=°3(1{e{°4(t{tf)) (9b)

where, tf = time to fill the die corresponding to y = 
h, and time at the end of filling process including sur-
charge t>tf, and °3 and °4 are coefficients
Based on visual observations during experiments 
with the rainy fill method, the surcharge powder 
profile can be approximated by a spherical cap 
(ABCDEFA) as shown in Fig. 2a. The vertical pres-
sure as equivalent height from the surcharge powder 
is (Roudsari, 2007):

h∗ =
ρb
ρp

πr2θ

2
γ3


1− e−γ4(t−tf )


+

ρb
ρp

π

6
(γ3)

3

1− e−γ4(t−tf )

3

1

h∗ =
ρb
ρp

πr2θ

2
γ3


1− e−γ4(t−tf )


+

ρb
ρp

π

6
(γ3)

3

1− e−γ4(t−tf )

3

1

 (10)

where, ½b bulk density, g = gravitational constant, µ = 
(segment AC, Fig. 2)/r, and r = radius of sphere.
The form of Equation (10) is sigmoidal, which is 
comparable to Chapman-Richards equation (Seber 
and Wild, 1989) shown below:

h∗ = α(1− e−bt)c

1

 (11)

Surcharge powder

(a) (b)
(a) Free body diagram of dimension of surcharge powder for rainy fill, (b) 
force balance diagram of powder mass inside the surcharge powder mass 
above the die cross-section.

Fig. 2
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where ®, b, and c are parameters. The interpretation 
of these coefficients is: (1)® represents the asymptot-
ic equivalent height, i.e., the maximum h* when time 
approaches ∞; for instance, when filling a deep die, 
(2)b represents the reciprocal of the characteristics 
time ( 1 

b ) of the deposition process exponent, i.e., the 
rapidity with which h* is approached, and (3)c repre-
sents the build-up characteristics of pressure at bot-
tom of the die due to the continuously increasing sur-
charge powder.
　For the point feed method, the observed shape of 
surcharge powder was conical. For this fill method, 
the surcharge pressure (based on volume of the 
cone) can be written as (Roudsari, 2007):

　h∗ =
π

3
ρb
ρp

tan δ(γ3)3

1− e−γ4(t−tf )

3

 (12a)

where, ± is the cone half angle.
In the point feed fill method; the deposited powder’s 
base expands until it reaches the walls of the die. Dur-
ing this time period, most of the die is unfilled, i.e., 
the walls of the shallow die do not directly influence 
the filling pressures. In this case, retaining the first 
non-zero term of the Taylor series for the Equation 
(12a) yields (Roudsari, 2007):

h* = ¯(t{tf )c (12b)

where, ¯ is a coefficient determined from experimen-
tal data.
Equation (12b) is the generalized pressure build-up 
profile for the point feed fill method. As will be shown 
later c ≈ 1

1

 for BPM at slow filling rates. Given the 
generality of Equation (11), it was used for modeling 
the three filling methods.

3. Experimental Design

　In this study, a battery powder mixture (BPM) was 
used to fill a shallow circular die of 35 mm in diam-
eter that was 6.5 mm deep (i.e., h=6.5 mm). The bulk 
density and particle density of BPM were 1.65 g/cm3 

and 4.7g/cm3, respectively (Xie, 2006). It is stable 
under ambient conditions. The granule size range 
of BPM powder was from less than 80 to 1000μm 
with median size (d50) of 600μm. BPM powder is 
very friable; some granules easily fragment into finer 
granules during handling and transportation. Powder 
characteristics of relevance and importance during 
deposition and compaction have been reported in the 
literature (such as, Doelker, 1993; Hjortsberg and 
Bergquist 2002; Niesz, 1996, and Wu et al., 2003)
　The second generation pressure deposition tester 

(PDT-II) (Fig. 3a) was used to measure the powder 
pressure distribution characteristics (Xie and Puri, 
2007). An innovative rotational rainy filling device 
(Fig. 3b) was designed and fabricated. This versatile 
device can be used to measure filling characteristics 
at different rotational speeds (Roudsari, 2007). The 
point feed (Fig. 3c) method with a funnel of 30 mm 
inlet diameter and 4.2 mm outlet diameter opening 
was used to fill the circular shallow dies. The pres-
sure sensor strip, P-1500, was placed at the bottom 
of the die (Fig. 3d), which was connected to a data 
acquisition systems and data analysis software. There 
are 16 pressure sensors in one pressure sensor strip, 
the cross-section of each sensor is 2 mm  5 mm with 
center-to-center spacing of 2 mm. The pressure sen-
sor strip was positioned at eight dif ferent angles, 
22.5 degrees apart, which covered the entire die; i.e., 
00-1800, 22.50-202.50, 450-2250, 67.50-247.50, 900-2700, 
112.50-292.50, 1350-3150, and 157.50-337.50. All six-
teen sensors were exposed to record the pressure 
increase profile. The sensitivity of pressure sensor 
(P-1500) was 0.1% of the full scale range, or 5 Pa (4.8 
mg on an area of 2 mm 5 mm). The highest pressure 
that the P-1500 can measure was 551.6 kPa (0.529 
kg on an area of 2 mm 5 mm). The sensor calibra-
tion was repeated every 50 tests (Roudsari, 2007). 
Throughout this study, the data capture rate of 30 
Hz per channel was used. Herein, results of BPM 
powder only are presented. The impact of particle 
size distribution and particle shape for a powder finer 
than BPM on the filling process is presented and dis-
cussed at length in Roudsari (2007).

4. Results and Discussion

4.1. Feed shoe filling process
　A typical pressure profile obtained by the pressure 
sensor element located at the center during filling of 
the cylindrical die with the BPM at feed shoe speed 
of 20 mm/s is shown in Fig. 4. The plot represents 
the average of six runs to ensure that the experimen-
tal values had coefficient of variation generally less 
than 15% (Mittal et al., 2001; Wu et al., 2003; and Xie 
and Puri, 2006 and 2007). In order to convert the 
pressure profile of BPM, each pressure value was di-
vided by the particle density (4.7 g/cc) multiplied by 
gravity ( p

½p･g). As mentioned earlier, this can be inter-
preted as equivalent height (h*). The equivalent 
height scale h* is in dm, dm is decimeter, i.e., 1 
dm=0.1 m. Due to the complexity, the entire pressure 
profile could not be simulated by one value each for 
coefficients ®, b, and c of Equation 11. Therefore, the 
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entire filling process was divided into various phases 
and Phase I was divided into two stages. Every phase 
was modeled using a simple rate equation. The posi-
tions of circular feed shoe tube during the filling pro-
cess with reference to center of the die that were 
used to calculate the start and end times of various 
phases are given in Fig. 4 and 5.

4.1.1.Feed shoe filling phases
　The feed shoe filling profile shown in Fig. 4 was 
divided into three distinct phases. Phase I was from 
time 0 to time T1 which corresponded to forward 
stroke while the actual filling process occurred. 
Phase I was divided further into two stages which 
corresponded to feed shoe tube movement during 
the forward stroke. The two stages were, T1a and T1b 

where the first subscript denotes the phase and sec-
ond represents the stage.  During Phase II for time 
duration T2, the feed shoe started to leave the die. 
The pressure applied by the powder inside the feed 
shoe tube started to be released. Phase III for time 
duration T3 was post-filling process during which 
time the powder gradually approached an equilib-
rium value.

(a) (b)

(d)(c)
Photographs of a) Second generation Pressure Deposition Tester, PDT-II, b) 
Rotational rainy fill, and c) Point feed; and d) Schematic of pressure sensor 
strip shown in one orientation at bottom of the die (Roudsari, 2007).

Fig. 3

T1a

T1b

T1=1.8s T=0s

Filling sequences in Phase I during the forward stroke showing 
feed shoe travel distance (in mm) and onset of stages described 
by T and its subscripts.

Fig. 5
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4.1.1.1 Phase I
　In Phase I, actual filling of the die occured during 
the forward stroke of feed shoe tube. The relative 
positions of feed shoe tube at two stages marked the 
start and end times are shown in Fig. 5. These par-
ticular positions of feed shoe tube with circular cross-
section were used to identify and discriminate filling 
stages in Phase I. Corresponding to these positions, 
the specific times for the feed shoe tube to reach 
these positions are listed below:
　T1a: when feed shoe tube nose reached middle of 
the die, i.e., sensor location (0.49 s).
　T1b: when the back wall of feed shoe tube reached 
the leeward direction of the die (1.31 s).
　Stage I (T1a): The majority of filling was accom-
plished in this stage. The filling occurs rapidly show-
ing an exponential deposition profile.
　Stage II (T1b): In this stage, the die was overfilled 
and surcharge powder covered the top of the powder 
mass.
　At time 0, the feed shoe tube front wall reached 
the leeward direction of the die (Fig. 5), while only 
a small fraction of the powder in the front of feed 
shoe was available to enter the die. The filling rate is 
very low at this time. With the feed shoe movement 
and increase of time, more powder in the front wall 
of feed shoe tube filled the die. With the increase in 
time, the die continued to fill and the distance be-
tween the top surface of the powder in the die and 
the bottom of the powder in the feed shoe gradually 
decreased; at this time, the die was filled, i.e., could 
not accommodate more powder.
　Two stages of the Phase I could be mathematically 
represented by the following rate Equation (13):

h∗ = 32.63(1− e−5.69t)3

1

 (13)

　The R-Square value of this regression was 0.97.
Phase I is responsible for most of the powder filling 
during the deposition process, i.e., about 90% (Xie, 
2006). During Phase I, the most pressure measured 
by the pressure sensor strip was exerted directly 
from the powder deposited into the circular die. Min-
imal-to-no pressure was exerted or influenced by the 
feed shoe wall.

4.1.1.2 Phase II
　Based on experimental results, the rate Equation 
(11) of this phase can be simplified to:

dh∗
dt

= m2

1

 (14)

where m2= slope of the straight line. The slope m2= 
-6.79. The R-square value of this regression was 0.99.

4.1.1.3 Phase III
　In this phase, the pressure reached an equilibrium 
state, and this state could best represent the pressure 
value of the end of filling process. The pressure pro-
file decreased slowly in the beginning of this phase, 
followed by a close-to-horizontal profile. The reason 
for slow decline might be that some of the pressures 
at the end of forward stroke was gradually released. 
The rate of equivalent height Equation (11) in Phase 
III is simply dh*/dt = 0

4.1.1.4 Overall equation for all the three phases
　To effectively account for Phases II and III, the 
overall rate Equation (11) for shallow die can be rep-
resented alternately by Equation (15).

dh∗

dt
= αh∗F (t) + β

1

 (15)

where ® and ¯ are coefficient, and F(t) is a function 
of time. The specific form of function F(t) and the 
corresponding applicable range of times are shown in 
Table 1. The Phases II and III did not have the func-
tion F(t) (their ® value was 0), since the changing 
rates of their pressure values were constant.
　Root mean square error ［RMSE, Equation (16)］ 
and average relative difference ［ARD, Equation (17)］  
values were used to determine the quality of the 
model predictions.

RMSE =


(h∗mod el − h∗measured)2

n− 1
 (16)

ARD = 100

 |h∗mod el−h
∗
measured|

h∗
measured

n

1

 (17)

　where  h∗mod el =

1

 modeled equivalent height,  
h∗measured =

1

 measured equivalent height,  
n = number of total data points.

RMSE and ARD for data were 0.16 and 7%, respec-
tively.

Table 1  Model parameters for all three phases at the center (r=0 mm) 
of the cylindrical die filled with the BPM powder at 20 mm/s 
feed shoe speeds

Phase # h*F(t) ® ¯ Time (second)

I h*/(e5.69t－ 1) 32.63 0 0 < t < 1.8

II 0 0 － 6.79 1.8 < t < 3.4

III 0 0 0 3.4 < t < 7.8
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4.1.2 Model validation
　Tables 2 and 3 show the coefficients for r=4 mm 
obtained from data points, and r=2 mm which was 
obtained from interpolation of r=0 mm and r=4 mm, 
respectively. The RMSE and ARD were 0.12 dm and 
5%, respectively, which showed that the calculated 
values are in good agreement with measured values. 
The pressure profiles for measured and modeled data 
points at r=2 mm are shown in Fig. 6

4.2 Rainy fill
　Fig. 7 shows a typical pressure profile for a cylin-
drical shallow die filled with BPM at 26 g/min filling 
rate. The plot represents the average of six runs with 
pressure sensor strip located at 0°-180° orientation. 
The entire filling profile was divided into four phases 
as follows:
　Phase I (T1)= filling process (the rotational rainy 
filled the die completely at this phase (43 s);
　Phase II (T2)= leveling process (removing sur-
charge powder manually) (46 s);
　Phase III (T3)= end of leveling process (49 s);
　Phase IV (T4)= equilibrium period (end of filling 
process) (68 s).

4.2.1 Phase I
　Phase I was the filling process during which the 
die was overfilled. In rotational rainy fill, the average 
time for this process was 43 seconds. The powder 
filling rate (the slope of mass ratio curve) increased 
rapidly with time and gradually decreased after 20 
seconds. The die was over-filled after 20 seconds and 
surcharge powder started to accumulate after this 
time as discussed previously. Phase I had a sigmoi-
dal shape curve which was represented by Equation 
(11); the specific form was h∗ = 19.32(1− e−0.44t)3

1

 
with R-square of 0.94.

4.2.2 Phase II
　During this phase, the surcharge powder was re-
moved from the die. The leveling process generated 
high pressure inside the die due to increase in the 
shear stress among particles. The leveling process 
was accomplished manually by using a fiberglass 
tube (Roudsari, 2007). Based on experimental re-
sults, the rate Equation (11) reduces to:

dh∗

dt
= m2 (18)

where m2= slope of the straight line (m2=0.16). The 
R-square value of this regression was 0.94.

4.2.3 Phase III
　During this phase, the rate Equation (11) takes on 
the following form:

dh∗

dt
= m3  (19)

where m3= slope of the straight line (m3= -5.08). The 
R-square value of this regression was 0.89. The main 
reason for Phase III not being a straight line might 
be due to the pressure release inside the die and 
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Table 3  Model parameters for all three phases at r=2 mm, which were 
obtained from interpolation of r=0 mm and r=4 mm of the cy-
lindrical die filled with the BPM powder at 20 mm/s feed shoe 
speed

Phase # h*F(t) ® ¯ Time (second)

I h*/(e5.56t－ 1) 31.25 0 0 < t < 1.8

II 0 0 － 6.46 1.8 < t < 3.4

III 0 0 0 3.4 < t < 7.8

Average filling pressure profile  using rainy fill method at the 
center of circular die with BPM powder at 26 g/min filling rate.

Fig. 7
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Table 2  Model parameters for all three phases of at r=4 mm of the cy-
lindrical die filled with the BPM powder at 20 mm/s feed shoe 
speeds

Phase # h*F(t) ® ¯ Time (second)

I h*/(e5.43t－ 1) 29.87 0 0 < t < 1.8

II 0 0 － 6.13 1.8 < t < 3.4

III 0 0 0 3.4 < t < 7.8
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rearrangement that occurred after completion of the 
leveling process.

4.2.4 Phase IV
　Phase IV was the last stage of rainy filling process, 
where the pressure became stable. The rate Equation 
(11) for Phase IV reduces to dh*/dt = 0.
　For the entire deposition process, the root mean 
square error (RMSE) and average relative difference 
(ARD) for rainy fill were 0.44 dm and 16%, respec-
tively. The differences between measured data and 
model calculated values were relatively higher vs. 
feed shoe filling. The coefficient and specific form of 
the function F(t) ［Equation (15)］, and the range of 
times are shown in Table 4.

4.2.5 Model validation
　Tables 5 and 6 show the coef ficients for r=4 
mm obtained from data and r=2 mm obtained from 
interpolation of r=0 mm and r=4 mm, respectively. 
The RMSE and ARD for r=2 mm from interpolation 
values were 0.18 dm and 15%, respectively (Fig. 8), 
which are comparable with magnitudes to the r=0 
and r=4 data sets; therefore, the model validation is 
acceptable.

4.3 Point Feed

　Fig. 9 shows the entire filling profile for the point 
feed filling method. The complete filling process can 
be divided into four phases. Corresponding to each 
phase, a specific time with each phase of the filling 
process is listed below:
　Phase I (T1)= filling process (the point feed filled 
the die completely at this phase) (102 s);
　Phase II (T2)= leveling process (removing sur-
charge powder manually) (105 s);
　Phase III (T3)= end of leveling process (108 s);
　Phase IV (T4)= end of filling process (120 s).

4.3.1　Phase I
　Phase I had almost constant deposition rate as ex-
plained previously. The powder filling increased with 
time. The die was filled with constant deposition rate 
at 26 g/min. For this phase, based on experimental 
results, the rate Equation (11) takes on the following 
form:

dh∗
dt

= m1

1

 (20)

where m1=slope of the straight line (m1=0.031) and 
R-square was 0.99.
　The filling profile for point feed method is consid-

Table 6  Model parameters for all four phases for r=2 mm, which were 
obtained from interpolation of r=0 mm and r=4 mm of the cylin-
drical die filled with the BPM powder at 26 g/min

Phase # h*F(t) ® ¯ Time (second)

I h*/(e0.49t－ 1) 18.25 0 0 < t < 43

II 0 0 0.15 43 < t < 46

III 0 0 － 5.26 46 < t < 49

Ⅳ 0 0 0 49 < t < 68
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Table 4  Model parameters for all four phases at the center (r=0 mm) of 
the cylindrical die filled with the BPM powder at 26 g/min

Phase # h*F(t) ® ¯ Time (second)

I h*/(e0.44t－ 1) 19.32 0 0 < t < 43

II 0 0 0.16 43 < t < 46

III 0 0 － 5.08 46 < t < 49

Ⅳ 0 0 0 49 < t < 68

Table 5  Model parameters for all four phases at r=4 mm of the cylindri-
cal die filled with the BPM powder at 26 g/min

Phase # h*F(t) ® ¯ Time (second)

I h*/(e0.55t－ 1) 17.18 0 0 < t < 43

II 0 0 0.14 43 < t < 46

III 0 0 － 5.44 46 < t < 49

Ⅳ 0 0 0 49 < t < 68
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erably dif ferent from feed shoe and rainy fill. The 
powder deposited in the die with the point feed meth-
od is not directly influenced by the die walls; hence, 
a nearly linear profile. Furthermore, the particles’ 
accumulation profile continuously failed along angle 
of internal friction during the filling process which 
generated a constant head increase rate.

4.3.2 Phase II
　During this phase, the leveling process occurred, 
i.e., the surcharge powder was removed manually 
from the die. The pressure rate rapidly increased due 
to increase in shear stress during the leveling pro-
cess. The rate Equation 11 for this phase simplifies 
to: 

dh ∗ /dt = m2

1

 , where m2=8.25 (slope of the line) 
and R-square was 0.99.

4.3.3 Phase III
　Phase III was end of the leveling process. The pres-
sure quickly decreased after the surcharge powder 
was completely removed from the die. Due to high 
shear stress during the manual leveling process, the 
pressure was slowly released that resulted in a non-
linear declining pressure profile; this was approxi-
mated by a straight line. Therefore, the rate Equation 
(11) for Phase III was:

dh∗
dt

= m3

1

 (21)

where m3= - 19.52 (slope of the line) and R-square 
was 0.94.

4.3.4 Phase IV
　Phase IV was modeled as a horizontal line. The 
modeled equivalent height was 3.11 dm. This was 
obtained by taking the average of all the data points 
within this phase. The rate Equation (11) for this 
phase was dh*/dt=0.
　For the entire deposition process, the root mean 
square error (RMSE) and average relative difference 
(ARD) for point feed filling method using a battey 
powder mixture at 26 g/min were 0.32 dm and 11%, 
respectively. The coefficient and specific form of the 
function F(t) ［Equation (15)］ and the range of time 
are shown in Table 7.

4.3.5 Model validation
　The model coefficients for r=4 mm obtained from 
data and r=2 mm which was obtained from interpola-
tion of r=0 mm and r=4 mm are shown in Tables 8 
and 9, respectively. The RMSE and ARD for r=2 mm 
for model calculated values were 0.14 dm and 8%, re-

spectively, which represents good validation for this 
study (Fig. 10).
　The entire pressure increase profile for cylindrical 
die filled with battery powder mixture can be divided 
into different stages. All the stages could be simu-
lated by a rate equation, based on the data collected 
and the physics of the filling process. The overall 
rate equation dh∗/dt = αhF (t) + β

1

 can serve as a 
quantitative tool for further investigation of different 
powders and die shapes.
　Although the scope of this study was limited to one 
powder and one die shape, the parameters of simula-
tion are general in nature and applicable to various 

Table 7  Model parameters for all four phases at the center (r=0 mm) of 
the cylindrical die filled using point feed with the BPM powder 
at 26 g/min

Phase # m Time (second)

I 0.0311 0 < t < 102

II 8.25 102 < t < 105

III -19.52 105 < t < 108

Ⅳ 0 108 < t < 120

Table 8  Model parameters for all four phases at r=4 mm of the cylindri-
cal die filled using point feed with the BPM powder at 26 g/min

Phase # m Time (second)

I 0.055 0 < t < 102

II 8.87 102 < t < 105

III -18.65 105 < t < 108

Ⅳ 0 108 < t < 120
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Table 9  Model parameters for all four phases for r=2 mm, which were 
obtained from interpolation of r=0 mm and r=4 mm of the cy-
lindrical die filled using point feed with the BPM powder at 26 
g/min

Phase # m Time (second)

I 0.043 0 < t < 102

II 8.56 102 < t < 105

III -19.08 105 < t < 108

Ⅳ 0 108 < t < 120
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powders and die shapes. In addition, the mathemati-
cal model permits consideration of simultaneous 
filling of multiple shallow dies. The mathematical 
models, which defines some or all of the deposition 
physics-based parameters, can be a very time effi-
cient, cost effective, and reliable tool for identifying 
and addressing complex flow and filling issues.

Conclusions

　Experimental data showed that the deposition 
profiles for feed shoe and rainy fill were sigmoidal in 
shape vs. a linear profile for point feed. For the com-
plex fillling profiles, a physics based model was used 
to explain the sigmoidal pressure build up profile for 
the feed shoe and rainy filling methods and the linear 
profile for the point feed. The following specific con-
clusions were arrived at from this study:
　1)  The overall rate equation for all three filling 

methods was: dh∗/dt = αhF (t) + β

1

.
　2)  The root mean square error (RMSE) for feed 

shoe, rainy, and point feed were 0.16, 0.44, and 
0.32, respectively; whereas, the average rela-
tive differences (ARD) were 7%, 16%, and 11%, 
respectively.

　3)  For model validation, the RMSE values for feed 
shoe, rainy, and point feed were 0.15, 0.18, and 
0.14, respectively; whereas, the ARD values 
were 5%, 15%, and 8%, respectively.

　The validated powder deposition models can be 
used to optimize the slow filling of shallow dies so as 
to minimize defects associated with the filling process 
during compaction. Following the successful model-
ing of die filling at slow speeds, development and 
validation of models at higher deposition rates are 
ongoing.  Incorporation of the particle characteristics 
through a multi-scale formulation of the deposition 
model would represent a leap-forward in the field of 
high pressure compaction.

Nomenclature
A Cross-section
b Parameter
c Coefficient
C Die circumference
F(¿) Stage-specific deposition rate function
F(t) Deposition rate function
g Gravitational constants
h Die height
h* Equivalent height
H Total height of powder in die

Ho Surcharge height in die
k Ratio of lateral to vertical pressure
K Coefficient
m Rate of outflow
ṁ1

1

 Mass
ṁ2

1

 Rate of inflow
Pw Vertical friction on the wall
Pv Vertical pressure in the mass
Ph Lateral pressure
Pp Prorated pressure
P Pressure
Q̇

1

 Flow rate
r Radius of sphere
R hydraulic radius
tf Time of filling
t Time
v Volume
y Actual filled height of die

Greek Letters
® Coefficient
¯ Coefficient
± Cone half-angle
' Angle of internal friction
½p	 Particle density
½b	 Bulk density
¹	 Coefficient of friction
¼	 Normalized time
µ	 Chord radius/r
°1,°2,°3,°4　Coefficients
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1. Introduction

　Lithium iron phosphate (LiFePO4) has received 
great attention as a promising alternative cathode 
material for rechargeable lithium ion batteries due to 
its high energy density, low cost, safety, and chemi-
cal stability.1-3) In particular, since the recall of several 
million notebook computer batteries due to the po-
tential risk of explosion of lithium ion batteries, the 
safety issues of lithium ion batteries have become the 
center of public attention. This has resulted in an ac-
celeration of the commercial use of LiFePO4 due to 
its intrinsic safety and chemical stability as cathode 
materials, compared to the layered rock salt oxides 
LiCoO2 and LiNiO2 and the spinel LiMn2O4.
   Generally, positive electrode films for commercial 
lithium ion batteries are prepared by a tape casting 
process4) using a non-aqueous slurry whose suspend-
ing media consists of organic solvents. However, 

since organic solvents are typically toxic and flam-
mable5,6), various attempts have been made to switch 
from non-aqueous- to aqueous-based systems.7-12) For 
example, Lee et al.8), and Porcher et al.10) investigated 
the stability of LiFePO4 in an aqueous medium from 
the standpoint of dispersion and electrochemistry, 
respectively. Guerfi et al.9) investigated the effect of a 
new water-soluble elastomer as a new binder for the 
LiFePO4 cathode materials in a lithium ion battery. 
So far, few investigations have examined the correla-
tion between dispersion properties and electrochemi-
cal properties in an aqueous medium. It is reported 
that the formation of an agglomeration caused by 
poor dispersion leads to degraded power proper-
ties at high C, because the agglomeration acts as a 
resistance.13) According to Lee et al.8), the addition of 
poly(acrylic acid) (PAA) significantly decreases the 
apparent viscosity of the LiFePO4 paste, which results 
from the improved dispersion properties of LiFePO4. 
However, direct evidence showing a correlation be-
tween the dispersion properties and rate properties 
was not provided. 
　In the present investigation, we investigated the 
effect of PAA on the dispersion properties of C/LiFe-
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PO4 and its resulting high power properties of C/
LiFePO4 positive electrodes for applications in lithi-
um ion batteries. A stable, aqueous-based C/LiFePO4 
slurry was prepared with a combination of two organ-
ic additives, namely carboxymethyl cellulose (CMC) 
and water-soluble elastomer binder (WSB), with and 
without PAA. CMC is used primarily as a thickening 
agent to prevent the C/LiFePO4 particles from set-
tling and segregating during processing. WSB and 
PAA were introduced as a binder and a dispersant 
for C/LiFePO4, respectively. The effect of incorporat-
ing PAA into the suspension was characterized by 
measuring the electrokinetic response, particle size 
distribution and shear rheological behavior for the 
formulated suspension. Finally, the rate behavior of 
the coin cell fabricated by our formulated suspension 
was evaluated as a function of C rate. 

2. Experimental

　Carbon-coated LiFePO4 (C/LiFePO4) was obtained 
from a commercial source (Samsung SDI Co. Ltd., 
Korea) and had an average particle diameter of 300 
– 500 nm. Dynamic light scattering measurements 
showed that the d50 was 382 nm and the polydisper-
sity index was 0.243. The carbon content, as stated by 
the manufacturer, was about 2 wt%. The BET surface 
was measured using N2 and found to be 13 m2g-1. Car-
bon black was used as a conducting agent. CMC (Da-
icel Co. Ltd., Japan) with an average molecular mass 
of 330,000 and a degree of substitution of DS=1.28 
was used as a thickening agent. PAA (50% solution 
in water) with an average Mr of 5,000 was obtained 
from Polysciences, Inc. (Warrington, PA, USA). A 
water-soluble elastomer binder (Zeon Corp., Japan) 
was used as the elastomeric binder. Unless other-
wise stated, concentrations of organic additives are 
expressed on a mass basis relative to the C/LiFePO4 
phase. 
  All suspensions were prepared with filtered de-ion-
ized water (18MΩ resistance) and ultrasonicated for 
three min using a high-intensity submersible horn 
(5000A, Shimadzu Corp., Kyoto, Japan). The final pH 
values for all of the suspensions were between 8.9 
and 9.3 and were not independently controlled. 
　For electrokinetic measurements, suspensions 
containing a C/LiFePO4 mass fraction of 5% were pre-
pared in deionized water, with and without PAA, and 
subsequently treated ultrasonically for 3 min. The 
treated suspensions were then allowed to equilibrate 
at room temperature for 12 h with magnetic stirring, 
after which they were ultrasonicated for an additional 

3 min. The required amounts of CMC and WSB were 
then added, and the suspensions were equilibrated 
for an additional 12 h. Electrokinetic curves were 
determined using an electroacoustic analyzer (Model 
ESA-9800, Matec Applied Sciences, Hopkinton, MA, 
USA) operating nominally at 1 MHz. 
　Particle size distribution was measured at 25 ± 1℃ us-
ing a Nano ZS (Malvern Instrument, Malvern, UK). 
The mass fractions of C/LiFePO4 and carbon black 
were 40% and 0.83%, respectively. Sample preparation 
followed the same procedure previously described 
for ESA measurements. The required amount of car-
bon black was incorporated into the suspension after 
addition of CMC and WSB. Due to the high viscosity, 
the C/LiFePO4 paste containing C/LiFePO4 and car-
bon black was diluted by 5 wt%. 
　The rheological behavior of the C/LiFePO4 paste 
containing C/LiFePO4 and carbon black was deter-
mined at 25 ± 1℃ using a controlled-stress rheome-
ter (MCR501, Paar Physica, Stuttgart, Germany) with 
a concentric cylinder geometer (DG 27). The mass 
fractions of C/LiFePO4 and carbon black were 40% 
and 0.83%, respectively. Sample preparation followed 
the same procedure previously described for ESA 
measurements. The required amount of carbon black 
was incorporated into the suspension after addition 
of CMC and WSB. The apparent viscosities of the C/
LiFePO4 suspensions were measured as a function of 
the ascending shear rate. 
　The discharge specific capacity of the fabricated 
coin cell was evaluated as a function of the number 
of cycles. The electrolyte was 1.3M LiFP6 in a 3:7 vol-
ume mixture of ethylene carbonate (EC) and diethyl 
carbonate (DEC). 

3. Results and Discussion

　Fig. 1 shows the pH-dependent electrokinetic 
behavior of C/LiFePO4 particulates as a function of 
used organic additives, CMC, WSB and PAA. The 
electrokinetic curves show that C/LiFePO4 particles 
containing CMC and WSB with and without PAA 
exhibited a negative surface potential across the mea-
sured pH range. This resulted from the presence of 
a carboxyl functional group in the adsorbed layer of 
the CMC. In our previous investigation, we reported 
that the native carbon-coated C/LiFePO4 particles 
showed a net negative charge across the normal 
pH range which implied that the bare surface of the 
C/LiFePO4 particle rather than the carbon-coated 
area of the C/LiFePO4 was mainly responsible for 
this negative surface potential.8) CMC and PAA ion-



KONA Powder and Particle Journal No.27 (2009) 241

ize with increasing pH to form a negatively charged 
macromolecule due to dissociation of carboxylic 
acid groups. Therefore, the adsorption of an organic 
additive on C/LiFePO4 is mainly driven through hy-
drophobic interactions because of mutually repulsive 
electrostatic forces between the native C/LiFePO4 
and organic additives. However, in the acidic region, 
the adsorption of organic additives on C/LiFePO4 can 
be driven by either hydrogen bonding or hydropho-
bic interaction due to the low degree of dissociation 
of organic additives. Furthermore, partial substitu-
tion of CMC with PAA resulted in a significantly de-
creased dynamic mobility. We investigated the effect 
of PAA on the development of surface potential for 
graphite14) and C/ LiFePO4

8) and reported that the 
addition of PAA does not contribute to further devel-
opment of electrokinetic potential (surface charge) 
of particulates. Therefore, it is possible to infer that 
the reduced amount of CMC is responsible for the 
reduced dynamic mobility of nanosized LiFePO4. 
　Par ticle size distributions of 5wt%-diluted C/
LiFePO4 paste containing CMC and WSB with and 
without PAA were measured in order to evaluate the 
agglomeration state of C/LiFePO4, and the results 
are shown in Fig. 2. It is found that the addition of 
PAA shifted particle size distribution to lower value, 
which is attributed to the improvement of dispersion 
properties of C/LiFePO4 paste. These improved dis-
persion properties of C/LiFePO4 originate from the 

enhanced particle-particle interaction. It has been 
reported that PAA has a stronger adsorption affin-
ity with hydrophobic surfaces than does CMC, and 
under basic conditions, PAA has a more favorable 
conformation for dispersion of particles due to elec-
trostatic repulsive forces.14) 
　Rheological behaviors of C/LiFePO4 paste con-
taining CMC and WSB with and without PAA were 
characterized, and the results are shown in Fig. 3. 
All pastes show shear thinning behaviors, showing 
linear dependence of the viscosity on the shear rate. 
Shear thinning of the concentrated suspensions is 
known to appear because of structure formation (i.e., 
aggregation) and structure breakdown (because 
of the applied shear), with a concurrent increase in 
overall viscosity.15) Furthermore, it was observed that 
the apparent viscosity of the paste decreased with 
an increase in the concentration of CMC. This was 
inconsistent with the previous results7, 16) because 
CMC plays a role as a thickening agent, so the in-
crease of CMC concentration results in an increase 
of the apparent viscosity of the paste. The decreased 
apparent viscosity of the paste may be attributed to 
the improvement of the dispersion properties of the 
C/LiFePO4 or the effect of WSB. This issue will be 
addressed in future investigations. It was also notice-
able that the addition of PAA significantly decreased 
the viscosity of the C/LiFePO4 paste, which resulted 
from the improvement of dispersion properties of 

Fig. 1  Electrokinetic behavior of C/LiFePO4 suspensions prepared at a solid mass fraction of 5% and 
containing CMC and WSB, with and without PAA.
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C/LiFePO4. This is well-consistent with the results 
for particle size distribution (Fig. 2) Therefore, it 
is clear that the addition of PAA contributes to the 
improvement of dispersion properties of C/LiFePO4 

through a steric stabilization. 
　The rate behaviors of the prepared C/LiFePO4 pos-
itive electrodes were evaluated and are shown in Fig.  
4. It was found that the specific discharge capacity 
of the C/LiFePO4 electrode containing PAA was not 

much different from that without PAA at 0.1C, show-
ing about 160 mAh/g. However, at 20C, the electrode 
with PAA showed a specific discharge capacity that 
was about seven times higher than that without PAA. 
This is because the agglomeration of the solid phase 
resulted in an increase in the resistance of the ag-
glomerated material, which decreased the conductiv-
ity of the active materials. This was consistent with 
the rheological behavior of the C/LiFePO4 pastes. 

Fig. 2  Particle size distribution of 5wt%-diluted C/LiFePO4 containing CMC and WSB with and without 
PAA.
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4. Conclusion

　The dispersion properties of aqueous-based C/
LiFePO4 particulates and the resulting electrochemi-
cal behaviors were investigated. It was found that 
the incorporation of PAA resulted in a significant 
decrease in the viscosity of the C/LiFePO4 paste 
as well as shift of particle size distribution to lower 
value. This indicated that the dispersion properties of 
C/LiFePO4 particles were improved through steric 
interparticle forces. From the electrochemical perfor-
mance, the electrode with PAA exhibited a specific 
discharge capacity about seven times higher than 
that without PAA at a high C-rate and 20C.  
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stability of carbon nanotubes (CNTs), quantum dot in non-volatile memory, phos-
phor in plasma display panel (PDP), next generation photovoltaic devices (solar 
cell), and so on. He has published more than 150 technical papers in the scientific 
literature and hold 85 patents (including patent issues and applicants).

Jin-Hyon Lee

Mr. Jin-Hyon Lee is currently a Ph.D. candidate in the Division of Materials Sci-
ence Engineering at Hanyang University. His research interests are focused on the 
design of dispersion system of carbon nanotube and active materials for the applica-
tion of lithium ion battery positive/negative electrodes. He is also interested in the 
design of ink formulation for the application of ink-jet printed lithium ion battery.

Sung-Bok Wee

Mr. Sung-Bok Wee is a master course student in the Division of Materials Science 
Engineering at Hanyang University from 2008. His research interests are focused 
on the dispersion of active materials for the application of ink-jet printed lithium ion 
battery positive electrodes.
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Hyun-Ho Kim

Mr. Hyun-Ho Kim is a master course student in the Division of Materials Science 
Engineering at Hanyang University from 2008. His research interests are focused 
on the dispersion of active materials for the application of lithium ion battery posi-
tive electrodes. He is also interested in the synthesis of electrospun nanofiber for 
lithium ion battery electrode.
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Information Articles

The 43rd Symposium on Powder Technology

　The 43nd Symposium on Powder Technology 
was held on August 28, 2009 at Senri Hankyu Hotel 
in Osaka under the sponsorship of the Hosokawa 
Powder Technology Foundation and with the support 
of Hosokawa Micron Corporation. The symposium 

was very successful as usual with the attendance of 
160 including 36 academic people. The main subject 
was  “Functionalization of Powder and Development 
of New Materials by Nanoparticle Technology”.

The 42th Symposium on Powder Technology

Subject: Nanoparticle Technology: New Development for Its Application and Commercialization

 Opening Address Prof. Jusuke Hidaka
(Doshisha Univ.)

Session 1  Chairperson: Prof. Jusuke Hidaka (Doshisha Univ.)
 Fundamentals of Ceramics Powder Forming 
Processes and Further Development for Novel 
Materials
 Synthesis and Dispersion of Tailor-made Ceramic 
Nanocrystals

Minoru Takahashi
(Nagoya Institute of Technology)

Satoshi Ohara
(Osaka University)

Session 2  Chairperson: Prof. Yoshinobu Fukumori (Kobe Gakuin Univ.)
 Electrode structure and performance of Li-ion 
batteries
 Creation of Boron Nitride Nanotubes and Possibil-
ity for a Series of novel nano-composite materials

Yoshio Ukyo
(TOYOTA Central R&D Labs., Inc.)
Hiroaki Kuwahara
(Teijin Limited）

Session 3  Chairperson: Prof. Makio Naito (Osaka Univ.)
 Improvement of “OISHISA” (Food Texture) by 
powder engineering
 Nano particulate design and preparation for DDS 
& medical devices
 Closing Address

Yoshiki Yamazaki
(Taiyo Kagaku)
Hiroyuki Tsujimoto 
(Hosokawa Micron Corp.)
Masuo Hosokawa
(Hosokawa Micron Corporation)
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　Dr. Minoru Takahashi, the executive director and 
vice president responsible for academic and evalua-
tion affairs at Nagoya Institute of Technology (NIT), 
has been selected as the winner of the 17th KONA 
award. The award is sponsored by Hosokawa Powder 
Technology Foundation and given to the scientist(s) 
or group(s) who have achieved distinguished re-
search work in the field of particle science and tech-
nology.  
　He received BS degree in 1973, MS degree in 1975 
from mineral resources development engineering, 
and doctor of engineering in 1984 from the faculty of 
engineering in the University of Tokyo.  He joined 
Ceramics Research Laboratory (CRL) in NIT as an 
assistant professor in 1975, and was promoted as a 
lecturer in 1986, an associate professor in 1987 and 
a professor in 1994.  He took responsibility as the 
director of CRL from 2001 to 2002, and was appointed 
as the vice president of NIT in 2004 and has been in 
the current position since 2006. Prof. Takahashi has 
been elected as the new president of NIT. His term 
starts in April 2010.
　For more than three decades, Dr. Takahashi has 
been engaged in the research of ceramics process-
ing involving powder forming as the major subject at 
NIT, which is one of the excellent centers of ceram-
ics researches in Japan. Excellent research achieve-
ments including a good number of lectures which Dr. 
Takahashi was invited to give at international confer-
ences as well as scientific papers published in famous 
journals reveal that he is a world leading researcher 
in this area.

　The style of his research is to find out the rela-
tionship between preparation of raw materials and 
forming characteristics both in experimental and 
theoretical approaches. His researches cover most of 
industrial forming processes such as die-pressing, ex-
trusion, injection molding, slip casting and tape cast-
ing. In addition to the conventional forming methods, 
he tried the gel casting as a new forming method. He 
also developed a novel characterization method for 
a direct observation of particle dispersion structure 
in the slurry. The principle of this method is just to 
observe a thin slice of gelled slurry on an optical mi-
croscopy.
　In recent years, Dr Takahashi has developed novel 
materials and new powder synthesis processes.  For 
one example, electrical conductive ceramics have 
been successfully fabricated by combination of inert 
sintering and gel casting, converting polymer net-
work in a gelled body to nano-carbon network. The 
conductivity could be controlled in a wide range de-
pending on sintering atmosphere and temperature. 
Also he has developed unique and simple process 
called “bubble template” to synthesize hollow CaCO3 
particles. The hollow particles could be precipitated 
by reaction of CO2 bubbles with a CaCl2 solution.
　Based upon Dr Takahashi’s research achievements 
briefly described here, he was nominated as a can-
didate and finally selected as the winner of the 17th 
KONA award. On January 29, 2009, Mr. Masuo Hoso-
kawa, President of the Foundation, handed the 17th 
KONA Award to Dr. Takahashi at the presentation 
ceremony held at Hosokawa Micron Corporation in 
Hirakata.

The 17th KONA Award
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HISTORY OF THE JOURNAL
　In the history of KONA Powder and Particle Journal, two organi-
zations have been playing an important role. The one is the Council 
of Powder Technology, Japan (CPT) and the other is the Hosokawa 
Powder Technology Foundation (Hosokawa Foundation). The CPT 
was established in 1969 by Hosokawa Micron Corporation as a non-
profit organization to enhance the activities of research and develop-
ment on powder science and technology. The Hosokawa Foundation 
was established in 1991 as a public-service corporation approved by 
the Ministry of Education, Culture, Sport, Science and Technology 
of Japan. The issues from No.1 (1983) to No.12 (1994) of KONA 
were published by CPT and the issues from No.13 (1995) by the Ho-
sokawa Foundation.
　The aim of KONA in the early days was to introduce excellent 
Japanese papers to the world and thus KONA consisted of papers 
recommended by some Japanese academic societies and translated 
from Japanese to English. From the issue of No.8, the CPT changed 
its editorial policy to internationalize the KONA and to incorporate 
papers by authors throughout the world in addition to translated 
papers. In response to this change, three editorial blocks have been 
organized in the world; Asian-Oceania, American and European. 
The policy and system have not changed even after the Hoso-
kawa Foundation has taken over from the CPT. From the issue of 
No.27(2009), publication of translated papers has been terminated 
and only original papers have been published. The CPT is active 
still today and collaborates with the Hosokawa Foundation.

AIMS AND SCOPE
　KONA publishes papers in a broad field of powder science 
and technology, ranging from fundamental principles to practical 
applications. The papers descriping technological experiences and 
critical reviews of existing knowledge in special areas are also welcome.
　The submitted papers are published only when they are judged 
by the Editor to contribute to the progress of powder science and 
technology, and approved by any of the three Editorial Committees. 
The paper submitted to the Editorial Secretariat should not have 
been previously published except . 

CATEGORY OF PAPERS
　•Invited papers
　　 Original research and review papers invited by the KONA 

Editorial Committees.
　• Contributed papers
　　 Original research and review papers submitted to the KONA 

Editorial Committees, and refereed by the Editors.

SUBMISSON OF PAPERS
　Papers should be sent to each KONA Editorial Secretariat.
　◦Asia/Oceania E'ditorial Secretariat
　　Mr. T. Kawamura
　　Hosokawa Powder Technology Foundation
　　Shodai-Tajika,1-9, Hirakata, 573-1132 Japan
　◦Europe/Africa E’ditorial Secretariat
　　Dr. J. Stein or Mrs. P. Krubeck
　　Hosokawa Micron
　　Division of Hosokawa Alpine AG.
　　Welserstr. 9-11, 51149 Koeln, GERMANY
　◦Americas Editorial Secretariat
　　Dr. C.C. Huang
　　Hosokawa Micron Powder Systems
　　 10 Chatham Road, Summit NJ 07901 USA
　 Publication in KONA Powder and Particle Journal is free of 

charge.

PUBLICATION SCHEDULE
　KONA is published annually. The publication date is December 25th.

SUBSCRIPTION
　KONA Powder and Particle Journal is distributed free of charge 
to senior researchers at universities and laboratories as well as to 
institutions and libraries in the field throughout the world. The 
publisher is always glad to consider the addition of names of those who 
want to obtain this journal regularly to the mailing list. Distribution of 
KONA is made by each Secretariat.

Free electronic publication of KONA Powder and Particle 
Journal is available in
http://www.kona.or.jp

INSTRUCTIONS TO AUTHORS
(1)  Manuscript format
　◦ Electric files should be submitted to the Editorial Secretariat 

by online. Authors' short biography and photograph should be 
attached to the final version.

　◦ The structure of manuscripts should follow the following 
order; title, authors, affiliations, abstract, keywords, main text, 
(acknowledgement), (appendix), (nomenclature), references. 
The items with parentheses are not mandatory. The text should 
be in single-column format. Figures and tables can be imported 
into the main text. If figures and table are collated in a separate 
section at the end of the article, indicate their approximate 
locations directly in the text. If symbols are defined in a 
nomenclature section, symbols and units should be listed in 
alphabetical order with their definition and dimensions in SI 
units If symbols are not defined in a nomenclature section, 
they should be defined in the text.

　◦�Full postal addresses must be given for all the authors. Indicate 
the corresponding author by the mark“＊” after the name. 
Telephone and fax numbers and e-mail address should be 
provided for the corresponding author.

　◦�Abstract should not exceed 200 words. 
　◦�The appropriate number of keywords is 5 or 6.
　◦�Symbols and units should be listed in alphabetical order with 

their definition and dimensions in SI units.
　◦�Concerning references, either the numbering system or the 

alphabetical system should be adopted. In the numbering 
system, references should be numbered in sequence starting 
at the beginning of the paper. References should be given in 
the following form:

　　1) Carslaw, H. C. and Jaeger, J. C.(1960): “Conduction of Heat 
in Solids” , 2nd ed., Clarendon Press, Oxford, England.

　　2)Howell, P. A. (1963):US Patent, 3, 334,603
　　3) Jia, R. (1990): “Surface Properties of Coal and Their Role 

in Fine Coal Processing,” Ph.D. Dissertation, University of 
California at Berkeley.

　　4) Zhang, N. and Rosato, A. D. (2006): Experiments and 
Simulations on Vibration Induced Densification of Bulk 
Solids, KONA Powder and Particle Journal, No.24, pp.93-103.

　　 In the alphabetical system, all publications cited in the text 
should be presented in alphabetical order of the authors. In the 
text make references by name and year, e.g. Zhang and Rosato 
(2006). Reference to papers with more than 3 authors should 
show the name of the first author followed by “et al.”

(2)   Reprint
　◦�The authors shall receive 50 free reprints. Additional reprints 

will be furnished when ordered with return of galley proof.
(3)   Copyright and permission
　◦�Original papers submitted for publication become immediately 

the property of the Hosokawa Powder Technology Foundation 
and remain so unless withdrawn by the author prior to 
acceptance for publication or unless released by the Editor. 
The original papers in KONA should not be reproduced nor 
published in any form without the written permission of the 
Hosokawa Foundation. Authors are responsible for obtaining 
permission from the copyright holder to reproduce any figures 
and photos for which copyright exists.
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