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The Letter from the Editor

　I am pleased to announce a good news of KONA. At 
long last, KONA has been accepted as a journal registered 
in the web-of-science. It might be a little surprising that 
KONA had not been registered and thus did not have 
“impact factor” though it has been regularly published and 
distributed in the world more than a quarter century. The 
reason of the delay is that we did not take any action for a 
long time for such a database. In a sense we were satisfied 
with  good reputation of KONA among a number of readers 
in the world related to powder technology. However the 
word “impact factor” is very influential regardless our likes 
or dislikes. We know that there are many good journals 
without the impact factor, especially in the countries 
where English is not common. However, journals without 
the impact factor are sometimes regarded as being not 
international. Since a few years ago, strong voices saying 
“the impact factor is mandator y” arose from editorial 
members of KONA. Therefore, three years ago we applied 
for registration in the web-of-science. The Thomson-Reuter 
company has been investigating  the quality of a journal 
based on three samples submitted after the action of 
application. KONA is an annual journal and so it has taken 
three years to be put on the table of decision.
　The hurdle for acceptance in web-of-science is getting 
higher and higher. I hear that the ratio of acceptance is 
about 10% nowadays. This means that only one out of ten 
journals is accepted. This situation is quite hard in general, 
but I had confidence kept in my mind because KONA 
satisfies all the necessary conditions to be accepted; quality 
of papers, regular publication and international diversity.
　KONA has some unique aspects as an international 
journal. First, its editorial system should be pointed out. We 
have three regional editorial boards in the world. The one is 
Asia and Oceania board, the second is the American board 

Yutaka Tsuji
Editor-in-Chief

and the third is the European and African. All members are 
well known as experts in the field of powder and particle 
technology. Our editing policy is to take a good balance 
in these three regions. Each board reviews the articles 
submitted independently. About one third of articles come 
from each region. In this sense, international diversity of 
articles is automatically satisfied.
　Second, I would like to point out another uniqueness. 
KONA is issued by a public foundation. The name of the 
foundation is Hosokawa Powder Technology Foundation. 
This foundation is a public service corporation approved 
by the Japanese government. The word “Hosokawa” 
is the name of the president of Hosokawa Micron Co. 
The foundation was established by his donation. The 
foundation conducts various activities besides issuing 
KONA, for example, providing research grants, organizing 
a conference and a symposium. All the costs of KONA 
are covered by the income of the foundation. Though the 
foundation has the name of Hosokawa, the foundation is 
completely independent of the company. Management of 
the foundation is not influenced by the company business at 
all. In this sense, basic structure of the foundation is strong. 
We do not care at all about the number of subscription. We 
need not consider profit because the foundation should not 
make profit under the law of Japanese government,.
　Next, I will write about timeliness of printing. If you see 
KONA, you will find contents of three Japanese journals in 
the last part of KONA. The purpose of listing these contents 
is to provide information of articles written in Japanese to 
our readers outside Japan. Originally the contents are in 
Japanese and these contents shown in KONA are translated 
ones. The date of issue of KONA  is December 25th. It is 
not easy to include the contents of the whole year of other 
journals in December.  KONA is published in the printed 
version and the electric version. We keep this date of issue, 
December 25th, for the electric version. The printed version 
is distributed in the first week of January. The reason of this 
small delay is that even if KONA is printed on December 
25th, it is very difficult to dispatch it to our readers by post 
because most offices are closed from the end of December 
to the beginning of January.
　We have found a problem of KONA in the process 
of application. The problem is its name. KONA means 
“powder” in Japanese, but this is understood only by 
Japanese. If you search the word “KONA” in the web 
site, you will reach the KONA coast in Hawaii. Taking the 
opportunity of web-of-science acceptance, it is declared 
that the official name of the journal is “KONA Powder and 
Particle Journal.” When you cite papers in our journal, do 
not use only “KONA” nor “KONA Journal” , but precisely 
write “KONA Powder and Particle Journal.”
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Comment of the Cover Photograph
Smart particles as a foam stabilizer

Syuji Fujii, Anthony J. Ryan and Steven P. Armes
Department of Applied Chemistry, 

Osaka Institute of Technology

Foams of various types are widely used in many products and formulations, in various 
industrial processes, and also for the synthesis of advanced materials of controlled 
porosity.  Long-term foam stability is desirable in many cases, however achieving this is 
rather difficult in fluid systems.  Foams are typically stabilized with small molecule 
surfactants or surface-active polymers or globular proteins; there are relatively few reports 
of foams stabilized solely by solid particles.

Although solid particles were first used by Ramsden and Pickering to stabilize emulsions 
and foams approximately one hundred years ago1, there is considerable renewed interest 
in this area.2 There are a number of studies of foams that are stabilized by a combination of 
solid particles with surfactants and/or surface-active polymers, but relatively few reports of 
foams stabilized solely by solid particles. Foam stabilized solely by solid particles should 
be of particular interest for applications where the use of surfactants should be avoided or 
minimized, such as cosmetic formulations and food manufacturing and perhaps also for 
the synthesis of new materials.

We have serendipitously found that near-monodisperse, sterically-stabilized latex 
particles can be used to prepare highly stable foams in the absence of any surfactants or 
surface-active polymers.3 Figure 1a and 1b show optical and scanning electron micrographs 
of the latex foam prepared using near-monodisperse micrometer-sized sterically stabilized 
polystyrene latex particles. The particulate foam was stable even after drying (Figure 1c).  
Moreover, using the latexes leads to particulate foams with interesting optical effects such 
as moiré pattern (Figure 1d) and structural color (Figure 1e and 1f) due to the exquisite 
long-range structural order of the latex particles within the bilayers formed after drainage 
of the aqueous phase. [Copyright, American Chemical Society.]

1.  (a) Ramsden, W. Proc. Roy. Soc., 1903, 72, 156.; (b) Pickering, S. U. J. Chem. Soc., 
1907, 91, 2001.

2. B. P. Binks, T. S. Horozov Edn., “Colloidal particles at liquid interfaces”, Cambridge 
University Press, 2006

3. (a) S. Fujii, A. J. Ryan, S. P. Armes J. Am. Chem. Soc. 2006, 128, 7882.; (b) S. Fujii, 
P. D. Iddon, A. J. Ryan, S. P. Armes Langmuir, 2006, 22, 7512.
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Introduction

　Powdered materials occupy several specific seg-
ments of international production and markets, while 
in some cases they form the whole sector, in par-
ticular, powder metallurgy. In the case of polymers, 
powders are used to produce bulk half-finished and 
finished goods whose quality is to a great extent 
determined not only by chemical composition but 
also by the size and shape of powder particles. In 
view of this, the tendency to produce specific types 
of powders, initially of minimum particle size, is 
quite understandable. One of the directions of using 
powdered polymer materials is concerned with their 
application as components during the development of 
composite materials. In this case, their properties will 
depend significantly on the powder material used. All 
the above can also be applied to fluoropolymers.
　Modern industrial technologies provide polytet-
rafluoroethylene (PTFE) in a powder form which is 
then sold as a commodity or used to produce gran-
ules of bulk Fluoroplast half-finished goods for subse-
quent processing into finished ones. Most of the re-

spective industrial technologies apply the reaction of 
polymerization of the gaseous monomer of tetrafluo-
roethylene (TFE) in aqueous medium under specific 
technological conditions with adding initiators 1). The 
powders thus obtained have particle sizes of 50-500 
micrometers. Although when further processed in 
a jet-type mill, it is possible to attain particle sizes of 
10-50 micrometers 1), the practical needs sometimes 
require even finer particles.
　The technology of synthesis in a gas phase has 
been widely used in the production of inorganic pow-
ders, in particular, metallic ones 2). For PTFE, this 
technology was not applied for a number of reasons. 
First, it was thought by some that the polymer heat-
ing results in chemical decomposition with the emis-
sion of a gaseous monomer C2F4 (more than 90%) 
that does not have the tendency for simple polym-
erization 1, 3). Second, since polymers can be char-
acterized as “weak” objects tending to significantly 
change their properties under slight external impact, 
it appears complicated to find an optimal technologi-
cal regime for the synthesis. Third, polymers are also 
characterized by complex mechanisms of thermal 
decomposition of initial polymer and formation of 
aerosols and particles in a gas phase. As a result, the 
processes of product formation from the gas phase 
and their structure are dif ficult for understanding 
and theoretical interpretation.
　It was shown by a number of authors’ studies 
that the process of PTFE production from pyrolysis 

Abstract

　The method of obtaining ultradispersed powders from the gas phase of PTFE pyrolysis products 
is presented in this review. The fact that nanoaerosols form in the gas medium was stated. The 
monoparticles with various structures are formed from nanoaerosols. The monoparticles in their 
turn organize composite formations. The ultradispersed powder consists of two PTFE fractions (low- 
and high-molecular). The differences of fraction structures are revealed by various physical methods. 
The industrial-scale production of the obtained powder was demonstrated.

Keywords:  polytetrafluoroethylene powder, nanomaterials, structure, properties 

Synthesis of Ultradispersed Powders from Products of 
Polytetrafluoroethylene Pyrolisis†

V.M. Bouznik
Institute of Metallurgy and Material Science RAS1
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products is principally possible and, moreover, is 
economically and technologically sound to be applied 
on an industrial scale 4-8). The achievements made 
include: patents on the method of powder produc-
tion, the product itself, respective equipment for its 
production 4-6), and FORUM product trademark 7). A 
pilot-plant-scale production of ultradispersed powder 
has been established at the facilities of an academic 
institute. One of the main advantages of the method 
consists in the possibility of using PTFE waste as raw 
materials. Since there is no efficient technology of 
secondary processing of PTFE products at present, 
besides an economic problem, an ecological problem 
arises－the necessity of processing waste accumu-
lated at industrial facilities.   
　The present work discusses the processes of pro-
ducing PTFE powder from the gas phase of the prod-
ucts of pyrolysis of bulk polymers.

1.  The Nature of Formation of Nanoaerosols in 
Gas eous Products of PTFE Pyrolysis

　As was mentioned earlier, it had been an estab-
lished opinion that upon heating, PTFE decomposes 
with a predominant emission of the monomer tetra-
fluoroethylene (TFE) that does not tend to polym-
erize in a gas phase without initiators or radiation 
ef fect. However, under specific conditions a mist 
forms in the gaseous products of PTFE pyrolysis 
while a white powder emerges on the reactor walls. 
The mist observation reflects the light dispersion on 
the formed particles that is possible only in the case 
when the particles have sizes comparable to a quar-
ter of the visible light range wavelength. Aerosols 

form as a result of the interaction of molecular radi-
cals－ the products of PTFE pyrolysis and monomer 
molecules. The conditions of the emerging radicals 
are related to the pyrolysis temperature conditions 
while the possibility of their interaction in a gaseous 
medium is determined by pressure and the reactor 
design.
　Different aspects of PTFE thermal decomposition 
were studied in a number of works, for example, 
in 3, 9, 10). The polymer is stable up to the tempera-
ture 300℃, however, at higher values it softens due 
to melting. At higher temperatures and prolonged 
exposure one can observe a marked destruction, in 
particular at a temperature of around 800℃, decom-
position results in 97% output of monomer－С2F4 9). 
Mass-spectrometry studies 8) have shown that in the 
temperature range 357-410℃, the main products 
in the Fluoroplast gas phase include C2F4, C3F6 and 
C3F5 with the ratio of evaporated components during 
the whole experiment 1:0.04:0.02, respectively. The 
pyrolysis product composition and the components 
ratio depend on the temperature conditions, but it is 
evident that multiple components in the gas phase 
are characteristic for any temperature conditions.  
The product's diversity in the gas phase is expressed 
also in IR-spectra presented in Fig. 1.
　The study of aerosol formation in PTFE pyrolysis 
products was conducted in 11).  Measurements of the 
aerosol disperse composition were performed with 
the nanoaerosol diffusion spectrometer12). The depen-
dence of the average particle size on technological 
conditions was established－these conditions include 
the time and temperature of initial product pyrolysis 
and the difference between the pyrolysis and nucle-

Fig. 1. IR-spectrum of PTFE thermal destruction products.
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ation temperatures (Fig. 2). Increase of the pyrolysis 
time results not only in the average aerosol particle 
size growth, but also in the radial distribution disper-
sion that is clearly seen from the figure. Since the the 
particles sizes of the observed aerosols are tens of 
nanometers, they can be called nanoaerosols.
　The dependence of the aerosol particle sizes on 
the initial PTFE pyrolysis time has been stated in 11). 
The 15-fold change of the particle median diameter 
was observed when varying the decomposition tem-
perature in the range 400-580℃ while the nucleation 
temperature was constant (60℃). 
　The overall nucleation rate in all channels avail-
able in PTFE thermal decomposition products has 
the tendency to grow with increasing decomposition 
temperature at constant nucleation temperature. This 
appears to be natural, since with increasing decompo-
sition temperature, one can observe a growth of the 
component’s partial contents at invariable nucleation 
temperature which results in an increase of the nu-
clei formation intensity. 
　One can assume the following picture of nano-
aerosol formation in the gas phase of PTFE pyrolysis 
products: The fluorocarbon medium of pyrolysis 
products contains a set of molecular radicals and 
molecules, and a variety of them stipulates the pos-
sibility of multi-channel nucleation process. Nucle-
ation formations emerge due to density fluctuations 
of gaseous radicals, and this is accompanied by a 
polymerization process. Under these temperatures, 
destruction of the monomer (C2F4) molecules is 
possible which results in the formation of polymer-
ization-active elements, and this in turn leads to the 
emergence of an additional nucleation channel. Since 
the monomer share is high, this channel can be effi-
cient and can improve the formation of nanoaerosols. 

In the fluorocarbon molecules medium nanoaerosols 
would increase their particle sizes due to condensa-
tion of gas-medium molecular formations on them. 
The condensation process is just as possible on nano-
aerosol surfaces as on reactor walls.
　It is evident from the presented results that varia-
tion of the technical parameters (temperature, py-
rolysis time, initial product particle shape and size, 
gaseous fluorocarbon product pressure, etc.) can 
contribute to controlling the nanoaerosol particle 
sizes and, therefore, the ultradispersed PTFE particle 
structure.

2.  Morphological Structure and Self-organiza-
tion of Ultradispersed Powders

　The particle shapes of the obtained powder were 
studied by the electronic microscopy method (Fig. 3). 
The particle surface metallization distorted the par-
ticle true shape to a spherical one. Besides particles 
that we should call monoparticles, one can observe 
aggregates built from monoparticles and larger ag-
glomerates formed from aggregates and molecules. 
The respective terminology was taken from 2).
　The presence of the above-mentioned formations 
was confirmed by particle size measurements (Fig. 3) 
with the Sympatec HELOS－H1084, whose measure-
ment principle is based on the analysis of powder 
particles subjected to laser irradiation scattering 15). 
　A dry powder was introduced into the measure-
ment chamber by the air flow at a controlled rate that 
enabled one to study the effect of air flow on the pow-
der particles' aggregation. One could observe sev-
eral peaks of the size distribution function (Fig. 3) 
corresponding to monoparticles, aggregate and ag-
glomerate formations. Monoparticles have diameters 

Fig. 2.  The radial distribution of nanoaerosol particles as a function of the technological conditions and pyrolysis time. 
Distribution with the average diameter value 21 corresponds to the thermolysis time of 70 minutes; distribution with 
the value of 44 nm  to the time of 365 minutes. The thermolysis temperature was 496℃, the nucleation temperature 
60℃ 11). 
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from 0.1 up to 1.0 micrometers－an accurate upper 
limit cannot be determined due to aggregate distribu-
tion function superimposition. The average statistical 
value of monoparticle size is 0.55 micrometers. Ag-
gregates have sizes within the range 1-5 micrometers 
with the maximum function value at 2.5 μ; agglomer-
ates are larger than 10μ.
　The size distribution function depends on the air 
flow pressure which reflects the destructibility of ag-
glomerates and associates by air flow. In 15), the kinet-
ics of aggregate formation was studied－turbulent 
air flows resulting in destruction of aggregates and 

agglomerates were created in a closed space. The 
particle sizes were determined by scattering the laser 
irradiation throughout the powder particles. The ab-
sence of monoparticle aggregates in the beginning of 
an experiment was revealed in a single-mode function 
of monoparticle size distribution. After excluding the 
turbulence, the emergence of a peak corresponding 
to the formation of agglomerates was detected, and 
the radial distribution function became similar to that 
presented in Fig. 3.
　Use of atomic force spectroscopy (AFM) enabled 
us to study the monoparticles’ shapes (Fig. 4) in 

Fig. 3.  Micrograph of UPTFE particles (left) and particle size distribution as a function of the air jet pressure (right), the 
photograph mark length is 2 micrometers 15). 

Fig. 4.  AFM-image of UPTFE monoparticles. Block-type monoparticles on left; solid monoparticles on right 6); amplitude 
image representation at top; phase representation at bottom; picture size: (a)－1.05×1.05μ, (b)－0.85×0.85μ.
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more detail. As seen from the figure, the particles 
do not have ideal spherical shapes, and that is very 
clearly seen for the left-hand particle－it consists of 
interlocked blocks of sizes from tens to hundreds of 
nanometers. The phase AFM-images represent areas 
of different color/shade (dark and light) that corre-
sponds to the presence of fluoropolymers of different 
structure. As was shown in our studies, monopar-
ticles consisted of high- and low-molecular fractions. 
The monopar ticle-forming blocks are of a high-
molecular nature while the binding and coating mass 
is of a low-molecular one. Besides the block-type 
monoparticles, one can observe particles of a solid 
structure (Fig. 8, left-hand picture). The presence 
of monoparticles of two types－block and solid－was 
also confirmed by the method of transmission elec-
tronic microscopy 6). One should mention that solid 
particles have the coating (possibly film-like) from a 
low-molecular polymer, their thickness is around 10 
nm.  
　One can suggest the following scheme of nanopar-
ticle formation: Molecular radicals serve as starting 
material to form dimers and larger oligomer forma-
tions, in other words, the macromolecule formation 
process is underway. 
　Macromolecules then form nanoparticles observed 
in a gaseous medium that transform into monoparti-
cles in two ways: first, nanoparticles grow to the sizes 
of monoparticles, and second, nanoparticles coalesce 
to form block-type monoparticles. Coalescence can 
be accompanied by the formation of molecular (co-
valent) and supramolecular bonds which provides 
the block-type monoparticles’ stability. The method 
of monoparticle formation depends on the respective 
thermodynamic conditions.
　One can develop a multi-level hierarchical scheme 
of the powders’ self-organization. The first level in-
cludes molecular radicals of angstrom size. The sec-
ond level describes nanoblocks (nanoaerosols) with 
sizes of several dozens of nanometers. The third level 
is related to block-type solid monoparticles (100-700 
nm). The fourth level includes monoparticle aggre-
gates with weak bonds and, as a result, low mechani-
cal stability (500-5000 nm). The fifth level is made 
up of agglomerates of monoparticles and aggregates 
(10000-30000 nm) with even weaker bonds between 
elements.

3.  Peculiarities of Structure and Properties of 
Ultradispersed PTFE Powders

　The X-ray diffraction studies conducted on PTFE 

samples of Fluoroplast-4TM and FORUMTM 16) have 
shown the dif ference in the polymers’ crystalline 
fraction structures. At room temperature, an ultra-
dispersed sample has the crystal phase disordered 
along the axis of the hexagonal atomic packing of 
fluorocarbon chain molecules. One should mention 
that in industrial PTFE samples, this is observed only 
above +30℃. The high-temperature phase hardening 
takes place. Disordering is the result of CF2 groups 
rotating around the macromolecule axis.
　Spectroscopic studies performed using the IR- 
and19F NMR methods17） have also shown the differ-
ence in chemical composition of the ultradispersed 
macromolecule sample . Additional lines are ex-
pressed in the spectra which can be explained by the 
presence of side trifluoromethyl (CF3) and end olefin 
(CF=CF2) groups, along with CF2-fragments, in fluo-
rorcarbon chains. The groups are characteristic for 
macromolecules of the low-molecular fraction of an 
ultradispersed fluoropolymer.   
　The difference in the ultradispersed PTFE struc-
ture results in the corresponding difference of prop-
erties as compared to fluoropolymer industrial sam-
ples, in particular, thermal samples. Derivatograph 
studies have revealed that the temperature of weight 
loss for an industrial sample of Fluoroplast-4 starts 
above 475℃ , while the whole temperature range is 
within one hundred centigrade 10, 18). The DTA curve 
shows an endothermic effect around 315℃that is at-
tributed to sample melting. The exothermic peaks 
(525 and 575℃) emerge as a result of oxidation pro-
cesses 10, 18). The thermal behavior of the FORUMTM

－powder is markedly dif ferent: the weight loss 
temperature starts in the range 60-70℃; the polymer 
decomposition range is 60-550℃; one can also distin-
guish the areas of slow (60-290℃ ) and fast (290-550
℃ ) thermal decomposition. Such a behavior is ex-
plained by the presence of phases of different ther-
mal stability and different molecular weight.   
　Mass spectrometry data on the analysis of PTFE 
gaseous products strongly depend on the pyrolysis 
conditions. Pyrolysis of a sample of F-4 at tempera-
tures above 400℃ produces just a few main compo-
nents (C2F4, C3F6 and C3F5), while for FORUMTM

－, more than 45 gaseous components were found at 
a pyrolysis temperature of 144℃ 18). The main compo-
nents on concentration include C3F5 (peak intensity 
100), CF3 (97.4), while the concentration of the C2F4 
monomer is not high and corresponds to the inten-
sity of 30. One can also observe small concentrations 
of relatively large formations (for example, C18F35) 
with mass number 881. 



KONA Powder and Particle Journal No.26 (2008)8

　Another difference in the FORUM® temperature 
behavior, as compared to industrial PTFE samples, 
is the absence of phase transitions at temperatures 
19℃ и 30℃, while at the same time, the heat capac-
ity temperature dependence shows a wide peak at 
a temperature of 21℃16). Phase transitions are con-
cerned with restructuring of the PTFE crystalline 
component, while the FORUMTM has a crystalline 
structure at room temperature corresponding to the 
PTFE high-temperature phase. The low-temperature 
anomaly is most probably related to restructuring in 
the amorphous phase of the ultradispersed product.  

4.  Production of PTFE Low-temperature Frac-
tions

　A wide temperature range of the thermal destruc-
tion and sublimation of phases with dif ferent mo-
lecular weights of the product FORUM® makes it 
technologically possible to separate fractions by a 
repeated thermal treatment. Indeed, by heating the 
product at the low-molecular fraction destruction 
temperature, one can obtain the residue which would 
contain the high-molecular fraction exclusively. On 
the other hand, pyrolysis of the FORUM® product is 
accompanied with the emergence of large amounts of 
different fluorocarbon fragments capable of forming 
different structural and morphological forms of poly-
mers.  
　We have analysed the FORUM® product at temper-
atures 70, 140 and 300℃, and it was stated that the 
samples of fluoropolymer groups differed significant-
ly in morphological structure 19). The first-group sam-
ples comprise films of micron-size area and nanosize 
thickness (Fig. 10). In the second-group samples, 
one can observe multilayer tubes of lengths from 10 
up to 300 micrometers and diameters from 2 to 20 
μ obtained through flat fragments rolling and other 
formations. As regards the third-group samples, they 
are represented by calibrated balls of around 1 μ in 
size (Fig. 5).
　The investigations of FORUM® pyrolysis products 

by the mass-spectrometric method showed the avail-
ability of a wide range of molecular and radical com-
ponents, for example, CF3, C2F4, C2F6, C3F5 C4F9 and 
others16).  The ratio of these components depends 
on the pyrolysis temperature of the initial powder. It 
is possible that each component forms particles of a 
powder with various morphological structures. The 
difference in the particle's morphology must there-
fore be related to the fact that gaseous products were 
obtained at different temperatures of FORUM® py-
rolysis.
　The dif ference is also revealed by the fact that 
while the X-ray dif fractograms of the powder ob-
tained at high temperatures is identical to that of 
industrially produced PTFE, quite a different picture 
characterizes the low-temperature fraction (Fig. 6)20): 
crystal peaks are absent at high values of Bragg 
angles, two clearly expressed diffuse halos and a set 
of sharp reflections in the small angles area are ob-
served. Such a picture can be attributed to the pres-
ence of layered formations. 
　A significant difference is also characteristic for 
the sample's thermal parameters (Fig. 7). The 
weight loss of the low-temperature fraction starts at 
50℃ and finishes at around 150℃, it proceeds in a 
single phase, and its rate is different at the initial and 
final stages, which is reflected by asymmetry of the 
minimum on the DTG-curve. It is possibly related to 
increasing decomposition intensity after melting. The 
DTA-curve shows an anomaly with extremum at 83℃ 
that is attributed to the polymer melting. The weight 
loss of the high-temperature fraction occurs in the 
temperature range 120-300℃, where one can sepa-
rate two stages with a boundary region in the area 
above 200℃. The same area is characterized by an 
anomaly of the DTA-curve that could be connected to 
the polymer melting.
　The dif ference in temperature behavior can be 
related with that of the molecular weights of the 
macromolecules: low-temperature-fraction molecules 
correspond to lower weight values. The NMR- and 
IR-spectroscopy studies have confirmed the latter 

Fig. 5.  Micrographs of FORUMTM powder pyrolysis products at different temperatures (from left to right: 70, 150 and 
300℃) 19). Marks correspond to 30, 10, and 3 micrometers, respectively.
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fact－the low-temperature-fraction macromolecules 
contain end olefin and center trifluoromethyl 
groups21). A marked intensity of respective signals 
reflects their significant quantity and small sizes of 
molecular chains. In high-temperature fractions, 
these signals are absent.  
　The advantage of the low-molecular fraction is its 
solubility in supercritical CO2 that allows using the 
solution technology to apply thin fluoropolymer coat-
ings of thickness 2-4 nm22). Such coatings enable one 
to make the surface hydrophobic without disrupting 
its micro- and nano-profile, thus fulfilling the super-
hydrophobicity conditions and making the surface 
self-cleaning. We managed to develop surfaces with 
the water drop wetting angle of 160°23). Use of the 
solution technology in supercritical CO2 also enabled 
us to encapsulate hydrocarbon paraffins into the fluo-
ropolymer shell with formation of colloidosomes of a 
size 300 micrometers and the coating thickness up to 
10 micrometers 23-35).

Fig. 6.  X-ray diffractograms of powders of low-temperature (70℃) and high-temperature (300℃) fractions 20).

Fig. 7. Data of derivatograph studies of low- and high-temperature fractions 20). 

Fig. 8.  Schematic of the installation for highly dispersed PTFE FORUM® 
production. 

1 - PTFE chips; 2 - bunker; 3 - worm feeder; 4, 11, 12, 13－coolers; 5 - pre-
heating zone; 6 - reactor; 7 - centrifugal fan; 8, 9 - gages; 10 - cyclones; 14, 
15, 16, 17, 18, 19 - working holes  
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5.  Production and Application of Ultradispersed 
powders

　The technological set-up of the installation is pre-
sented in Fig. 8. The technological process of pro-
ducing highly-dispersed PTFE FORUM® proceeds as 
follows: The bulk PTFE chips (1) are loaded into bun-
ker (2) and fed by a worm feeder (3) to a pre-heating 
zone (5) and further into a reactor (6). Due to the 
water cooler (4), the PTFE melt hardens as a moving 
plug, thus preventing the intake of air into the reactor 
and the escape of PTFE destruction products into the 
room. The temperature and melt level are controlled 
by two gages (8, 9).
　The centrifugal fan (7) creates gas-dynamic con-
ditions when a cooled monomer is fed to the PTFE 
melt surface, prevents further polymer decomposi-
tion into low-molecular fragments, facilitates its fast 
condensation into microparticles and carries the pow-
der thus formed to cyclones (10) which separate the 
solid product from the gas phase. The monomer is 
then returned to the reactor. The monomer is contin-
uously cooled by water coolers (12, 13). The excess 
of monomer and other gaseous pyrolysis products is 
removed through one of the working holes (4, 15, 16, 
17, 18, 19) for further disposal 25). 
　Fast destruction product cooling and conducting 
the process at temperatures above 520°enable one 
to completely exclude the formation of highly toxic 
perfluoroisobuthylene and to reduce down to mini-
mum values the formation of toxic hexafluoropropyl-
ene. The installation design (raw materials fed from 
below through a liquid gate of PTFE melt) excludes 
the input of air into reactor and, therefore, eliminates 
the danger of toxic carbon fluoroxide formation. The 
safety interlocking systems automatically shut down 
the installation at critical operation conditions.
　The suggested method is not energy-consuming 
and enables one to use any PTFE waste, including 
composites, with a high degree of productivity that 
substantially reduces the product cost. Small particle 
sizes (0.1-1 micrometers), low molecular weight and 
the presence of active sites on the surface ensure 
high PTFE adhesion to metals, glass and other solid 
materials, thus enabling one to apply thin polymer 
layers.
　The fields of practical application of the highly dis-
persed PTFE are extensive: protective coatings for 
metallic parts destined for use in aggressive and ster-
ile media, anti-scale and anti-friction coatings, neutral 
fillers for cosmetics and medical preparations, dry 
lubricants and fire-prevention components, additives 

for oils to reduce the vibroactivity of mechanisms, 
etc.
　In order to extend the fields of application of the 
sub-micron PTFE FORUM® powder, the bulk PTFE 
thermal destruction was performed in a reduction 
atmosphere. In this case, low molecular weight and 
the presence of hydrogen in the PTFE polymer chain 
intensify the PTFE molecules’ lyophilic behavior and 
reactivity, which enables one to use the obtained pow-
der as an initial cathode material for lithium chemical 
batteries (CB).  
　The application of cathode materials on the basis of 
modified PTFE in lithium chemical batteries can re-
sult in a 35% increase of CB energy capacity as com-
pared to graphite monofluoride and a 4-fold decrease 
of its cost, since the technology of producing graphite 
monofluoride is based on using gaseous fluorine and 
is associated with strict requirements relating to the 
production safety.　 
　In order to increase the adhesive ability of the 
PTFE particles to metal and to stabilize PTFE sus-
pensions in the case of the FORUM® powder applica-
tion in oil mixtures for anti-wear additives to oils and 
lubricants, the PTFE thermal destruction was per-
formed in the presence of oxygen 6). 

Conclusion

　The possibility of obtaining nano- and microsize 
fluoropolymer particles from the gas phase of PTFE 
pyrolysis products has been stated. The process of 
nanoaerosol formation and its dependence on the 
temperature and pyrolysis time was studied and it 
was established that it is possible to control the fluo-
ropolymer nanoaerosol sizes by changing the techno-
logical conditions. 
　The powder monoparticles’ structural features 
were revealed: two structural forms－solid and block-
type－are generated from nanoaerosols. A multi-
stage hierarchical scheme of organization of the 
powder obtained by using the gas-phase method was 
suggested. The presence of two types of polymers 
corresponding to low-molecular and high-molecular 
fractions was stated. Suggestions on the formation 
mechanisms of fluoropolymer particles in gas-phase 
products from PTFE pyrolysis were presented.
　The possibility of separating low- and high-molecu-
lar fractions of fluoropolymers by secondary thermal 
processing of the FORUM®was shown, and the 
structure and properties of fractions obtained at dif-
ferent pyrolysis temperatures were investigated.
　The possibility of industrial-scale production of 
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ultradispersed powder was demonstrated, and the 
fields of its practical application were analysed. The 
powder production not only resolves commercial 
tasks but also provides solutions for the ecological 
processing of PTFE waste into commercial products.
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Generation and Sizing of Particles for Aerosol-Based 
Nanotechnology†

1. Introduction 

　Developing methods to manipulate matter and to 
assemble structures on the nanometer scale is of 
great interest in many technological applications. 
Nanostructured materials exhibit novel and enhanced 
properties compared to their bulk counterparts. Hav-
ing characteristic scales below 100 nm, the behavior 
of these materials is primarily determined by the 
physical and chemical properties of their building 
blocks, i.e. the nanoparticles, which in turn depend 
on their chemical composition and size. By control-
ling the size and composition of these building-block 
nanoparticles, one can tailor nanostructured materi-
als for specific applications in a relatively simple man-
ner.

　Traditionally, the term nanoparticle is used for sol-
id or liquid particles of sizes below 100 nm (cf. Hinds 
1999; Baron and Willeke 2001). For particles contain-
ing 2 and up to approx. 103 atoms or molecules, the 
term cluster is often used. In most of the synthesis 
methods discussed in this paper, the sizes of the par-
ticles range from a few nm up to 50 nm.
　Nanoparticles can be synthesized in the liquid or 
the gas phase. Liquid routes such as incipient wet-
ness impregnation, coprecipitation and grafting, 
and sol-gel, are batch processes that often involve 
large amounts of solvents. A great drawback of these 
methods is the introduction of impurities. These are 
always more abundant in liquids than in gases, and 
even the most advanced methods apply surfactants 
that contaminate the particles produced. Nanoparti-
cle formation in the gas phase (i.e. aerosol formation) 
on the other hand, offers high purity and the ability 
to synthesize nanostructures in a continuous process 
(Pratsinis and Mastrangelo 1989; Mädler et al. 2002). 
In addition, aerosol techniques reduce waste forma-
tion thereby making them more attractive for large-
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scale manufacturing. 
　Aerosol-based nanotechnology includes the mech-
anisms for generating nanoparticles, the techniques 
for measuring their physical and chemical proper-
ties, as well as the processes used for their deposi-
tion to form films or specific structures. Aerosol 
nanoparticles can be generated by a range of meth-
ods depending on the desired composition and size. 
Advances in the field of aerosol instrumentation over 
the past decades have allowed for high accuracy and 
precision measurements of the physical and chemi-
cal properties of suspended nanoparticles. In addi-
tion, the simplicity of the methods for manipulating 
and depositing gas-suspended nanoparticles to form 
specific structures makes aerosol science and tech-
nology one of the enabling disciplines in the broader 
field of nanotechnology.
　As a result of the growing advances in aerosol tech-
nology, nanostructured materials with unique proper-
ties are already being fabricated via synthesis in the 
gas phase. For example, aerosol-based methods are 
being used in the fabrication of opto- and nano-elec-
tronic devices. In addition, nanoparticles synthesized 
in the gas phase have been shown to have enhanced 
catalytic (e.g., Stark et al. 2002) and gas sensing 
properties (e.g., Kennedy et al. 2000). Finally, aerosol 
techniques are believed to have great potential for 
medical applications (e.g., Tartaj et al. 2003).
　Early reviews on aerosol nanoparticle synthesis 
have been given by Gurav et al. (1993) and by Kruis 
et al. (1998), whereas Heidenreich et al. (2003) pro-
vided a broader overview on the technical aspects of 
aerosol science and technology. Other reviews have 
focused on specific particle generation methods and 
their applications. For example, Grace and Marijnis-
sen (1994) and recently Jaworek (2008) have provid-
ed overviews of particle generation from electrospray 
atomization. Gutsch et al. (2002) and Swihart (2003) 
have described the available methods for synthesiz-
ing particles from the gas phase, whereas Strobel 
et al. (2006) and Strobel and Pratsinis (2007) have 
reviewed particle synthesis techniques using flame 
reactors for specific applications. A comprehensive 
description on the available aerosol instruments 
with emphasis on the measurements of atmospheric 
particles is given by McMurry (2000). In this paper, 
we review various methods for generating and sizing 
aerosol nanoparticles, and highlight some techno-
logical applications where aerosol techniques are 
employed.

2. Aerosol Nanoparticle Generation

　Nanoparticle generation via the aerosol route 
provides a powerful way of manufacturing nano-
structured materials of well-defined morphology and 
chemical composition. Aerosol nanoparticles can be 
produced by either atomizing a solution of specific 
composition to form droplets that crystallize to solid 
particles upon subsequent evaporation of the solvent, 
or from gas-to-particle conversion via nucleation and 
growth by condensation and coagulation. 
　Atomization of solutions can be achieved by me-
chanical methods (i.e. nebulization) or by applying 
an electrostatic potential between the solution and a 
counter electrode (i.e. electrohydrodynamic atomiza-
tion). Gas-to-particle synthesis can be achieved by 
using furnace, flame, plasma, or laser reactors, glow-
ing wires and spark discharges. In the following para-
graphs, we provide a brief overview of the techniques 
for generating aerosol nanosized particles as well as 
those that in our opinion have the largest potential 
for applications in nanotechnology.

2.1 Atomization of liquid solutions
　One way of generating aerosol particles is by atom-
izing liquid solutions of a specified chemical compo-
sition. Atomizers can be categorized depending on 
the forces applied to break up the liquid into small 
airborne droplets (Hinds 1999). For aerosol-based 
applications in nanotechnology, the most appropriate 
methods are pneumatic, ultrasonic, and electrospray 
atomization because they produce relatively small pri-
mary droplets (1-10μm in diameter). Other methods, 
e.g. spinning-disk atomizers, produce much larger 
primary droplets (> 100μm) and in much lower con-
centrations, making them inappropriate for use in 
aerosol-based applications in nanotechnology. 
　Upon evaporation of the solvent of the atomized 
droplet, the solute crystallizes to form solid par-
ticles. Depending on the solute concentration of the 
primary droplets, solid nanoparticles of dif ferent 
diameters can be generated. Nanosize solid particles 
of well-defined composition can be generated by the 
atomization of solutions of less than 0.1 wt% and sub-
sequent evaporation of the solvent. Fracturing and 
chemical treatment of the particles can be applied by 
pyrolysis of the atomized droplets. This technique is 
in many cases much more favorable because it leads 
to higher particle number concentrations. Compared 
to synthesis methods from the gas phase, one limita-
tion of all atomization techniques is the presence of 
impurities in the solvent. Unless these impurities 
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are volatile, they remain on the crystallized solid 
particles thereby affecting their physical and chemi-
cal properties in an uncontrollable manner. The 
relatively low particle concentration of the generated 
aerosols restricts these methods for applications that 
require only small amounts of particles.

2.1.1 Pneumatic atomization (nebulization)
　In pneumatic atomizers, pressurized air is intro-
duced via an orifice in such a way that the expand-
ing air stream moves perpendicularly to the end of 
a tube connected to the liquid reservoir. Due to the 
Bernoulli effect, the low pressure created at the tube 
end draws the liquid from the reservoir into the air 
stream. The high forces occurring at the air-liquid 
interface cause the solution to break up into small 
liquid droplets which become airborne and are car-
ried away by the air flow. The spray stream is then 
directed onto an impactor plate where the larger 
droplets are deposited and are either directed back to 
the liquid reservoir or break up into smaller droplets 
and exit the atomizer in the outlet stream. 
　Depending on the geometric characteristics and 
the operating conditions, pneumatic atomizers pro-
duce primary droplets in the size range of 1-10 μm 
and concentrations from 5 to 50 gm-3. The particles 
generated by pneumatic atomization are polydisperse 
(σg of 1.4 or greater) with a moderate charging level 
that depends on particle diameter and solute concen-
tration (Forsyth et al. 1998; Tsai et al. 2006). If their 
size has to be controlled within a narrower range, a 
classifier (commonly a differential mobility analyzer, 
cf. § 3.1) has to be employed downstream of the par-
ticle generator.
　Many designs of pneumatic aerosol atomizers 
are described in the literature and are commercially 
available (e.g. May 1973; Liu and Lee 1975). Most of 
them have been developed for producing particles for 
inhalation therapy or for calibrating aerosol instru-
ments. Despite this, pneumatic atomization has been 
successfully used for synthesizing aerosol nanopar-
ticles from colloid solutions for technological applica-
tion (e.g. Hampsey et al. 2005). 

2.1.2 Ultrasonic atomization
　Another way of breaking up a solution to micron-
sized droplets is by ultrasonically vibrating its air-liq-
uid interface (Wood and Loomis 1927). The mechani-
cal energy applied from a piezoelectric crystal to the 
system agitates the surface of the solution, thereby 
creating capillary waves that break up into micron-
sized droplets (Faraday 1831; Kelvin 1871; Rayleigh 

1883; Lang 1962). A particle-free air stream is passed 
over the solution to take away the generated airborne 
particles. The diameter of the primary droplets pro-
duced is a function of the frequency of vibration and 
the physical properties of the solution, i.e. surface 
tension and density.
　Two mechanisms are responsible for the formation 
of droplets from ultrasonic atomization: the formation 
of capillary waves and the break-up of cavitation bub-
bles. Boguslavskii and Eknadiosyants (1969) com-
bined both mechanisms theoretically and suggested 
that drop formation is initiated by capillary waves 
initiated and driven by cavitation bubbles. Cavitation 
is obviously accountable for at least a large propor-
tion of the disintegration from thick and viscous 
films, in particular at high ultrasonic intensities, but 
atomization cannot be explained by cavitation effects 
alone. As the power supplied to the atomizer and the 
throughput of the atomizer is increased, cavitation 
effects become more predominant. However, the in-
teraction between them and the limits to which one 
mechanism could predominate over the other are 
still under debate and require both experimental and 
theoretical investigation. The most recent reviews of 
mechanisms related to ultrasonic droplet formation 
as well as alternative mechanisms for droplet ejection 
are provided by Barreras et al. (2002) and Yule and 
Al-Suleimani (2000). 
　Due to resonance modes and the limitations of 
the piezoelectric material, ultrasonic atomizers are 
limited by a maximum frequency of around 3 MHz. 
Frequencies greater than that are required to gener-
ate droplets of less then 2 μm in diameter. Although 
frequencies up to the GHz range can be applied using 
surface acoustic wave devices, the performance of ul-
trasonic atomizers mainly depends on selection of the 
driving method and vibration mode (Kurosawa et al. 
1995; Ju et al. 2008). As one might expect, the dimen-
sions of transducers for operation at high frequencies 
are small to limit the possibility of multimode opera-
tion. This makes it necessary for throughputs to be 
particularly low. 
　A form of ultrasonic nozzle used for generating 
standard size droplets is the Vibrating Orifice Aero-
sol Generator (VOAG) (Berglund and Liu 1973). The 
principle of the VOAG is based on the instability and 
break-up of a cylindrical liquid jet and dispersion in a 
proper manner. the size range of droplets can be con-
trolled between 0.25 and 50 μm.  
　Compared to pneumatic atomizers, ultrasonic at-
omizers can generate highly monodisperse particles 
(σg of less than 1.02). Although the performance of 
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ultrasonic atomizers remains inherently stable, their 
greatest drawback is that the particle number con-
centrations are significantly lower compared to other 
techniques. 

2.1.3 Electrohydrodynamic atomization
　Electrohydrodynamic atomization (EHDA), or 
electrospraying, is a method for producing very fine 
monodisperse droplets from a liquid under the influ-
ence of electrical forces. By controlling the liquid flow 
rate and the electrostatic potential between the liquid 
and the counter electrode, droplets within a narrow 
size range with mean diameters from nanometers up 
to several micrometers can be generated. Besides 
generating monodisperse droplets, electrosprays are 
also distinguished by their self-dispersing nature due 
to columbic repulsion, the possibility of trajectory 
control of the produced charged droplets, and the re-
duced risk of nozzle clogging due to large size of the 
orifice compared to the size of the droplets. 
　Different spraying modes can be obtained depend-
ing on the strength of the electric stresses relative to 
the surface tension stress on the liquid surface and 
on the inertia of the liquid leaving the nozzle (Zeleny 
1914; Zeleny 1917; Cloupeau and Prunetfoch 1994; 
Grace and Marijnissen 1994). For the production of 
monodisperse nanoparticles, the so called cone-jet 
mode is desirable. In this mode, the liquid is typically 
pumped through a nozzle at a flow rate of the order 
of μl hr-1 to ml hr-1, and an electric field is applied 
between the nozzle and a counter electrode. This 
electric field induces a surface charge in the grow-
ing meniscus created at the nozzle. Due to this sur-
face charge and the electric field, an electric stress 
is created on the liquid-air interface. Depending on 
the electric field strength and the liquid flow rate, 
the electric stress can overcome the surface tension 
stress and transform the shape of the liquid surface 
from a dome to a cone, i.e. the Taylor cone (Taylor 
1964). The tangential component of the electric field 
accelerates the charge carriers at the liquid surface 
toward the cone apex. These ions collide with liquid 
molecules, thereby accelerating the surrounding liq-
uid. As a result, a thin liquid jet emerges at the cone 
apex (Zeleny 1914; Zeleny 1917). Depending on the 
ratio of the normal electric stress to the surface ten-
sion stress on the jet surface, the jet either breaks up 
due to axisymmetric instabilities, also called varicose 
instabilities, or due to varicose and lateral instabili-
ties, called kink instabilities (Fernandez de la Mora 
and Loscertales 1994; Rosell-Lompart and Fernandez 
de la Mora 1994; Tang and Gomez 1995; Hartman et 

al. 2000). Monodisperse droplets are produced at a 
low stress ratio in the varicose break-up mode.
　The droplets produced by EHDA carry a high elec-
tric charge in the range of the Rayleigh charge limit 
(Hartman et al. 2000). Upon evaporation, the droplets 
exceed the Rayleigh charge limit, resulting in their 
shattering into smaller droplets. To avoid Rayleigh 
disintegration and to control particle size distribution, 
the droplets have to be completely or partially neu-
tralized (Davis and Bridges 1994; Smith et al. 2002).
　Scaling laws can be used to estimate the operation-
al conditions for producing nanodroplets of a certain 
size. Fernandez de la Mora and Loscertales (1994), 
and Gañán-Calvo et al. (1997) have provided scaling 
laws for estimating the size of the droplets produced  
(or jet diameter) and the electric current required for 
a given liquid to be sprayed in the cone-jet mode as a 
function of liquid properties and flow rate. Hartman 
and co-workers refined the scaling laws for EHDA in 
the cone-jet mode using theoretically derived mod-
els for the cone, jet and droplet size (Hartman et al. 
1999; Hartman et al. 2000). Recent studies on EHDA 
have focused on the quantitative understanding of 
the transport and evaporation of the droplets as they 
leave the nozzle (cf. Wilhelm et al. 2003) in order to 
provide controlled film morphology in applications 
such as electroceramics (Wilhelm et al. 2005) and 
bone prosthetics (Leeuwenburgh et al. 2006).
　Several authors have already repor ted on the 
production of nanoparticles using the EHDA route 
(Fernandez de la Mora et al. 1990; Rulison and Fla-
gan 1994; Hull et al. 1997; Lenggoro et al. 2000; Ciach 
et al. 2002; van Erven et al. 2005). A recent review 
on the subject is provided by Jaworek and Sobczyk 
(2008). If the right solvent properties are achieved, 
EHDA can be seen as a generic way to produce well-
defined nanoparticles of various compositions on de-
mand (Marijnissen et al. 2008). 
　Industrial implementation of EHDA, however, is 
limited by the low production rates. In order to gen-
erate fairly small-sized particles, extremely low flow 
rates are required. For example, flow rates of less 
than 0.1 ml h-1 for a single nozzle are needed to obtain 
droplets in a micrometer diameter range. It is impos-
sible to increase the throughput of material produc-
tion from a single nozzle by simply increasing the 
flow rate. Thus an out-scaling rather than up-scaling 
is needed for boosting the number of injection ports.
　There have been many ef forts reported on the 
out-scaling of EHDA including the use of an array of 
capillaries, an array of holes in combination with non-
wetting material, serrations, grooves, multijet mode 
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operation, and MEMS-based manufacturing as sum-
marized by Deng and Gomez (2007). Increasing the 
number of capillary nozzles seems to be a simple and 
effective way of increasing the number of droplets. 
However, out-scaling mainly suffers from electric 
field intensity variations and thus droplet size chang-
es from nozzle to nozzle. 

2.1.4 Spray pyrolysis
　Suspended solution droplets produced by atomiza-
tion need drying in order to produce solid particles 
upon crystallization of the solute in most applications. 
Depending on the temperature used for conditioning 
the droplets, the processes can be classified as freeze 
drying, spray drying and spray pyrolysis. Although 
all three processes are very similar, the lower tem-
perature associated with the freeze and spray drying 
prohibit any reactions from taking place within the 
particles (cf. Baron and Willeke 2001). In spray py-
rolysis on the other hand, the high temperatures not 
only rapidly evaporate the solvent and initiate reac-
tions within the solution droplets, but can also cause 
fragmentation of the particles. As a result, solid par-
ticles smaller than 100 nm can be easily produced by 
spray pyrolysis, making the process very favorable 
for applications in nanotechnology. Solid particles 
produced by the low-temperature drying of atomized 
solution droplets (i.e. freeze and spray drying) are 
typically larger.
　In spray pyrolysis, the atomized par ticles are 
heated in a furnace (e.g. Messing et al. 1993), a flame 
(e.g. Mädler et al. 2002), or a laser beam (e.g. Cau-
chetier et al. 1994). The high temperatures cause 
rapid evaporation of the solvent of the droplets and 
the initiation of inter-particle reactions that lead to 
the final product. The physical (size, morphology, 
and density) and chemical properties of the particles 
generated by spray pyrolysis depend on the composi-
tion of the liquid precursors, the atomization method, 
and the operating conditions of the apparatus. Solid 
particles are formed with proper choice of the precur-
sor solution and careful control of the temperature 
history of the particles, but morphology control is 
still largely an empirical process (Sproson et al. 1986; 
Lenggoro et al. 2000). Often, hollow or fragmented 
particles are obtained when the solvent evaporation 
rate is too high compared to the rate of crystalliza-
tion.
　Particles of a uniform composition and size can 
be produced via spray pyrolysis. A great advantage 
compared to particle synthesis from the gas phase 
(cf. § 2.2) is that multicomponent materials can be 

easily produced by controlling the stoichiometry of 
the precursor solution. Particle synthesis techniques 
from the gas phase introduce a higher difficulty in 
manufacturing multicomponent particles because of 
the differences in the pressures and the nucleation/
condensation rates of the involved vapors (Gurav et 
al. 1993). In addition, the capability of producing un-
agglomerated and high-purity particles makes spray 
pyrolysis a favorable process for many applications.
　Spray pyrolysis at low pressures has been shown 
to produce particles of a much smaller diameter 
compared to higher pressure systems (e.g. Kang and 
Park 1996). In low-pressure spray pyrolysis, the sol-
vent evaporation rate is much higher than the solute 
crystallization rate. As a result, larger particles are 
fragmented into smaller pieces that undergo simulta-
neous solvent evaporation to produce nanoparticles 
or weakly agglomerated particles, thereby avoiding 
the formation of hollow particles. In the case of low-
pressure spray pyrolysis, particle morphology is 
highly dependent on the temperature of the heating 
section, whereas the solubility of the precursor solu-
tions can greatly influence the degree of agglomera-
tion of the particles (Lenggoro et al. 2003). 
　Apart from reaction furnaces, lasers (e.g. Cauche-
tier et al. 1994) and flames (e.g. Mädler et al. 2002) 
have also been used to pyrolyse atomized aerosol 
droplets. In laser spray pyrolysis systems, the drop-
lets generated by atomization are passed through 
a laser beam allowing highly localized heating and 
subsequent rapid cooling. Heating is generally done 
using lasers whose energy is either absorbed by one 
of the precursors or by an inert photosensitizer such 
as sulfur hexafluoride. In flame spray pyrolysis, atom-
ized particles are directed into a flame. Two types of 
flame spray pyrolysis are identified: in the first case 
the atomized droplets sustain the flame that is made 
by evaporating and burning droplets, and in the 
second case a supporting fuel is supplied separately 
from the precursor-atomized droplets. Particles with 
sizes from 1 to 200 nm at production rates that reach 
up to 250 g h-1 have been produced using flame spray 
pyrolysis (e.g. Laine et al. 1999).

2.2 Particle synthesis from the gas phase
　Material evaporation followed by subsequent nu-
cleation and condensation in an inert gas is a widely 
used approach for generating aerosol particles of uni-
form chemical composition. The great advantage of 
particle synthesis from the gas phase is the high pu-
rity and the high production rates (Pratsinis and Mas-
trangelo 1989). In addition, when the cooling of the 
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gas-vapor system is well controlled, the morphology 
and size of the particles can be precisely adjusted. 
　Various energy sources can be used to evaporate 
materials for particle synthesis in the gas phase. Fur-
nace reactors, glowing wires, and spark discharges 
use electrical energy to heat and vaporize the de-
sired materials. Flame reactors utilize the heat from 
combustion to oxidize the vapors which then form 
clusters and nanoparticles in the cooler regions of 
the reactor. Plasma and laser reactors utilize the high 
energy of an ionized gas (plasma), whereas laser 
reactors employ the high energy and precision of a 
laser beam.
　Particle synthesis from the gas phase is most ap-
propriate for generating single-component particles. 
One of the great advantages of gas-phase routes for 
particle synthesis is that small high-purity particles 
within a very narrow size range can be generated 
in great quantities. Although several studies have 
shown that synthesis of binary and ternary mixed 
particles can be achieved via the gas-phase route, 
these methods are not as convenient for producing 
multicomponent particles because differences in the 
vapor pressures and subsequently in the nucleation 
and growth rates of the various species can easily 
lead to internally and externally mixed aerosols. Oth-
er drawbacks include the formation of agglomerates 
and problems in handling hazardous gases.
　The following paragraphs outline some of the most 
commonly used methods for evaporating bulk ma-
terials for aerosol nanoparticle synthesis in the gas 
phase.

2.2.1 Furnace generators
　Applying heat to evaporate materials is the most 
straightforward technique for synthesizing high-
purity nanoparticles in the gas phase. In practice, the 
materials of interest are evaporated by heating in a tu-
bular flow reactor, typically at atmospheric pressure. 
A gas stream is passed over the evaporating material 
to carry the vapors away from the heating section of 
the generator. As the vapors cool downstream of the 
heating section, they nucleate into clusters contain-
ing a few thousands of atoms or molecules which 
subsequently grow to nanoparticles by coagulation 
and condensation. The residence times and cooling 
rates can be adjusted to allow good control over par-
ticle size and morphology.
　Furnace generators have been successfully used 
to generate nanoparticles of a range of compositions 
(Scheibel and Porstendörfer 1983; Gurav et al. 1994). 
Employing a differential mobility analyzer (cf. § 3.1) 

downstream of the generator, many research groups 
have produced monodisperse nanometer-sized par-
ticles made of noble metals (e.g. Magnusson et al. 
1999; Lehtinen et al. 2004) and semiconductors (e.g. 
Kruis et al. 2000). One drawback of this technique is 
that for sizes larger than a few tens of nanometers, 
the particle morphology becomes irregular since 
agglomeration occurs as a result of the high particle 
concentrations. Although for some applications the 
agglomerated shape of the particles may not be a 
great problem, generation of uniformly shaped par-
ticles is desired in many cases.
　Restructuring of the particles can be accomplished 
by after-treating the agglomerated particles. Depend-
ing on the chemical composition, different treatment 
techniques can be used for particle restructuring. 
Metal particles for example, can be sintered by heat-
ing them up to moderate temperatures (e.g. Schmidt-
Ott 1988; Shimada et al. 1994; Ku and Maynard 2006). 
Salt particles, on the other hand, can restructure 
upon interaction with water vapor (cf. Mikhailov et al. 
2004; Biskos et al. 2006).
　Another limitation of the furnace generators is that 
the material to be evaporated needs to have a much 
lower melting point than that of the material used for 
the inner walls of the furnace. If this is not the case, 
then vapors emanating from the inner walls of the 
furnace can contaminate the particles. As a result, 
the production of particles from metals with a high 
melting point is difficult using furnace reactors. In 
an attempt to minimize particle impurities from the 
heated walls and the required heating energy of fur-
nace reactors, Jung et al. (2006) proposed the use of 
a small ceramic heater for the evaporation of various 
metals to form aerosol particles, and demonstrated 
that high-purity silver particles can be generated in 
this way.

2.2.2 Glowing-wire aerosol generator
　There is a need for clean particle production for 
all applications where surface contamination has an 
impact on basic properties. This is generally the case 
for particles smaller than some tens of nanometers 
and to a larger extent in the range of atomic clusters, 
where every single atom matters. The glowing wire 
method fulfils the condition of extreme purity, and 
very recently it has been demonstrated that atomic 
cluster production with this method is feasible 
(Peineke et al. 2008). Material is evaporated from a 
resistively heated wire and subsequently quenched 
by a gas stream. The high purity achieved by the 
glowing wire method arises from the fact that only 



KONA Powder and Particle Journal No.26 (2008) 19

the particle-forming material is heated, which avoids 
hot surfaces as sources of contaminants. The amount 
of material produced hardly reaches 1μg hr-1, so 
that possible applications are restricted to those that 
require only small amounts such as gas sensors (e.g. 
Favier et al. 2001).
　The method was introduced by Schmidt-Ott et al. 
(1980) and has been applied for the production of me-
tallic particles for research purposes since then (e.g. 
Burtscher et al. 1982; Müller et al. 1987; Schmidt-Ott 
et al. 1997; Fernandez de la Mora et al. 2003; Nasibu-
lin et al. 2005). The fact that a significant fraction of 
the particles formed is charged is of special interest 
because the aerosol is directly applicable for mobility 
classification, avoiding additional charging which usu-
ally introduces contaminants, as shown by de la Mora 
et al. (2003). The self-charging effect has been stud-
ied and explained in a recent publication by Peineke 
and Schmidt-Ott (2008). The extreme purity achieved 
by this method was demonstrated by the group of 
Burtscher and Schmidt-Ott (Muller et al. 1987). 
More recently, Peineke et al. (2006) have examined 
the glowing wire method more systematically, and in 
a very recent unpublished study of the group, it was 
demonstrated that a glowing wire can be applied as 
a source of atomic clusters. Together with the new-
est developments in mobility analyzers for the ionic 
range, this technique introduces aerosol technology 
into the domain of atomic cluster research. 
　Nanoparticles are formed by condensation from a 
supersaturated vapor. The material is evaporated by 
passing a high current through a conducting wire 
suspended in a flowing inert gas. By mixing with 
the gas, the vapor is drastically quenched, reaching 
supersaturations higher than 106. A minimum evapo-
ration rate is required for particles to be formed by 
this process. Most metals reach this minimum value 
below the melting point. A list of metals for which the 
method is applicable is given by Peineke et al. (2006). 
Glowing wire generators are usually composed of 
standard stainless steel UHV parts, making them 
easy and cost-effective to build. Water cooling may 
be added to avoid the housing heating up. The wire 
is resistively heated close to its melting temperature 
by a DC low-voltage/high-current supply. The output 
remains most stable when operated under constant 
voltage U because the heating power P reduces if the 
resistance R of the wire increases according to,

P = U 2

/R’and wire breakage due to temperature 
variations and decreasing wire diameter is avoided. 
The wire diameter changes very slowly, resulting in a 

change of some 10 mA (<0.1%) during one hour. The 
constant voltage mode delivers a sufficiently constant 
aerosol output for most purposes. Electric mobility 
measurements show that the size distributions of the 
particles generated by glowing wires is log-normal. 
The self-charging phenomenon allows the production 
of high concentrations (105-106cm-3) of monodisperse 
particles by means of a differential mobility analyzer, 
if the charged particle concentration is enhanced 
by biasing the wire potential with respect to the sur-
rounding metal housing (Peineke and Schmidt-Ott 
2008). 

2.2.3 Spark-discharge generator
　Spark discharge is one of the most versatile 
techniques for generating nanoparticles in the gas 
phase. The method was introduced by Schwyn et al. 
(1988) and has been applied by a number of research 
groups since then (e.g. Evans et al. 2003; Evans et al. 
2003; Horvath and Gangl 2003; Roth et al. 2004). The 
technique has already been used for the production 
of carbon (Helsper et al. 1993), metals (Schwyn et al. 
1988; Tabrizi et al. 2008b), and metal oxide nanopar-
ticles (Kim and Chang 2005; Oh et al. 2007). The 
particles produced by this method are very similar to 
those obtained by laser ablation (Ullmann et al. 2002). 
With respect to this frequently used technique, spark 
discharge has the advantage of not requiring a laser, 
applying only inexpensive components and having a 
potential for scaling-up by operating many sparks in 
parallel. The method has been characterized in detail 
in a very recent publication by Tabrizi et al. (2008a). 
The method has the same advantage of extremely 
high purity as the glowing wire method, since only 
the material that forms the nanoparticles is heated. It 
can be applied to any conductive material including 
semiconductors. Due to the extremely fast quench-
ing of the vapor, it is unique for mixing materials 
(Evans et al. 2003). Substantial progress in mixing on 
an atomic scale as well as a nanoscale on metals that 
are miscible (Tabrizi et al. 2008b) and immiscible 
(Tabrizi et al. 2008c) has recently been made and will 
be published shortly. These new possibilities of mix-
ing on a nanoscale are of great interest, for example 
in preparing advanced catalysts. 
　The process of spark discharge is initiated by gas 
breakdown and formation of a conducting plasma 
channel. The rapid discharge consists of a current as-
sociated with a high temperature (typically 20000 K). 
As a result, electrode material is evaporated in the vi-
cinity of the spark. This is followed by rapid cooling, 
initially governed by adiabatic expansion and radia-
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tion. Below the evaporation temperature, cooling is 
dominated by thermal conduction. Because the vapor 
cloud is small compared to other evaporation-conden-
sation processes, the cooling period at temperatures 
below the boiling point is relatively small, thereby 
leading to the formation of high concentrations of 
very small particles. Spark generators typically con-
sist of a chamber of the order of a few hundred cm3  
in volume, in which two opposing cylindrical elec-
trodes are mounted at an adjustable distance. The 
electrodes which are several mm in diameter and up 
to a few millimeters apart are connected to a high-
voltage power supply, and in parallel to a capacitor 
with a capacitance of some tens of nF. The power sup-
ply delivers a constant current, periodically recharg-
ing the capacitor after discharge has occurred at the 
breakdown voltage. The electric circuit including the 
spark contains an inductive component, which leads 
to a damped oscillatory discharge process of a few 
microseconds in duration (Tabrizi et al. 2008a). Be-
cause the current is temporarily reversed during this 
oscillation, both electrodes are ablated. This would 
not be the case in a unipolar discharge, because the 
positive ions in the plasma ablate the cathode more 
strongly than the electrons ablate the anode. The 
spark frequency can typically be adjusted up to 1 
kHz. Above this frequency a continuous discharge 
tends to occur. Such a process produces much larger 
particles (tens of nm in diameter), while fast sparks 
lead to nanoparticles smaller than 10 nm in diameter. 
　The mean particle size can be controlled via the 
energy per spark, which is in turn determined by 
the capacitance and the distance between the elec-
trodes. The particle mass produced per unit time is 
proportional to the spark frequency. Separated, unag-
glomerated particles a few nanometers in size can be 
obtained if the inert gas flow through the generator 
is high enough with respect to the spark repetition 
frequency. In principle, this enables the coating of in-
dividual particles when a vapor deposition step is add-
ed. The nanoparticulate mass produced is typically a 
few g kWh-1. Using the example of gold it was shown 
that with gases purified at the spot, the method pro-
duces particles which are so clean that sintering of 
the agglomerated particles occurs at room tempera-
ture, leading to branched solid structures (Tabrizi et 
al. 2008b). Different electrode materials lead to dif-
ferent mean primary particle sizes and mass produc-
tion rates, where thermal conductivity, evaporation 
enthalpy and the boiling point have a major influence. 
Knowing these properties, an estimate for the mass 
production rate can be obtained (Tabrizi et al. 2008b). 

In the latter publication, it is also shown that if the 
spark generation of nanoparticles is performed in a 
standing or almost standing gas in the presence of an 
electric field, an aerogel is formed. It has a web-like 
structure that bridges the space between surfaces of 
different electric potential. 

2.2.4 Flame synthesis
　Using flames has been another popular way of gen-
erating particles in the gas phase. Due to the high 
production rates, flames have been widely employed 
in industry to produce carbon black and ceramic 
particles (e.g. titanium dioxide, silica, etc.) for use as 
material reinforcing agents, and for the manufacture 
of catalysts and optical fibers (Ulrich 1984; Pratsinis 
1998). 
　Flame reactors for aerosol generation can be clas-
sified as vapor- or liquid-fed depending on the state 
of the reactants used to form the desired particles. 
Particle formation is initiated by the combustion of 
vapor- or liquid-phase precursors during the fast tem-
perature increase in the flames, which can reach up 
to approx. 2500°K. Initially, oxidized vapors form clus-
ters that grow to nanoparticles through further vapor 
condensation and coagulation with other particles. 
Depending on the target application, a range of par-
ticle compositions can be manufactured by carefully 
selecting the gas or liquid precursors. The physical 
properties of the produced particles (i.e. size and 
morphology) can be tailored by empirically control-
ling the operating parameters of the flame (i.e. flow 
rates and temperature gradients). The crystalline 
structure of the particles can be also adjusted by add-
ing dopants to the feed stream (Vemury and Pratsinis 
1995) and by controlling the temperature history of 
the particles, as has been demonstrated by Jiang et 
al. (2007) and shown computationally by Johannes-
sen et al. (2000; 2001) and Tsantilis et al. (2002). The 
application of external electric fields has also been 
shown to provide good control of the physical and 
chemical characteristics of the produced particles 
(Vemury and Pratsinis 1995; Kammler and Pratsinis 
2000; Kammler et al. 2003).
　Although the most common application of par-
ticle flame synthesis has been the manufacturing 
of carbon blacks in fuel-rich flames using aromatic 
hydrocarbons as precursors (cf. Donnet et al. 1993), 
recent efforts have focused on the oxidation of the 
metal halide vapors in hydrocarbon-supported flames 
for generating metal oxide (e.g. Jensen et al. 2000; 
Arabi-Katbi et al. 2002; Jensen et al. 2003), and alloy 
nanoparticles (e.g. Stark et al. 2001; Keskinen et al. 
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2004; Chakraborty et al. 2005) for a range of applica-
tions. The most characteristic example of nanopar-
ticle generation by flame reactors is titanium dioxide, 
which as a rutile is commonly used in pigments, and 
as an anatase is preferred in photocatalysis and as an 
effective UV absorber (Strobel and Pratsinis 2007). 
　Aggregate formation has been a disadvantage as-
sociated with flame particle synthesis as it can lead 
to problems in consolidation and sintering during the 
fabrication of large ceramic parts. Recent studies, 
however, have shown that non-agglomerated (Muel-
ler et al. 2004) or weakly agglomerated particles 
(Mueller et al. 2004) can be generated in diffusion 
flames depending on the operating conditions. An-
other disadvantage is that flames may present dif-
ficulties in synthesizing multicomponent particles 
due to differences in nucleation and growth rates of 
the various species involved. Despite this difficulty, 
however, multicomponent particles have been suc-
cessfully manufactured using aerosol flame reactors 
(cf. Strobel et al. 2006; Strobel and Pratsinis 2007 and 
references therein).
　The great advantage of flame synthesis is that high 
particle production rates (up to a few hundreds of g 
h-1) can be easily achieved at a very low cost. Consid-
ering also the flexibility of these methods to control 
the physical and chemical properties of the particles, 
flame synthesis is one of the most prominent meth-
ods for fabricating particles for applications in nano-
technology. 

2.2.5 Plasma synthesis
　The number of different types of plasma is very 
large, and quite a few have been explored for 
nanoparticle production. Plasmas can be broadly 
divided into two types: thermal or hot and cold. Hot 
plasmas are in or close to the local thermodynamic 
equilibrium, the gas molecules and the free electrons 
have approximately the same temperature (several 
thousand K). In cold, non-thermal plasmas, the free 
electrons have temperatures of several eV, whereas 
the overall gas temperature is close to ambient. 
　Particle production with cold plasmas usually 
starts with a volatile precursor which is introduced 
into the plasma as a vapor in a carrier gas. The pre-
cursor can be hydrocarbons, metal halides, metal 
organics or volatile silicon compounds. Once intro-
duced into the plasma, the molecules of the precur-
sor are dissociated by the energetic species in the 
plasma, resulting in a cloud of metal or silicon atoms. 
Due to the low overall gas temperature, these at-
oms rapidly nucleate to clusters which then grow to 

nanoparticles through further condensation of the 
vapors. Hydrocarbons tend to polymerize under the 
influence of the active species, eventually they form 
particles. Vollath and Sickafus (1992) used a cold 
microwave plasma at reduced pressure to produce 
metal-oxide nanoparticles. The process takes place 
between 400 and 750 K, and particles leave the reac-
tion zone carrying charges of the same (positive) 
sign. This greatly reduces agglomeration, as identi-
cally charged particles will repel each other (Vollath 
and Szabo 2005). This process therefore results in 
very monodisperse particles. Vollath and co-workers 
also investigated the subsequent in-situ coating of the 
nanoparticles using monomethylmetacrylate (MMA) 
vapor (Vollath and Szabo 1999), which in a second 
microwave plasma results in polymerization to form a 
coating of PMMA (Perspex). The only disadvantage 
of the process is that it requires a vacuum system, as 
it takes place between 5-100 mbar, also limiting the 
production rate. The vacuum is required to prevent 
the plasma from turning into a hot plasma. 
　At atmospheric pressure, cold plasmas can be gen-
erated by using a dielectric barrier discharge (DBD). 
A non-conductive material such as alumina or borosil-
icate glass (the dielectric barrier) is placed between 
two electrodes, between which an oscillating electric 
field is applied. The dielectric barrier prevents the 
transition into a hot arc plasma since the charges pro-
duced by the discharge are deposited on it (Kunhardt 
2000). Using such configurations, simple atmospheric 
plasma systems using nitrogen, argon or helium as a 
carrier gas can produce high particle concentrations 
without requiring a complicated vacuum system. 
Particles have been successfully produced from fer-
rocene, acetylene and hexamethyldisiloxane (Vons et 
al. 2006), and from titaniumisopropoxide for the pro-
duction of titania particles (Bai et al. 2004; Chen et al. 
2007). Furthermore, this type of plasma can also be 
used for gas-phase particle coating, both for particles 
from another DBD plasma or particles produced us-
ing other methods (e.g. Lei et al. 2006; Marino et al. 
2007). Under certain conditions, particles can be gen-
erated by sputtering of the dielectric barrier (Jidenko 
and Borra 2004). DBD plasmas are used on a large 
scale for the generation of ozone from air and for 
water purification, which proves that up-scaling of the 
process is possible. 
　Other cold plasma systems have been used for 
the production of iron and carbon nanoparticle pro-
duction (Barankin et al. 2006). These systems use a 
commercial atmospheric pressure plasma jet system 
described by Nowling et al. in 2002. In these systems, 
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a radiofrequency plasma is kept in a non-equilibrium 
state by using a high-helium gas flow which removes 
the charged species before an arc breakdown can oc-
cur. 
　Particle synthesis in hot plasmas is performed 
by dissociation of volatile precursors. However, the 
highly reactive and extremely hot environment of 
thermal plasmas allows the use of many other feed-
stocks in the gas, liquid or solid phase. The extreme 
heat of a thermal plasma can be used to evaporate 
micron-sized solid particles of nearly any material 
introduced as an aerosol into the plasma, which can 
subsequently recondense to nanoparticles under the 
right conditions. This has been done mostly in in-
ductively coupled (ICP) radiofrequency (RF) plasma 
torches (Gutsch et al. 2002; Goortani et al. 2006; Ye 
et al. 2007), and also in thermal microwave plasmas 
(Weigle et al. 2004). ICP plasmas are generated by 
applying RF power to a coil wrapped around a quartz 
tube through which the plasma flows. The coil in-
duces currents on the boundaries of the plasma, 
thus transferring the energy to sustain it. A separate 
electrode and ignition system are required to initiate 
the plasma. The advantage of the ICP is that no elec-
trodes are in contact with the plasma, thereby reduc-
ing contamination from electrode wear. To obtain the 
high cooling rates required to reach the supersatura-
tions sufficient for nanoparticle formation, quench 
gas is often injected behind the plasma. Liquid-fed 
ICP processes have been developed with both solu-
tions containing the desired element (Suzuki et al. 
1992), or pure liquids (Ishigaki et al. 2005). Using 
normal spray techniques, the liquid is atomized and 
the resultant spray is fed to the plasma. 
　In a direct current (DC) arc, a discharge between 
two electrodes draws high currents (1-250 A), while 
the voltage drop over the plasma is rather low, i.e. in 
the order of a few tens of volts. The high current den-
sities cause the extremely high temperatures. Two 
dif ferent arc configurations have been applied for 
nanoparticle production: normal arcs and arc jets or 
plasma torches. Normal DC arcs are used to evapo-
rate the electrode or material contained in a basket or 
boat-shaped electrode (Mahoney and Andres 1995; 
Chen et al. 2007), and the vapors are subsequently 
condensed to form nanopar ticles using a high 
quench gas flow. DC arc jets operate in a similar way 
to the ICP torches, but the plasma is made by strik-
ing a DC arc between an axial cathode and a coaxial 
anode with a conical gap. A high gas flow between 
the cathode and the anode forms a high-temperature 
arc jet downstream of the gap. Nanoparticles are gen-

erated by introducing gaseous precursors such as 
SiCl4 and CH4 into the plasma (Rao et al. 1995; Hafiz 
et al. 2006). Although the electrical circuitry for DC 
arc jet plasmas is simpler than for ICP plasmas, the 
fact that the cathode and anode are in contact with 
the plasma increases the chance of wear of the elec-
trodes and contamination of the product. 
　Both hot and cold plasmas have their advantages. 
The hot plasmas all have high production rates, and 
can operate with many different materials, especially 
the ICP plasmas. This makes them very interesting 
for industrial application. They do, however, require 
very high gas flows and have high power consump-
tion (in the case of ICPs, only 20-40% of the input 
power actually goes to the plasma, the remainder is 
lost in associated circuitry; cf. Reece Roth (1995)). 
High-temperature plasmas usually result in larger 
particles compared to cold plasmas, mainly due to 
sintering.
　Cold plasmas require the right vapor precursors, 
which can be quite expensive for some elements, 
and usually have lower production rates. However, 
the cold gas temperature is beneficial for energy 
consumption and getting energy exactly where is 
needed (i.e. into the dissociation of the precursor 
and not the heating of the plasma gas). Furthermore, 
the low temperature reduces sintering, which is re-
flected by the fact that the primary particle size for 
cold plasmas is usually smaller. Cold plasmas are also 
suitable for the coating of already formed particles in 
the aerosol phase, as the low temperatures prevent 
further sintering of the particles.

2.2.6 Laser ablation
　Laser ablation is another way of generating 
nanoparticles from the gas phase. In this method, sol-
id targets are typically rotated in a cylindrical ablation 
chamber. The beam from an excimer laser enters the 
ablation chamber through a quartz window onto the 
target material. Upon interaction of the laser beam 
with the target material, the surface is heated beyond 
its boiling point and forms vapors. By increasing the 
irradiance even more, the vapor becomes superheat-
ed and ionized, forming plasma. Carrier gas flowing 
over the heated surface takes the vapors out of the 
ablation chamber. As the vapors move away from the 
ablation region, they cool down and form clusters, 
which then grow to nanoparticles by further conden-
sation of the vapors and coagulation with other par-
ticles. Particles of a range of compositions can be eas-
ily generated by changing the target material. Typical 
mass production rates are of the order of 100 ng per 
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pulse. Control over the ablated mass is achieved by 
varying pulse energy and frequency of the laser.
　Laser ablation techniques have been employed 
to produce a range of metal oxide nanoparticles (cf. 
Kato 1976). Metal oxide particles can be generated 
by ablating metal oxide targets in an inert gas or pure 
metals in an oxidizing gas. For example, ablation of 
aluminum in the presence of oxygen can produce 
alumina nanoparticles of very high purity (Johnston 
et al. 1992). Several studies have focused on the op-
erating parameters that control particle size and mor-
phology in laser ablation systems (Sasaki et al. 1998; 
Camata et al. 2000; Ogawa et al. 2000). An increase 
in flow rate produces smaller aggregates and smaller 
primary particles. Increasing pulse energy and pulse 
frequency causes an increase in the aggregate size, 
primary particle size, and number concentration. 
Nevertheless, the size of the primary particles has 
been shown to range within a narrow size range up 
to approx. 15 nm, independent of the materials used 
(Ullmann et al. 2002). 
　The purity of the aerosol product depends primar-
ily on the purity of the carrier gas and the target ma-
terial. Since the laser beam is focused on the target, 
contamination by materials released from other sur-
faces in the ablation chamber is less likely.

3. Sizing and Counting Aerosol Nanoparticles

　There are numerous methods for sizing aerosol 
particles in the nanometer range. These methods can 
be classified depending on whether the particles are 
deposited on a surface or suspended in a gas. The 
size and morphology of deposited particles can be 
estimated by microscopy techniques. Scanning and 
transmission electron microscopes (SEM and TEM, 
respectively) can be applied for direct size and mor-
phology measurements of deposited nanoparticles. 
Advanced image analysis software has been devel-
oped and used for the rapid estimation of particle size 
and morphology distributions. 
　The great advantage of electron microscopy tech-
niques is that they can be applied for a relatively wide 
range of particle sizes. TEMs for example, allow 
sizing of particles from the nanometer up to the mi-
crometer range. SEMs typically have a lower size res-
olution but are also suitable for a similarly wide range 
of particle sizes. SEM and TEM imaging requires the 
collection of particles on substrates before examina-
tion. One drawback of the microscopic techniques is 
that particle deposition has to be carefully planned so 
that the substrates have a good coverage of sample 

particles. Depending on the composition and size of 
the particles, evaporation by the high energy beams 
can also affect the measurements. In this case, spe-
cial coatings can be applied to the particles prior to 
imaging in order to overcome this limitation. 
　Sizing nanoparticles on-line when they are sus-
pended in the gas is in many cases much more fa-
vorable due to the ability of probing their dynamic 
behavior.  Although a wide range of techniques is 
commercially available (e.g. aerodynamic particle 
sizing, optical particle sizing, etc.), their application 
depends on the particle size range to be measured. 
By far the most efficient and widely used method for 
sizing particles in the nanometer range is by mea-
suring their electrical mobility. Electrical mobility 
techniques were initially developed to measure ions 
in gases (Zeleny 1900; Erikson 1921; Zeleny 1929). 
Around the 1920s and 30s when the technique was 
widely accepted, researchers started realizing that 
heavier ions (what we now call nanoparticles) exist 
in the atmosphere (Erikson 1922; Chapman 1937). 
Rohmann (1923) was one of the first investigators to 
employ the method for measuring airborne particles. 
However, it was not until the 1960s that the technique 
was seen to be useful for measuring aerosol size 
distributions and the first mobility analyzers, i.e. the 
Whitby Aerosol Analyser (Whitby and Clark 1966), 
became commercially available. A thorough review of 
the available designs at that time is given by Tammet 
(1970). A historical retrospect of the developments in 
electrical mobility measurements is provided by Fla-
gan (1998). 
　Available instruments for electrical mobility parti-
cle measurements are the Scanning Mobility Particle 
Sizer (SMPS) (Wang and Flagan 1990), the Electrical 
Aerosol Analyser (EAA) (Whitby and Clark 1966), 
the Electrical Aerosol Spectrometer of Tartu Univer-
sity (Tammet et al. 1998; Tammet et al. 2002) and the 
recently announced Differential Mobility Spectrome-
ter (DMS) (Biskos et al. 2002; Biskos et al. 2005) and 
Engine Exhaust Particle Sizer (EEPS) (Johnson et al. 
2004). Although these instruments are all designed 
to measure aerosol size distributions using the same 
principles, one might prove better than the others for 
special applications depending on the concentration 
of particles, the response, and the spectral resolution 
required.
　The most commonly used electrical mobility spec-
trometer for measuring nanoparticles is by far the 
SMPS. Compared to the other instruments that use 
the same operating principles, the SMPS exhibits 
very high size resolution, enabling detection of par-
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ticle size differences of the order of less than one 
nanometer. SMPS systems consist of two main parts: 
the electrostatic classifier and the particle counter. 
Charged aerosol particles are classified according to 
their electrical mobility by the classifier (typically a 
differential mobility analyzer; cf. § 3.1) and their con-
centration is subsequently measured by the particle 
counter (a Faraday cup electrometer or a condensa-
tion particle counter; cf. § 3.2 and 3.3, respectively). 
By varying the operating conditions of the classifier, 
particles having a range of electrical mobilities can 
be classified in different size bins. The entire particle 
size distribution can be estimated by measuring the 
particle number concentrations that correspond to 
the different size bins. Finally, the measured electri-
cal mobility distributions are converted to particle 
size distributions using inversion algorithms.
　The classifier-counter arrangements can be oper-
ated in a scanning (SMPS) or a stepping (DMPS: 
Differential Mobility Particle Sizer) mode. The next 
paragraphs give a description of the most widely 
used electrical mobility classifier (i.e. the Differential 
Mobility Analyzer, DMA) and particle counters (i.e. 
the Faraday cup electrometer, and the Condensation 
Particle Counter, CPC) used in SMPS and DMPS sys-
tems. 

3.1 The differential mobility analyzer
　The DMA consists of two concentric electrodes 
with the inner rod maintained at a controlled potential 
and the outer tube electrically grounded. The poly-
disperse aerosol enters the DMA in a perimetric flow 
close to the outer electrode surrounding a particle-
free sheath flow. The sheath flow is introduced into 
the DMA from the same end of the column around 
the central rod and both streams flow in the same di-
rection. A narrow aerosol inlet annulus is designed to 
uniformly distribute the particles in the main flow of 
the instrument, which, maintained laminar, facilitates 
high-resolution classification.
　Depending on their polarity, charged particles 
move towards or away from the high-voltage central 
rod, whereas uncharged particles are unaffected by 
the electric field in the column. Most commonly, a 
negative voltage is applied to the central rod so that 
positively charged particles are drawn towards it. The 
landing location of the particles on the central rod is 
a function of their electrical mobility and the operat-
ing conditions of the DMA (flow rate and central rod 
voltage). Particles of high electrical mobility precipi-
tate close to the aerosol inlet, whereas particles of 
lower mobility precipitate further down the column. 

Particles within a narrow range of mobilities exit the 
DMA through the monodisperse sample flow, i.e. a 
circumferential slit on the central rod located down-
stream of the aerosol inlet. The monodisperse flow is 
then transferred to the detector where particle num-
ber concentrations are measured. All the remaining 
particles exit the DMA via the excess flow.
　Most DMAs are based on the improved version of 
the Hewitt mobility analyzer proposed by Knutson 
and Whitby (1975). This original design is associ-
ated with high diffusional losses in the aerosol inlet 
and outlet thereby restricting the performance of the 
DMA for particles smaller than approx. 10 nm. Many 
research groups have focused on improving the pen-
etration efficiency of sub-10 nm particles through the 
DMA by proposing different designs. Winklmayr et 
al. (1991) developed a cylindrical DMA (the Vienna 
DMA) with a novel tangential flow aerosol inlet that 
minimizes diffusional losses. Reducing the residence 
time of the particles in the DMA by shortening the 
total length and increasing the flow, they achieved 
higher transmission ef ficiencies and managed to 
classify particles with diameters as small as 1 nm. In 
the same direction, Chen et al. (1998) developed and 
tested a new cylindrical DMA (the Nano DMA) that 
uses a modified aerosol inlet and a much shorter col-
umn compared to the original design. A more innova-
tive design was proposed by Zhang et al. (1995) and 
later by Mesbah et al. (1997), who independently de-
veloped the Radial DMA (R-DMA). The R-DMA clas-
sifies particles in a radial flow towards the center of 
two parallel disk electrodes. Although the high trans-
mission efficiencies of ultrafine particles through the 
R-DMA made it more favorable compared to the cy-
lindrical DMA, its low resolution for the larger range 
of particle sizes limited its wide use in SMPS and 
DMPS systems. More recent developments have led 
to high-flow DMAs capable of size-separating small 
ions and molecules. It has been applied to protein and 
polymer molecules, and recent work to be published 
soon involving one of the authors (A.S.), showed that 
it is a useful instrument for atomic cluster separation 
down to 2 atoms.
　Originally, the DMA was designed to generate 
monodisperse particle samples from polydisperse 
aerosols for calibration purposes (Liu and Pui 1974). 
A year later, Knutson and Whitby (1975) proposed 
using the instrument for measuring aerosol size 
distributions. Further work by Hoppel (1978) and 
Haaf (1980), who proposed algorithms to determine 
size distributions from mobility measurements by 
the DMA, showed that the technique can be very 
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powerful. Using the DMAs both as a way of gener-
ating monodisperse particles and as a classifier for 
measuring particle size distributions has been very 
useful in aerosol science and technology. The feature 
of the DMA for producing monodisperse particles is 
in many cases important in nanoparticle synthesis via 
aerosol methods, because most aerosol generation 
methods produce polydisperse particles from which 
only a very narrow size range is desired. 
　Highly concentrated aerosols produced by most 
generation methods outlined in the previous section 
require dilution before they can be efficiently classi-
fied in a DMA. This can be a serious limitation when 
DMAs are used in the generation process to select 
particles of a narrow size range, as it can significantly 
reduce the production rates. Another limitation of 
these classifiers is that particles are classified ac-
cording to their electrical mobility and not directly 
based on their size. As a result, particles of different 
size and shape can be included in the monodisperse 
samples depending on the charge and the morphol-
ogy distribution of the particles, respectively. 

3.2 Faraday cup electrometers
　The number concentration of an aerosol flow car-
rying charged particles can be determined using a 
Faraday cup electrometer. In this type of detectors, 
particles from the sample flow are collected in a high-
efficiency filter housed in a metal enclosure, i.e. a 
Faraday cup. This filter is isolated from the metal 
housing which is connected to the ground through 
the electrometer. The metal housing shields the elec-
trometer from any external disturbances. Charges 
that are trapped in the Faraday cup induce a current 
which is proportional to the amount of charge collec-
tion rate on the filter. The particle number concentra-
tion can then be estimated from the current if the 
number of charges on each particle and the aerosol 
flow rate are known.
　Typically, Faraday cup electrometers have sensi-
tivities of the order of a few fA (He et al. 2007). Con-
sidering that the sampled particles are moderately 
charged, the minimum particle number concentra-
tion that Faraday cup electrometers can measure is 
of the order of 102-103 particles cm-3 for typical flow 
rates.

3.3 The condensation particle counter
　Another method of measuring the particle num-
ber concentrations of an aerosol sample is by using 
optical instruments. Because particles smaller than 
approx. 100 nm are difficult to detect optically since 

their size is smaller compared to the wavelength of 
most light sources, growth of the particles to a de-
tectable size is required. Particle growth is achieved 
by condensation prior to detection in CPCs. 
　The CPC consists of three main parts: the satura-
tion tube, the condensation tube, and the optical 
detection system. The incoming sample passes first 
through the saturator where the aerosol becomes 
saturated with a working fluid (typically butanol). 
Upon cooling of the aerosol, the vapors supersaturate 
and condense on the particles which grow into larger 
droplets. Finally, the grown droplets pass through 
the optical detector where their total number in a 
unit volume is measured. The commercial CPCs are 
based on the design originally proposed by Agar-
wal and Sem (1980). Single-particle counters such 
as the CPC are much more powerful devices than 
multiple-particle counters that measure extinction of 
light through the aerosol (Sinclair and Hoopes 1975; 
Davies and Egilmez 1985). In principle, their abil-
ity to detect single particles makes them capable of 
measuring particle concentrations down to any level. 
However, for highly concentrated aerosols typically 
produced by the methods described in the previous 
section, Faraday cup electrometers may be more ap-
propriate.

4. Applications of Aerosol-Based Nanotechnology

　Nanoparticle building blocks of a well-defined size 
and chemical composition are necessary in many 
technological applications. Some aerosol techniques 
for synthesizing such nanoparticles are already being 
used in industry, whereas recent advances in aerosol 
science and technology indicate that several other 
techniques have a great potential for up- and out-
scaling. This section gives a brief outline of existing 
applications of aerosol-based nanotechnology and 
provides an outlook of the potential that these tech-
niques can have.
　Perhaps the most widespread use of aerosol-based 
methods in industry has been for the synthesis of 
carbon black nanoparticles. Carbon black nanopar-
ticles have been used as strengthening or reinforcing 
agents for rubber in automobile tires (Medalia 1978). 
Other applications of carbon black particles include 
the manufacture of pigments, coatings, and various 
polymers with enhanced electrical and mechanical 
properties (Donnet et al. 1993). Despite the fact that 
synthesis techniques and applications of carbon black 
nanoparticles have been well established, recent 
research has shown that particle mixtures of carbon 



KONA Powder and Particle Journal No.26 (2008)26

black and silica are opening up a new generation of 
reinforcing agents for rubber (Wang et al. 2000). In-
ternally mixed carbon black/silica particles have also 
been manufactured in premixed flame aerosol reac-
tors by the combustion of acetylene and SiCl4 (Spicer 
et al. 1998; Kammler et al. 2001). The combination of 
carbon black and silica is more effective in reinforc-
ing rubber because compared to carbon black alone, 
it provides the capability for monufacturing the so-
called “green tires”. 
　The synthesis of ceramic particles has been anoth-
er widespread application of aerosol methods in the 
industry. Flame-synthesized fumed silica particles 
are used as fillers in silicone rubber, as strengthening 
and reinforcing agents, catalyst carriers, polishing 
materials in microelectronics, and in the manufacture 
of optical fibers (cf. Pratsinis 1998). Titanium dioxide 
nanoparticles also find many applications depending 
on their crystallinity. For example, rutile titanium 
dioxide particles with a diameter of approx. 250 nm 
are commonly used in pigments to provide maximum 
whiteness and opacity. This is by far the largest ap-
plication of titanium dioxide particles typically gener-
ated by flame synthesis techniques. Titanium dioxide 
particles can also be used in photocatalysts for water 
and gas purification, in gas sensors, and as supports 
in the manufacturing of catalysts (cf. Pratsinis 1998 
and references therein). Alumina particles produced 
via the aerosol route have also been used for the 
fabrication of integrated circuit substrates, high-pres-
sure sodium-vapor lamps, catalyst supports and high-
performance materials (cf. Kaya et al. 2002; Ye et al. 
2007).
　Nanoparticle building block synthesis methods 
via the aerosol route exhibit great potential for ap-
plications in the fabrication of electronic components 
(e.g. Prost et al. 1998). Alloy particles synthesized by 
spray pyrolysis have been used for the formation of 
conductive films in electronic devices such as hybrid 
integrated circuits and multilayer ceramic capaci-
tors (e.g. Nagashima et al. 1991). Due to their di-
electric and ferroelectric properties, barium titanate 
nanoparticles have been synthesized via the same 
technique for the fabrication of multilayer ceramic 
capacitors, transducers, and thermistors (Lee et al. 
2005), whereasγ-Fe2O3 nanoparticles synthesized in 
the same way have shown great potential for use in 
magnetic recording media (Gonzalez-Carreno et al. 
1993). 
　Nanoparticle building blocks with sizes below a 
few nanometers have various potential applications in 
electronics where quantum confinement effects may 

be advantageous (Flagan et al. 1991; Wiedensohler 
et al. 1992). These nanosized systems, commonly re-
ferred to as quantum dots or zero-dimensional struc-
tures, have altered electrical properties compared to 
their large-particle counterparts, because the elec-
tronic state space in these structures is discrete as a 
result of the three-dimensional confinement. Silicon 
nanocrystals for example, are widely considered a 
material with great potential for a wide spectrum of 
applications and novel devices (e.g. single-electron 
transistors, vertical transistors, and floating gate 
memory devices), as well as for applications in solid-
state lighting (e.g. Kang et al. 2006). 
　Nanoparticles synthesized via the aerosol route 
can also have great potential in the manufacture of 
materials for efficient energy storage. For instance, 
solid-state batteries that use electrodes made of 
nanoparticles of transition-metal oxides exhibit high-
er electrochemical capacities and lifetimes (Poizot 
et al. 2000). Nanostrucutred metal hydrate materials 
can also exhibit higher hydrogen storage capacities 
and rapid kinetics (Zaluska et al. 2001). Such ma-
terials can have a strong impact on energy storage 
systems in transportation (e.g. Schlapbach and Zuttel 
2001).
　Nanoparticle building blocks can also be used in 
the fabrication of simple and cost-effective gas sen-
sors (e.g. Favier et al. 2001). The underlying operat-
ing principle of these sensors is that the electrical 
properties of films or wires made of metallic or semi-
conducting particles can change as a result of adsorp-
tion of gaseous species onto their surfaces. The high 
specific surface of these nanostructures significantly 
enhances gas transfer rates to the structure and thus 
the sensing capabilities of the sensors.
　Thin films made of tin oxide particles were shown 
to have gas sensing properties almost three decades 
ago (Ogawa et al. 1981; Ogawa et al. 1981). Adachi 
et al. (1988) showed that such films can selectively 
detect hydrogen, nitrogen, and oxygen gases. Dop-
ing the tin dioxide films with metal particles was 
shown to enhance the gas selectivity of the sensors 
(Gautheron et al. 1993; Labeau et al. 1993; Labeau et 
al. 1994; Tadeev et al. 1998; Renault et al. 1999). The 
conductivity of nanostructured films and wires made 
of palladium nanoparticles have been shown to be 
very sensitive on the concentration of hydrogen in 
the overlying gas (Volkening et al. 1995; Kovacik et 
al. 2008). Recently, Teleki et al. (2008) showed that 
Nb- and Cu-doped TiO2 structures can also be used 
for sensing carbon monoxide and ethanol. 
　Nanoparticle building blocks produced by aerosol 
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methods have been also used in catalysis. Flame 
synthesis has been extensively used to produce 
nanoparticles for catalysts. For example, Stark et al. 
(2001) demonstrated that flame-synthesized vanadia
–titania nanoparticles exhibit high activity for the 
selective catalytic reduction of nitrogen monoxide by 
ammonia. Chakraborty et al. (2005) produced mixed 
platinum-ruthenium nanoparticles by flame aerosol 
synthesis to catalyse the methanol oxidation reaction 
in direct methanol fuel cells. A thorough review on 
nanoparticle formation using flame synthesis tech-
niques for fabricating catalytic materials is given by 
Strobel et al. (2006). Using spray pyrolysis, Backman 
et al. (2004) demonstrated the enhanced photocata-
lytic activity of silver-doped titanium dioxide par-
ticles. Finally, the catalytic activity of airborne versus 
deposited Ni nanoparticles has been suggested as 
a way to increase the transport rate of the gaseous 
species to the surface of the particles (Weber et al. 
2006).
　Nanoparticles synthesized via the aerosol route 
can also have therapeutic or diagnostic applications 
in medicine. Drugs in the form of aerosol nanopar-
ticles can be delivered ef ficiently to certain parts 
of the human body (Dames et al. 2007). Magnetic 
nanoparticles (commonly referred to as magneto-
pharmaceuticals) can also be administered to the 
human body to aid nuclear magnetic resonance 
imaging for diagnostic reasons (Tartaj et al. 2003). 
Other medical applications of nanoparticles include 
the biodetection of pathogens, tumor destruction via 
heating, tissue engineering, and localized treatment 
such as hyperthermia (Salata 2004). Considering 
the great advantages of aerosol synthesis techniques 
for high purity and great control over the size of the 
nanoparticle, one can envisage their potential future 
applications for advanced diagnostics and treatment 
methods. 

5. Conclusions

　In this paper we provide a brief review on state-of-
the-art techniques for generating and sizing aerosol 
nanoparticles of well-defined size and chemical com-
position for applications in nanotechnology. Com-
pared to nanoparticle synthesis via the liquid route, 
aerosol processes are attractive for their high purity 
and simplicity as they do not involve large volumes of 
liquid by-products. In addition, their ability to operate 
in a continuous rather than in a batch mode makes 
them favorable in many industrial and technological 
applications.

　Aerosol particles can be synthesized from the liq-
uid or the gas phase. Techniques that fall into these 
two categories have been described, and their advan-
tages and drawbacks in view of the different applica-
tion are discussed. The most efficient technique for 
sizing nanoparticles suspended in a gas is by measur-
ing their electrical mobility. The operating principles 
of the individual components (i.e. the classifier and 
detectors) of the most widely used electrical mobility 
spectrometer are briefly described. This paper closes 
with a discussion on the existing applications of 
aerosol-based nanotechnology and an outlook of their 
potentials.
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1. Introduction

　Advanced fuel injection technology in conjunction 
with an inherent high thermal efficiency have led to 
an increased market share of diesel-powered vehicles 
especially in Europe, and the trend is expected to 
continue assuming the diesel engine is able to meet 
ever more stringent emission limits in the future. 
This is dependent on the employment of cost-effi-
cient, advanced emission control systems for particu-
late and NOx emissions. However, the adverse health 
effects of combustion-generated nanoparticles such 
as diesel soot generate a highly visible public debate 
where the role of aerosol scientists and technologists 
becomes very important both in terms of measure-
ment and assessment technologies as well as techno-
logical solution developers/providers. 

　Particulate emission control entails measures to 
reduce both the solid (soot) particle emissions and 
the liquid particle (droplet) emissions formed due 
to condensation of the exhaust as it cools down. The 
latter can be easily reduced by regulating their pre-
cursors (reducing the fuel sulfur level and installing 
advanced diesel oxidation catalysts to oxidize the 
complete spectrum of hydrocarbon (HC) emissions). 
The solid soot emissions, however, remain intimately 
connected with the nature of the diesel combustion 
process, and their reduction can be achieved either 
by in-cylinder measures improving the combustion 
process itself, or by employing aftertreatment sys-
tems such as diesel particulate filters (DPFs). As 
diesel emission regulations become more stringent, 
the use of DPFs increases progressively in both light-
duty/passenger car and heavy-duty/commercial 
vehicle applications. DPFs represent an important 
and highly complex type of multifunctional chemical 
reactor combining multiphase, separation, chemical 
reactions and material transformations over many 
disparate temporal and spatial scales (Fig. 1). 
　Modern DPFs exhibit very high filtration efficien-
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cies, however, they need to be periodically cleaned 
(regenerated) in order to achieve efficient and safe 
operation of the vehicle. As typical diesel exhaust 
conditions are not hot enough to initiate and maintain 
particulate (soot) oxidation, active (engine) means 
are employed to raise the exhaust gas temperature 
up to the point that particulate oxidation can be self-
sustained in the filter at fast enough rates (>650 C). 
To achieve the oxidation of soot particles at lower 
temperatures (250 – 550 C), a number of direct and 
indirect catalytic measures can be employed ranging 
from fuel additives, generation of reactive species, 
catalytic combustion of post-injected fuel and filter 
coatings promoting soot oxidation.
　Modern trends1, 2, 3, 4） in passenger car emission 
control systems are now focusing on so-called “fit-
for-life” solutions, thus overcoming the need for ser-
vicing (ash removal) of the DPF during the vehicle 
lifetime. Robustness and durability of the engine and 
emission control system is also clearly a first priority 
in heavy-duty surface transportation. These trends 
pose specific challenges and create new opportuni-
ties in the area of diesel emission control technology.
　State-of-the-art diesel emission control systems are 
complex assemblies of chemical reactors and separa-
tors, sometimes integrating different functionalities 
on the same monolithic support to achieve demand-
ing requirements in space and cost, especially in 
passenger cars5, 6, 7）. Such complex emission control 
systems require advanced simulation tools for their 
cost-effective design, development, system-level inte-
gration and optimization. In addition, requirements 
for robust on-board monitoring and control generate 
the need for efficient algorithms which are imple-
mentable in computationally limited engine control 
units (ECUs) and which will provide accurate knowl-

edge of the state of the emission control system dur-
ing vehicle operation, and which can be used in con-
trol loops for management of the integrated power-
train-emission control system.
　In the present paper, we provide an overview of 
our work in the area of diesel particulate emission 
control technologies, drawing from an over ten-year 
participation in several research projects in collabora-
tion with the automotive industry and its suppliers. 
　The structure of the paper is as follows: Initially, we 
discuss the physicochemical characteristics of diesel 
soot and then descibe the operation of a DPF as a 
separator, addressing its filtration efficiency and pres-
sure drop behavior. We then discuss the operation of 
the DPF as a reactor and address the regeneration 
process (the oxidation of accumulated soot by vari-
ous techniques, with emphasis on catalyst-assisted 
soot oxidation). Subsequently, we discuss the applica-
tion of advanced simulation methods to DPF systems 
and provide the conclusions of this study.

2. Diesel Soot 

　The characterization of soot particles emitted from 
modern diesel engines is a prerequisite for any par-
ticulate emission control approach, and has attracted 
enormous interest in the literature, with some repre-
sentative recent studies being those in reference8, 9）.
　From a control technology point of view, we are 
interested in the state of the soot particles in the 
raw exhaust upstream of the DPF. Depending on the 
exhaust temperature, organic components from the 
lubrication oil and/or the fuel could condense on the 
soot particles and form the so-called soluble organic 
fraction (SOF) of diesel particulate. However, this is 
typically a phenomenon occurring upon dilution of 

Fig. 1  Example of integrated soot-NOx emission control system. DPF stands for diesel particulate filter. Sensory inputs of tem-
perature (T), pressure (P), pressure drop (ΔP), soot and NOx concentration will be required along the exhaust pipe.
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the exhaust, sometimes leading to the formation of 
additional particles, the so-called nucleation mode 9）. 
A high-SOF-content soot is sometimes referred to as 
“wet soot”, and a low-SOF-content soot as “dry soot”. 
It should be noted though, that reference to the SOF 
content of diesel particulate matter almost always im-
plies particulate matter sampled on a Teflon–coated 
filter after a relatively long residence time and a dilu-
tion process in a dilution tunnel at a temperature of 
52℃ , just as the legislated sampling protocols stipu-
late. 
　It must be borne in mind that sampling lines and 
flame ionization analyzers for hydrocarbon emissions 
measurements from the exhaust typically operate 
at 190℃ to avoid condensation-induced sampling 
artifacts. In studies of diesel particulates under raw 
exhaust conditions using gravimetric raw exhaust 
sampling techniques10）, it was observed that at an 
exhaust temperature of 350℃ no particle-bound SOF 
was present. 
　Most modern DPF systems are preceded by a 
diesel oxidation catalyst (DOC), which is employed 
to oxidize exhaust hydrocarbons (injected in the 
engine cylinder or in the exhaust) and thus raise the 
exhaust temperature to the levels needed for DPF 
regeneration. The DOC almost eliminates any SOF 
that might be present on the soot particles, hence for 
the remainder of this paper, the term soot particle 
will imply the predominantly solid aggregates that ex-
ist in diesel exhaust (also known as the accumulation 
mode particles9）.
　The available measurements indicate that the ma-
jority of emitted solid diesel aggregate particles have 
electrical mobility and aerodynamic diameters in the 
range of 10-300 nm. Primary particle diameters are 
found to lie in the range of 8 to 40 nm8, 9, 11).
　The composition and morphology of diesel soot 
particles in the raw exhaust is very important, as 
this is the aerosol that challenges the DPF. The mor-
phology of the soot particles affects the structure 
of deposits12) that are formed in the DPF (hence 
the engine backpressure), while their composition 
(which is predominantly carbonaceous) affects their 
oxidation potential and hence the ease of DPF regen-
eration13, 14, 15, 16, 17). The substructure of soot primary 
particles obtained by different combustion sources 
and fuels has been studied by high-resolution trans-
mission electron microscopy (TEM)13, 14, 15, 18, 19), and it 
is connected to the soot reactivity. 
　Harris and Maricq20) have shown that soot particle 
size distributions from various types of diesel engines 
(model years from 1995-1998), running on different 

fuels under a wide range of operating conditions, can 
be approximated by a “signature distribution” when 
the number-based particle size distribution (PSD) is 
normalized with respect to the total particle number 
concentration and the particle size is scaled with re-
spect to the mean particle size. We refer to this way 
of presentation as Harris-Maricq (HM) coordinates. 
More recently21, 22), we have measured soot size distri-
butions from the exhaust of 5 turbo-charged, direct-
injection diesel engines (model years 1997-2003) with 
displacements in the 1.9-2.4L range and advanced 
fuel-injection systems (3 common-rail, one pump unit 
injector, and one rotary-pump-based fuel-injection 
system). Particles were measured employing a Scan-
ning Mobility Particle Sizer (SMPS) and a Long Path 
Multi-wavelength Extinction (LPME) analyser as 
described in11), and the obtained size distributions 
are plotted in Fig. 2, in HM coordinates. The aver-
age value of σg for each engine (operating at several 
steady state points) is also given in Fig. 2. A remark-
able constancy of σg is observed, σg = 1.89 ± 0.08. 
When the Harris and Maricq20） data are included, all 
data are consistent to within 4% with a constant shape 
for the particle size distribution with an average σg 
= 1.84. The constant shape for the size distribution 
arises as the steady state solution of the soot aggre-
gate population balance that accounts for coagulation 
and oxidative fragmentation processes 21).
　The oxidative fragmentation of soot par ticles 
has been observed in flame studies by23） and limits 
further aggregate growth. The resulting soot frag-
ments re-collide with the soot aggregates, leading 
to the establishment of a steady state at which point 
coagulation balances fragmentation and therefore 
the emergence of a size distribution with a “constant 
shape”. Naturally the simultaneous occurrence of 
these two processes will lead to a distribution of soot 
aggregate morphologies. It is well known that diffu-
sion limited cluster-cluster aggregation, (DLCCA), 
a much-studied growth mechanism24, 25, 26), leads to 
aggregate structures with a Df = 1.8, while diffusion 
limited aggregation (DLA) (a growth mechanism 
where monomers collide with clusters) leads to ag-
gregate structures with a Df = 2.5. Employing a si-
multaneous measurement of electrical-mobility-based 
and aerodynamic-diameter-based distributions, we 
plot in Fig. 3 how the fractal dimension of diesel soot 
aggregates is distributed according to their electrical 
mobility diameter, as presented in27）.
　We observe a very robust pattern over the differ-
ent engines and operation conditions tested, namely 
that small soot particles have a nearly spherical/
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compact morphology (Df = 3) which rapidly evolves 
toward the value Df= 1.8 (the DLCCA limit) as the 

soot aggregate size increases up to about 100 nm. 
Then further increase of the aggregate size leads 

Fig. 2   Measured soot PSDs for five different engines at several operation points. N is the particle number concentration, Dp the par-
ticle diameter, Dg the geometric mean particle diameter and σg the geometric standard deviation of the PSD.

g
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to an increase of Df to a range of around 2.4-2.5. As 
mentioned above, such a fractal dimension is con-
sistent with a mechanism of addition of monomers 
to a cluster, and we rationalize it by considering the 
removal by oxidative fragmentation of smaller units 
from a large soot aggregate and their subsequent re-
collision with the same or other aggregates, through 
a type of DLA process. The data are consistent with 
an overall average Df = 2.4, and a similar average Df 

has been obtained by28）, among others.
　In21） it is shown that in principle, σg does not have 
a universal value but rather depends on the soot 
aggregate morphology (as described by the soot ag-
gregate fractal dimension, Df) and the mode of the 
oxidative fragmentation process (e.g. attrition, ran-
dom fragmentation, equal size fragmentation, etc). 
An average fractal dimension Df= 2.4 for the diesel 
soot aggregates 28） and a physically realistic random 
fragmentation mode are shown to be consistent in 21） 
with the experimentally observed values of σg. An 
explicit connection between the combustion process, 
the aggregate morphology and the easily measured 
σg can therefore be made.

3.  The DPF as a Separator: Filtration and Pres-
sure Drop

　Filters separate the diesel soot aggregates from 
the exhaust by means of a variety of transport mecha-
nisms. The main deposition mechanisms are those 
of Brownian diffusion and direct interception, while 

thermophoresis can be important in the presence 
of temperature gradients30）. Over the last 20 years, 
many DPF system concepts have appeared which 
incorporate different filter media and geometric con-
figurations, regeneration technologies and control/
monitoring options. The interested reader should 
consult the literature31, 32, 33） as well as on-line data-
bases34）. 

1) Filter media and configurations
　The filter media and geometric configuration is a 
key element in the DPF system, and the selection 
process calls for a careful balancing of different crite-
ria including pressure drop performance, particulate 
collection ef ficiency, regeneration, durability and 
cost. Geometric configurations of filters are listed in 
Table 135, 36). 
　The wall-flow monolith honeycomb design original-
ly introduced in 198137) still remains the most popular 
configuration, since it is a very compact arrange-
ment, thus exhibiting a low pressure drop without 
having to make sacrifices in filtration rate or available 
space. 
　Representative material properties are given in36）.
　Since the majority of filter configurations use some 
sort of wall-flow arrangement, we will focus our in-
vestigation for the remaining of the paper on the wall-
flow geometry and honeycomb structures. It should 
be noted though that the developments/results can 
be extended direct to the other geometries38). In the 
following text, we examine the factors that affect the 

Fig. 3  Fractal dimension of soot aggregates with different mobility diameters obtained with different engines and operating con-
ditions. Measurements from one Euro II and two Euro III diesel engines and a diesel generator 29） as presented in 27）.
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pressure drop and filtration efficiency of DPFs.

2) Filtration theory
　The first applications and validations of filtration 
theory to diesel particulate filters were made in39） 
for fibrous structures and in30） for wall-flow extruded 
filters. As flow in porous media represents a challeng-
ing area of fluid mechanics, initial approaches39, 40, 41) 
have employed so-called unit-cell models where the 
porous filter wall is approximated as a collection of 
“cells”, each hosting an object of simple geometry (a 
sphere for granular filters and a cylinder for fibrous 
filters). In these studies, it was shown that the classic 
filtration theory employing the concept of the “unit 
collector” (spheres for extruded filters and cylinders 
for fibrous and foamy structures) can give a good 
estimate of the size-specific collection efficiency of 
“clean” DPFs with respect to solid particles. 
　Fig. 4 demonstrates that application of the unit-cell 
filtration theory can successfully describe the emit-
ted size distribution of diesel aggregates at the DPF 
outlet for widely varying pore sizes of prototype SiC-
based extruded wall-flow monoliths with a porosity of 
42%.
　To account for the ef fect of particle accumula-
tion on the filtration process, the unit-cell-based 
filtration theory was extended to include a local re-
computation of the evolving unit-cell geometry (Fig. 
5) caused by deposition of particles35）. The transient 
filtration model derived was tested with very good 
agreement against experimental data with ceramic, 
metallic and fibrous filters, see for example42）

3)  Flow resistance and pressure drop of filters
　Based on the fundamental principles of fluid me-
chanics and flow through porous media, Konstando-
poulos and Johnson30) published the first analytical 

solutions for the flow fields and pressure drop of 
wall-flow monoliths in terms of the filter media mi-
crostructure and geometric configuration that were 
validated experimentally for a particular extruded 
monolith design. The analytical model (extended for 
non-Darcian flow effects) was later shown to be in 
excellent agreement with 3-D computational fluid dy-
namics (CFD) simulations and was further validated 
against a larger variety of filter media42, 43, 44）. The 
Konstandopoulos and Johnson30） model has been ex-
tensively tested against a variety of filter samples, and 
it is reported to give excellent a-priori predictions of 
the pressure drop, opening up new development pos-
sibilities41, 45, 46）.
　The approach was later extended to include the in-
fluence of the accumulated soot accounting explicitly 
for the soot layer microstructure and its dependence 
on the operating conditions of the DPF12, 47）. In the 
present section, we outline the dominant factors that 
are responsible for the pressure drop of clean and 
soot-loaded DPFs 48）.

3.1 Clean filters
　Based on previous work in the area30, 35, 40, 43, 49, 50）, 
the flow resistance of a clean DPF as expressed by its 
pressure drop can be very accurately described by 
totalling the individual pressure drop contributions, 
shown in Fig. 6. Each contribution to the pressure 
drop requires the specification of one or more param-
eters, which collectively define the required set of 
what we term “flow resistance descriptors”.
　Flow resistance descriptors of DPF walls, experi-
mental protocols for their determination and useful 
correlations have already been presented in48). The 
thin porous wall contributes a pressure drop that is 
described by the sum of a Darcy term and a so-called 
Forchheimer term30, 35, 40, 47, 49）

Table 1 Diesel Particulate Filter Materials and Configurations

Ceramic 
Oxide ceramics
• Cordierite • Extruded honeycomb wall-flow monoliths
• Mullite • Extruded honeycomb wall-flow monoliths
• Aluminum titanate (tialite) • Foam monolithic blocks and plates

• Extruded honeycomb wall-flow monoliths
Non-oxide ceramics
• Recrystallized silicon carbide • Extruded honeycomb wall-flow monoliths
• Silicon-bonded silicon carbide • Fibrous felts
• Silicon nitride • Extruded honeycomb wall-flow monoliths

• Extruded honeycomb wall-flow monoliths
Metallic
• Sintered metal powder • Pleated wall-flow sheets
• Metal fiber • Fibrous felt elements and cartridges
• Metal foam • Sheets and cartridges
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　 Eq. 1

　The parameters appearing in Eq. 1 that need to be 
specified to permit estimations of the pressure drop 

are the Darcy permeability k and the Forchheimer 
coef ficient β. The permeability has dimensions 
of length squared, and k1/2 represents a pore level 
length scale, characteristic of the porous medium. It 
should be emphasized that the permeability and the 

∆Pwall =
µ
k

uwws
  

Darcy

+ βρu2
wws  

Forchheimer

∆Pwall =
µ
k

uwws
  

Darcy

+ βρu2
wws  

Forchheimer

Fig. 4  Effect of pore size on the size distribution of emitted soot aggregates. The DPFs tested are prototype SiC-based 
extruded wall-flow monoliths with a porosity of 42%. The theoretical lines are the predictions of the unit-cell-based 
filtration theory 30, 35）

Fig. 5  Unit-cell filtration model. The collector size dc and the empty envelope b are matched to the macroscopic 
porosity of the filter. The unit-cell blocks when the size of the collector becomes a fraction ψ of b 35, 42）



KONA Powder and Particle Journal No.26 (2008) 43

Forchheimer coefficient are intensive properties of 
the porous medium and for a homogeneous medium, 
will not depend on the size of the sample measured.
　In our past work30, 35, 47）, we have introduced and 
validated a generalized representation for the perme-
ability of DPFs, which can be stated as:

　 Eq. 2

　where SCF = 1+Kn


1.257+0.4e
−1.1/Kn


 is

the Stokes-Cunnigham factor51） accounting for slip-
flow effects that are dependent on the local value of 
the Knudsen number of the flow through the porous 
filter wall, Kn= 2λ/dc (based on the prevailing mean 
free path λ and the typical grain diameter dc of the 
filter media), and the hydrodynamic interaction func-
tion fw(ε) for sintered granular media was derived in 
several interchangeable forms48）. 

fw(ε) =






0.09× f (ε) = 0.09× 2
9
·


2− 9

5 · (1− ε)1/3− ε− 1
5 · (1− ε)2



(1− ε)

ε3

585× (1− ε)2

0{.018× ε4.34 

Eq. 3

Slip-flow phenomena are not usually observed in bare 
(uncoated) DPFs since the pore/grain size of these 
filters is sufficiently greater than the gas mean free 
path. For some catalyst-coated filters, however, tem-
perature-dependent slip-flow effects may cause the 
pressure drop to become smaller than that predicted 
from continuum flow. In this case, and as shown in35）

, one can employ a slip-flow-corrected permeability of 
the coating, kcoating. that depends on the local value of 
the Knudsen number of the flow through the coating,
Kn= 2λ/dgrain where dgrain is a characteristic length 

scale of the coating (which usually has a granular 
character). kcoating = f (ε)×d2

grain×SCF
The Forchheimer coefficient has dimensions of in-
verse length. Both k and β can then be related to 
a “pore size” (which is operationally defined by the 
employed measurement technique) and porosity of 
the porous medium. In48) it was shown that the Forch-
heimer coefficient β and the Darcy permeability k 
were interrelated according to:

　 β =
const.
ε1.5
√

k  Eq. (4)

The value of the constant in Eq. (4) will depend on 
the actual morphology of the elements making up the 
porous medium. Based on the known structural prop-
erties of commercially available wall-flow DPFs (po-
rosity in the order of 50% and pore size in the 10-30 
µm range) and ranges of DPF operating flow rates, it 
can be assumed that the Forchheimer contribution 
to the pressure drop will be negligible, unless filters 
are operated at relatively high filtration velocities. 
This can occur for some newer filter designs based 
on sheets of sintered metal, fibrous materials or foam 
structures. From experiments with granular sintered 
metal filter media38) the value of the constant was 
found to be equal to 0.34, while from experiments 
with high-porosity fibrous filter media, the constant 
was evaluated to be 16.647).
Additional pressure drop occurs in a wall-flow filter 
due to frictional losses of the flow along the square 
channels of the filter. This pressure loss has a linear 
dependence on channel velocity for laminar flow, in 
a square channel of inlet opening a and length L, ac-
cording to:

　∆Pf riction =
µUL

a2 2c f Reξ  Eq. 5

where cf Re, for fully developed laminar flow in a 

kwall = fw(ε) · d2
c · SCF(dc)kwall = fw(ε) · d2
c · SCF(dc)

Fig. 6  Schematic of channels adjacent to filter inlet and outlet depicting local pressure values for the 
derivation of the effects of compressibility on pressure drop.
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square cross-sectional channel, has a constant value 
of 14.227, and in our notation we designate:

　F=2cfRe Eq. 6

The assumption of fully developed laminar flow is 
usually satisfied in a wall-flow filter since the Re 
number based on the channel opening is typically 
less than 1000 for a DPF measuring 5.66 inches ×6 
inches and with 200 cells/in2(cpsi). The factor ξ is a 
correction accounting for the effect of strong suction 
or injection on cf Re. For typical wall-flow filter appli-
cations, ξ can be taken as equal to 1 since local wall-
flow velocities uw are small enough to keep the wall 
Re number (uwaρ/µ) less than 2 30）.
Finally, there are inertial losses due to contraction 
and expansion of the flow as it enters and leaves the 
filter channels. This component increases with the 
axial channel inlet velocity U according to:

　∆Pcontr./expan. = ζ
ρU2

2
 Eq. 7

where ζ is the so-called contraction/expansion iner-
tial loss coefficient, which in general depends on the 
filter fractional open cross sectional flow area and on 
the Reynolds number47）. All these contributions are 
included in the following equation that gives the total 
pressure drop of a clean wall-flow filter:

∆P =
µQ

2VDPF
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+
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L
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 Eq. 8
　Eq. 8 has been shown to be a predictive and vali-
dated macroscopic model for the pressure drop of 
wall-flow filters30, 35, 40, 43, 49, 50）, and requires as input 
the flow rate Q, the filter geometrical characteris-
tics (VDPF, a, ws. L), the wall permeability k and the 
filter inertial loss coefficient, ζ. Eq. 8 can then be 
employed in conjunction with experimental data to 
determine the relevant flow resistance coefficients k 
and ζ, provided that all other parameters entered in 
Eq. 8 are known or can be independently measured.
　The estimation of k can also be attempted from 
the filter microstructure, employing any of a number 
of idealized geometrical descriptions of the porous 
medium structure, an approach that was used in the 
past48). In that case, the required input data are the 
“porosity” and “pore size”, parameters that are them-
selves operationally defined based on the measure-
ment technique. Such estimations, however, based 
as they are on idealized geometrical representations 
of the filter microstructure, provide only order-of-
magnitude estimates of the wall permeability. True-
to-the-geometry representations based on statistical 
computer reconstruction of the porous filter wall 

from microscope pictures and subsequent computa-
tional analysis of the flow through the wall have been 
introduced in47, 48, 52） and provide more accurate esti-
mates.
　Experiments for direct measurements of wall per-
meability can be performed using either filter disks 
of the same material formulation35） or pieces from the 
filter wall, after the orthogonal walls have been re-
moved carefully53）. Such experiments are quite time-
consuming and are not easy to employ for the routine 
analysis of samples. An easier, non-destructive alter-
native for determination of the permeability of a wall-
flow filter sample is to rely on careful experimental 
measurements made on complete honeycombs and 
the application of predictive, continuum-level math-
ematical models, such as Eq. 8. This is now standard 
industrial practice54）.
　For the determination from first principles of 
the inertial losses coefficient, ζ, the use of three-
dimensional CFD simulation has already proved to 
be promising47）. However, the computational effort 
required for an extensive parametric study of a multi-
channel configuration47） makes experimental testing 
a more flexible alternative.

3.2 Soot-loaded filters
　Depending on their microstructure, filters can 
exhibit more a so-called deep bed filtration mode or 
a so-called cake (or surface) filtration mode55). With 
reference to Fig. 7, the deep-bed filtration mode oc-
curs initially (i.e. all filter structures will exhibit it) 
and is characterized by a non-linear increase of the 
filter pressure drop as a function of the accumulated 
soot mass in the filter. This is due to the initial depo-
sition of soot particles inside the porous structure 
of the filter wall, which block the flow paths locally. 
Depending on the microstructure of the porous filter, 
even a small amount of deposited soot may have a 
huge effect on the pressure drop, since it may block 
a disproportionately large part of the pore struc-
ture, hence the non-linear character of the pressure 
drop evolution. As the porous wall becomes more 
and more blocked by the deposited soot, there is a 
smooth transition to the cake filtration mode, where a 
macroscopic soot layer grows on top of the filter wall, 
characterized by a linear dependence of the pressure 
drop on the accumulated particulate mass in the fil-
ter.
　It is obvious that more porous wall structures 
will exhibit a more pronounced deep-bed mode of 
filtration, however, in all filter structures that are 
currently commercially employed for DPFs, a cake 
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mode of filtration eventually sets in, since the amount 
of soot one might want to be stored in the DPF be-
fore its regeneration is initiated is higher by far than 
the amount that the porous wall can accommodate. 
Typically, the porous wall will store between 0.5-2 
g/m2 of soot mass per filtration area (depending on 
the filter structure), while the total amount of soot 
stored before regeneration is on the order of 10 g/m2 
(depending on the employed DPF material and con-
figuration).
　For predominantly cake-mode-type DPFs, a closed-
form expression has been derived for the pressure 
drop as a function of soot loading35).
　The soot-loaded DPF pressure drop is expressed in 
terms of a uniform, effective soot deposit thickness, 
w on the filter wall35), which with reference to Fig. 8 
is computed as follows:

　w=
α−

α2− msoot

NcellsLρsoot

2
 Eq. 9
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　 Eq. 10
　The analytical expression for the DPF pressure 
drop has been extensively validated (Fig. 9) against 
3-D CFD and experimental results 35).
　Fig. 10 depicts the experimental transient loading 
behavior of different DPFs and their simulation using 
the transient filtration model of Konstandopoulos et 
al.35）.
　Whenever the DPF pressure drop is significant 
when compared to the atmospheric pressure, com-
pressibility effects need to be taken into account. The 
DPF pressure drop in the case of compressible flow 
has been analyzed in48) as explained in the Appendix. 

Fig. 7 Filtration modes: from deep-bed to cake (surface) filtration.

Fig. 8  Schematic and nomenclature of soot cake accumulation inside the cross-section of a channel 
(left) and image of soot accumulated in a DPF channel (right).
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3.3 Soot deposit microstructure
　Konstandopoulos et al. 12) demonstrated for the first 
time that during filter loading, the microstructure of 
the soot cake is determined by the relative strength 
of convective vs. diffusive transport of the soot ag-
gregates towards the deposit Fig. 11. The soot cake 
packing density (ρsoot) and permeability (ksoot) were 
therefore shown to be not just “static” intrinsic physi-
cal properties of the soot cake, as it was commonly 
assumed in the literature. They were instead shown 
to be “dynamic” material properties of the soot po-
rous cake that depend on the deposit growth mecha-
nism and its history, and that they are determined 
by the prevailing value of the dimensionless mass 
transfer Peclet number, Pe = uw dpr/Dp, where dpr is 
the primary particle size of the soot aggregates and 
Dp is the soot aggregate diffusion coefficient.
　The soot cake packing density (ρsoot) and perme-
ability (ksoot) can be related to the porosity ε and 
primary particle size (dpr) of the soot aggregates as 
follows12):

　 ρsoot = ρ̃ · (1− ε)  Eq. 11

　 ksoot = f (ε) · d2
pr · SCF  Eq. 12

where SCF is the Stokes-Cunningham factor calcu-
lated with a Knudsen number (Kn) based on the pri-
mary soot particle size (dpr) from:

　SCF = 1+Kn · (1.257+0.4e−
1.1/Kn)  Eq. 13

and f(ε) is the Kuwabara hydrodynamic function 
which depends on the porosity ε, through30, 55):

　 f (ε) =
2
9
·


2− 9
5 (1− ε)1/3− ε− 1

5 (1− ε)2

(1− ε)



 Eq. 14

Further insight into soot cake properties has been 
obtained by model experiments with soot aggregates 
generated by a Combustion Aerosol Standard (CAST) 
burner (Matter Engineering, Switzerland). The CAST 
is a quenched diffusion flame gas (propane) burner 
that allows the stable and controlled generation of 
soot aggregates over a much larger size range than 
that found in diesel exhaust. Fig. 12 depicts the hy-
drodynamic resistance factor (ρ×k)soot of CAST soot-
deposited cakes on flat disk-shaped glass-fiber filters 
as a function of the Peclet number and aggregate 
mobility diameter dag.
The values of the aggregate mobility diameters 
shown in Fig. 12 are values measured by the Scan-
ning Mobility Particle Sizer (SMPS). The data are 
consistent with a scaling relation of the form:

　(ρ× k)soot = ρ̃ · (1− ε) · f (ε) ·d2
pr ·SCF  Eq. 15

where the porosity of the deposits follows a power 
law in terms of the Peclet number12, 56)

　ε(Pe) = 1− (1− ε∞) · (1+
Pe0

Pe
)−n

 Eq. 16

Eq. 16 generalizes earlier porosity-Peclet number 
power-law correlations12) obtained at Pe > 0.3 down 
to the diffusion-limited deposition limit. Pe0 is a char-
acteristic cross-over Pe number defining the scale be-
yond which the convective mechanism will take over 
the diffusive mechanism of deposition, and ε∝ the 
large Peclet number asymptote of the porosity. Using 
Eq. 16, the experimental data of Fig. 12 can be col-
lapsed on a single curve as shown in Fig. 13.
　At sufficiently high values of the pressure drop, 

Fig. 9  Validation of an analytical pressure drop model with 3-D CFD (left) from 35）, and experiments (right) with 10 filters in 31 experimental 
runs with light- and heavy-duty diesel engines from 43）.
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soot deposit compaction starts to set in. Konstando-
poulos et al.47) accounted for deposit compaction in 
the pressure drop model, treating the soot deposit as 
a Bingham-type of material that remains undeformed 
below a yield pressure and that deforms with a power 
law in the post-yield region:

　
φ
φ0

= (
∆P−∆Pcr

∆P∗
)δ  Eq. 17

with φ denoting the solid fraction (1-ε) and φ  the 
solid fraction of the deposit in the uncompacted 
stage. ∆ Pcr is the critical or yield pressure drop for 

the onset of deposit compaction, and ∆P* is a scaling 
constant to make the equation dimensionally correct. 
The extended pressure drop model that accounts for 
deposit compaction was applied in47) to obtain for the 
first time the evolution of the soot deposit microstruc-
ture under compaction. As shown in Fig. 14, critical 
pressure drops for the onset of compaction of soot 

Fig. 10  Transient loading of a SiC (top), cordierite (middle) and fibrous 
metal (bottom) filter in the exhaust of a diesel engine. Experi-
mental data and simulation results 42).
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Fig. 12  Experimental measurements of CAST soot hydrodynamic resistance 

factor as a function of the Peclet number and aggregate mobility di-
ameter. The continuous lines are plotted using the scaling relation 
form Eq. 15, Eq. 16 47).

Fig. 13  Dependence of the soot cake porosity for different soot aggregate 
sizes at the prevailing Peclet number.

Fig. 11  Soot deposit growth mechanism: competition between diffusion- 
and convection-dominated growth, as determined by the Peclet 
number, leads to more porous deposits in the case of diffusion-lim-
ited deposition 12).
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cakes created by CAST-generated soot aggregates 
of different size are in the vicinity of 200 mbar and 
cause a gradual increase of the solid fraction (1-ε) of 
the compacted soot deposit, which can reach 25-30% 
for some aggregate sizes at high enough values of 
the pressure drop (> 400 mbar). These high pressure 
drops are non-typical for appropriately sized DPFs 
and under regular DPF operation, but it is possible 
to quantitatively take into account such phenomena 
if the need arises with the simple deposit compaction 
model mentioned above.

3.4 Effect of ash accumulation
　The DPF pressure drop model has been extended 
to account for the presence of ashes in the channels 
of the DPF in27, 47). Ash deposit growth dynamics was 
described with a mechanistic model that exhibits dif-
ferent ash deposition profiles: deposition along the 
filter channel walls as well as deposition at the end of 
the filter channel. A comparison to experimental data 
available in the literature (Fig. 15) showed good 
quantitative agreement, and the model can be used 
to describe the dynamic ash transport and deposition 
phenomena inside the DPF.
　Considering two idealized modes of ash accumula-
tion, namely (i) ash only on the wall (forming a layer 
in series with the porous wall and the soot cake) and 
(ii) ash only at the end of the DPF channel (forming a 
plug that reduces the DPF length), it was possible to 
derive in57) analytic approximations for the optimum 
cell density of wall-flow filters that minimizes the DPF 
pressure drop, under the combined constraints of a 
prescribed filter volume, exhaust flow, temperature, 
as well as different soot and ash loadings inside the 
filter, and thus to facilitate the task of selection and 
reliable employment of diesel particulate filters over 

the vehicle life-cycle.

4. The DPF as a Reactor

　As already mentioned, modern DPFs need to 
be periodically cleaned (regenerated) in order to 
achieve efficient and safe operation of the vehicle. As 
typical diesel exhaust conditions are not hot enough 
to initiate and maintain particulate (soot) oxidation, 
active (engine) means are employed to raise the ex-
haust gas temperature up to the point that particulate 
oxidation can be self-sustained in the filter, and there-
fore the filter acts as a soot oxidation reactor. DPF re-
generation can be achieved by employing a number 
of different approaches including direct and indirect 
catalytic measures ranging from fuel-borne catalysts 
(also known as fuel additives), generation of reactive 
species, catalytic combustion of post-injected fuel and 
filter coatings promoting soot oxidation, as discussed 
in the subsequent sections.

1) Regeneration measures
　It is convenient to classify regeneration measures 
31, 32, 33, 34) as active (employing external or engine 
means, see Table 2) or passive (usually employing 
catalytic means, although catalytic means can also 
be applied in active systems, see Table 3). Combina-
tions of measures are also common.

2) Soot oxidation rate during regeneration
　During regeneration tests with an increasing tem-
perature, the pressure drop of the soot-loaded filters 
decreases and at the same time CO and CO2 gases 
are emitted as the soot collected inside the filters oxi-
dizes. In order to evaluate the regeneration behavior 
of different DPF technologies, the soot oxidation rate 
has to be calculated as a function of temperature. The 
normalized soot oxidation rate (s-1) is defined as:

　 ṙsoot =
1

m0

dm
dt  Eq. 18

where m0 is the initial amount of soot mass collected. 
The soot consumption rate dm/dt is typically com-
puted by adding the CO and CO2 produced during 
the oxidation in a synthetic exhaust gas stream which 
does not contain CO or CO2 in order to detect the 
soot-derived CO/CO2. The evolution of the normal-
ized soot oxidation rate as a function of temperature, 
an example of which is given in Fig. 16, provides a 
means to compare and evaluate different DPF tech-
nologies with respect to their soot oxidation activity.
In addition, the CO selectivity which is defined as:

Fig. 14  Pressure-drop-induced compaction of soot cake deposits as a 
function of soot aggregate size.
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　 fCO =
CO

CO+CO2
 Eq. 19

can be also calculated. The CO selectivity is an im-

portant parameter because it affects the total heat 
release during regeneration.

Fig. 15  Left: Simulated ash profile along the normalized filter length (z/L) vs. experimental data of Bardasz et al. with ash of different qualities, generated 
by high-sulfur oil doped into fuel (top), low-sulfur oil doped into fuel (middle), high-sulfur oil, regular use undoped into fuel (bottom). Right: Effect 
of ash accumulation on the DPF pressure drop. Experimental data courtesy of Ibiden Co. Ltd. and simulation results47).

Table 2 Active Regeneration Measures

External means
• Fuel burners (full and partial flow)
• Electric heating (upstream or embedded in the filter)
• Microwave heating
• Injection of combustibles (e.g. fuel) in the exhaust
• Injection of catalytic and/or reactive species in the exhaust (e.g. H2O2

59))
• Generation of reactive species (e.g. non-thermal plasma 60))
• Electrochemical filter reactor 61)

Engine means
• Exhaust gas recirculation
• Post-injection of fuel 
• Decrease of boost pressure
• Intercooler bypass
• Injection timing retard

Table 3 Passive Regeneration Measures

• Catalytic means
• Fuel-borne catalysts
• Catalytic filter coatings
• Reactive species generation (e.g. NO2 62))
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3) Catalytic DPFs
　The development of catalytic DPFs (CDPFs) aims 
at achieving: 
(i)   some soot oxidation activity under moderate 

exhaust temperature to prolong as much as pos-
sible the intervals between fixed regenerations, 
exploiting direct (i.e. through oxygen transfer) 
as well as indirect (through NO2 generation) soot 
oxidation;

(ii)   reduced soot ignition temperatures compared 
to uncatalyzed filters to allow for energy savings 
during regeneration;

(iii)   tolerance to ash accumulation.
　To achieve these goals, it is important to under-
stand the different soot oxidation mechanisms and 
the significance of the soot-catalyst geometric prox-
imity.

3.1 Catalytic oxidation mechanisms
　Catalytic soot oxidation has a long history63), while 
some recent reviews appear in64, 65). Catalyst chemis-
try is an important factor affecting the performance 
of a CDPF. Currently available CDPFs in the market 
feature predominantly catalytic coatings based on Pt-
group metal (PGM) formulations aimed at oxidizing 
NO into NO2 in order to achieve soot combustion at 
a lower temperature, motivated by the success of the 
CRTTM NO2-assisted system62). The influence of NO2 
on soot oxidation, in conjunction with a highly selec-
tive NO to NO2 oxidation promoting catalytic coating 
on a DPF, was studied experimentally and theoreti-
cally for the first time in35). At that time, NO2-regen-
erative technologies were practiced with uncatalyzed 
filters60, 62), and it was suggested that combinations of 
NO2-regenerative technologies with catalytic filters 
could lower the dependence of NO2-regenerative 
technologies on high engine-out NOx concentrations, 

as NOx emission standards become tighter. This has 
now become standard practice60). 
　PGM-based CDPFs do not have a strong direct 
soot oxidation activity11) and their operation depends 
on the balance between NO2 and soot in the exhaust. 
It has nevertheless become clear from these devel-
opments that a noble metal such as Pt could have 
a beneficial role if used in conjunction with a direct 
soot oxidation catalyst, since Pt can also deliver “ac-
tive oxygen” to the soot-catalyst interface in addition 
to oxidizing NO into NO2.
　Soot oxidation catalysts based on base metal ox-
ides are thought to act through two mechanisms64, 65).
(i)   Redox mechanism: carbon oxidation is caused by 

lattice oxygen from the catalyst (reduction step) 
and re-oxidation of the catalyst by oxygen from 
the gas phase (oxidation step) 

(ii)   Spill-over mechanism: dissociation of adsorbed 
gas-phase oxygen over the catalyst surface oc-
curs, followed by surface diffusion to the soot 
surface where carbon oxidation occurs.

　The above mechanisms are not mutually exclusive 
and a soot oxidation catalyst can exhibit both.
　Direct catalytic soot oxidation requires soot-cata-
lyst proximity, a fact that has been known for almost 
half a century66). The problem of soot-catalyst contact 
in diesel emission control systems was recognized 
in the 1980s63) as a barrier for active catalytic filter 
development, and it has become popularized in more 
recent laboratory studies of powdered carbon black-
catalyst mixtures, with the introduction of so-called 
“loose” and “tight” contact64, 65) samples. Direct dem-
onstration of soot-catalyst contact effects on diesel 
soot oxidation in filters has been published in67).
　A mathematical description of the incomplete soot-
catalyst contact, the so-called “Two-Layer Model” was 
introduced a decade ago, and it has been since incor-
porated into state-of-the-art DPF simulators68, 69, 70, 71). 
This forms the basic analysis tool that we employ in 
analysing soot oxidation rates in CDPFs as discussed 
in the next section.

3.2 The two-layer model of CDPF
　Soot particle-catalyst contact is determined by the 
details of catalyst distribution in the filter (a type of 
“frozen” randomness) and the details of soot particle 
deposition and resulting deposit microstructure as 
well as soot deposit restructuring (a type of evolving 
randomness), it is therefore important to study it un-
der realistic conditions, i.e. depositing fractal diesel 
soot aggregates from an engine under similar condi-
tions of Peclet number, Pe12). The effect of Pe on the 

Fig. 16 Soot oxidation rate as a function of temperature.
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soot deposit microstructure, soot-catalyst contact and 
reactivity is addressed in72).
　CDPF development has to address two key areas67): 
Chemistr y and geometr y and their interaction 
through the catalyst deposition process. The works 
in the literature dealing with chemistry at the powder 
synthesis level are too numerous to be cited here, 
while quantitative analyses of geometric effects have 
not been published as extensively. In the present 
work, in the geometric aspects of soot oxidation, we 
emphasize the kinetics in CDPFs by applying the 
two-layer formalism to analyze well-controlled direct 
catalytic soot oxidation experiments. Fig. 17 depicts 
a schematic of the two-layer model68). Soot and cata-
lyst coexist in a region (Layer I), on top of which a 
soot-only layer exists (Layer II). 

Layer I: Catalyst-affected layer

　As the catalyst coating can interpenetrate or over-
lap partially with the top part of the wall, we can de-
fine Layer I to be the region over which a spatial “field 
of catalyst activity” exists. Particles that oxidize when 
found within the “field of activity” are considered in 
contact with the catalyst. The fraction β ∈ [0-1] of 
the soot surface in contact with the catalyst generally 
depends on the filter and coating structure and the 
deposition mode of soot in the filter. In general, β 
can vary dynamically due to reaction (oxidative frag-
mentation) and/or restructuring of soot microstruc-
ture. This layer can “store” a certain amount of soot 
(which depends on coating structure and filtration 
velocity) until it is filled up.

Layer II: Soot cake layer

　This layer is formed by soot particles which form a 
“queue” on top of the filled-up catalyst-affected Layer 
I. These particles can locally migrate into the catalyst-
affected layer depending on an interaction parameter  
ξ∈ [0-1]. This also depends on the filter and coating 

structure and can vary dynamically for the same rea-
sons as β.
　The interested reader can consult the original ref-
erences for the mathematical formulation of the two-
layer model68). A simple way, however, to understand 
the two-layer model dynamics is to consider the fol-
lowing system of kinetics in Eq. 20 and Eq. 21. In Eq. 
20, m1 is the mass of soot in Layer I, a fraction  β of 
which reacts with a catalytic rate and the rest of it re-
acts non-catalytically (thermal oxidation). In Eq. (2), 
m2 is the mass of soot in Layer II which is consumed 
by thermal oxidation, but which also migrates in 
proportion to the parameter ξ into any “open” space 
that becomes available in Layer I after some of the m1 
soot reacts.

　dm1

dt
= (−kcatβm1− kth(1−β )m1)(1−ξ ) Eq. 20

　
dm2

dt
=−(kthm2 +ξ (βkcat +(1−β )kthm1))

 
Eq. 21

　In the simplest applications of the two-layer model, 
the parameters β and ξ  are taken to be constant. 
The reaction constants are assumed to follow global 
modified Arrhenius forms68), and for well-controlled 
experiments with negligible oxygen variation across 
the filter, they can be assumed to incorporate into 
their pre-exponentials the oxygen concentration as 
well as the surface area of the soot. The two-layer 
formulation can also describe a fuel-borne catalyst 
system considering only Layer I and setting m2 and 
ξ equal to zero. 
　A number of filter structures have been catalyzed 
in-house with base-metal catalysts with a variety of 
coating technologies, aimed at direct catalytic soot 
oxidation. All filter structures had a disk form of 60 
mm in diameter and they were loaded with soot un-
der identical exhaust conditions in side-stream reac-
tors, already described in the past33, 73), and they were 
subsequently subjected to a slow temperature ramp 
(3℃/min) under a 10% O2-in-N2 atmosphere in order 
to study soot oxidation in them by following the evo-
lution of CO and CO2 and effecting overall carbon 

Fig. 17  Schematic illustrating the DPF wall, catalytic-coating-influenced Layer I and the top Layer II that 
is not in the sphere of influence of the catalyst.
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balance.
　For all the catalyzed materials there was a similar 
soot oxidation pattern. In Fig. 18, a typical soot oxi-
dation rate curve for the aforementioned materials 
is depicted, where two regions of soot oxidation are 
observed. The first peak (in the region of 400-500℃
), at lower temperature, originates mainly from the 
soot oxidized due to the soot-catalyst contact in Layer 
I, and the second peak, at a higher temperature, 
originates from the rest of the soot that is oxidized 
in Layer II. The first peak depends on the level of the 
contact that exists between the soot and the catalyst, 
whereas the second one occurs at the typical tem-
perature range of thermal soot oxidation. 
　Fig. 19 demonstrates how the two modes of soot 
oxidation (catalytic and non-catalytic) add up to give 
the total soot oxidation behavior according to the 
two-layer model.
　It is clear that the first peak results from the soot 
that already exists in contact with the catalyst in 
Layer I as well as from contributions of soot which 
migrates from Layer II into Layer I. The double peak 
is therefore a direct manifestation of the importance 
that catalyst layer geometry plays in establishing dif-
ferent modes of contact between the deposited soot 

particles and the catalytic coating. It is not possible to 
explain this double peak structure of the soot oxida-
tion curves with a model based only on chemistry, 
since uncatalyzed soot oxidation exhibits a single 
peak and the same is true for mixtures of soot-cata-
lyst powders67). 
　An example of application of the two-layer model 
to analyze the soot conversion on a catalytic filter is 
shown in Fig. 20, while Fig. 21 demonstrates the 
ability of the two-layer model to describe the soot 
oxidation of several catalytic filter samples to within 
+/-5%74).
　The reduced activation energy (E/R) for the ther-
mal oxidation for these samples is in the range of 
21000 – 22000 (K)74), and it is within the values usu-
ally reported in the literature, e.g.63, 64, 65, 66, 67). Catalytic 
oxidation activation energies are almost the same or 
up to 15% lower, and depend on the type of catalyst 
and coating technology employed74). Depending on 
the catalyst coating technology, the state of soot-cat-
alyst contact expressed by β can span a large range 

Fig. 18 Soot oxidation rate on catalyzed filter.
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Fig. 19 Soot oxidation based on the two-layer model.
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catalyzed filter sample 74).
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(values of β from 0.0006 up to 0.214 have been mea-
sured in74)), while migration of soot from Layer II into 
the catalyst-affected Layer I can occur with a varying 
degree of intensity as measured by the ξ parameter, 
which is measured to range from 0 (no migration) up 
to 0.64274). These findings demonstrate the important 
effect that the filter/catalyst micro-structural envi-
ronment can have on the global oxidation kinetics. 
Essentially, it is possible to oxidize a small amount of 
soot in the catalyst-affected Layer I and still obtain a 
sufficiently high macroscopic reaction rate provided 
that the migration of soot from the top Layer II can 
proceed at an appropriate rate74).

3.3 Catalyst formulations 
　Following the results of basic research on cata-
lysts, e.g.64, 65, 75, 76, 77, 78, 79, 80), we have embarked on a 
program of synthesis and screening soot oxidation 
catalysts with the goal of depositing them on filters. 
Numerous catalyst formulations with different char-
acteristics have been studied67) in order to arrive at 
a family of mixed oxide catalysts with high intrinsic 
soot oxidation activity, designated as E37. Although 
these catalyst formulations are proprietary and will 
not be listed here, the basic ingredient is cerium 
oxide doped with different rare earth and transition 
metals.

3.4 Catalyst deposition techniques
　Catalyst deposition on the porous filter substrates 
can be performed either with a pre-formed catalyst 
powder slurry filtration procedure or by dipping the 
substrates into catalyst precursor solutions and sub-
sequent firing. The coated filters are then thermally 
treated in a furnace. Permeability changes on the or-
der of 15% can be noticed for filter samples coated by 
wet chemistry techniques67).
　We have introduced81, 82) the aerosol spray pyrolysis 
technique (ASP), which combines catalyst synthesis 
and deposition on a porous substrate in one step, as 
an alternative to wet chemistry multi-step techniques 
(which include powder synthesis, slurry deposition 
and firing steps). The ASP procedure also has the 
advantages of precise control of the catalyst particle 
composition and of the quantity deposited, as well as 
its spatial deposition profile along the porous filter 
wall. An added benefit is the fact that the catalyst is 
deposited with the same mechanism as the soot par-
ticles, a feature which is expected to maximize the 
contact of the soot particles with the pre-deposited 
catalyst sites during filter operation.
　In the aerosol spray pyrolysis technique, catalyst 

nanoparticles of controlled size are synthesized from 
the thermal decomposition/evaporation of precursor 
solution droplets introduced in a hot-tube aerosol re-
actor. Subsequently, these are deposited in-situ on po-
rous substrates introduced in the reactor. Factors af-
fecting the particle formation are the type of solution 
precursor, the temperature and the residence time in 
the reactor prior to deposition on the filter wall. Aero-
sol/vapor-phase techniques lead to nanostructured 
catalysts with controlled deposition profiles on the 
porous filter wall67).

4) DPF Assessment in the exhaust
　The assessment of CDPF technologies is ulti-
mately performed by exposing full-size CDPFs on 
the engine exhaust and evaluating their regeneration 
behavior according to a certain methodology. In the 
present section, we provide an example of such an 
assessment, employing prototype in-house catalyzed 
full-scale DPFs, as well as a description of our testing 
methodology.

4.1 Engine and DPF characteristics
　Full-scale DPFs were tested in the exhaust of a 
Euro III passenger car diesel engine (displacement 
1.9 L, rated power 60 kW) with common-rail fuel in-
jection, coupled to a servo-controlled dynamometer. 
The engine was operated under steady-state condi-
tions as well as under transient conditions. Transient 
operation was achieved by simulating the speed and 
torque profiles of the New European Driving Cycle 
(NEDC) for the specific engine in the dynamometer, 
in collaboration with the engine manufacturer.
　The characteristics of the DPFs (SiC wall-flow 
filters, 5.66 inches diameter×6 inches long, 200 
cells/in2) in terms of their catalyst loading are shown 
in Table 4, and are denoted as DPF A-D. Overall, 4 
catalyzed DPFs (at different loadings of the E37 cata-
lyst in combination with a noble metal) were tested. 
An uncatalyzed DPF was also used as a reference. In 
Table 4, x is the amount of catalyst load (referred 
to as E37) and y is the amount of noble metal (NM) 
added in the filter. The noble metal is from the plati-
num group. 

4.2 Regeneration method and control
　Modifications of the engine tuning in conjunction 
with fuel post injection through the common rail sys-
tem, EGR rate variation, boost pressure variation or 
throttling offers great opportunities to increase the 
exhaust temperature without adversely affecting fuel 
penalty and driveability conditions. Specific strategies 
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that focus on a combination of boost pressure, EGR 
rate increase, and fuel injection modification have 
therefore been implemented by engine manufactur-
ers 4, 11). 
　In some cases83), the exhaust temperature is (in 
addition to engine measures) raised by exhaust-
por t fuel injection in front of a diesel oxidation 
catalyst (DOC). The same technique is also applied 
for some retrofit applications84). The applicability of 
the technique relies on having the DOC above the 
hydrocarbon light-off temperature (about 150 C), a 
condition,which is met with our test engine running 
over the NEDC, consisting of four city cycles and one 
extra urban (EU) cycle. Fig. 22 shows the exhaust 
gas temperature of our engine over the cycle. As our 
Euro III test diesel engine has a “closed ECU” (i.e. 
a production ECU), we have selected exhaust port 
injection in front of a DOC as the means to raise the 
exhaust gas temperature, and in turn to effect regen-
eration of the DPF.
　The exhaust port fuel injection set-up was con-
structed from standard automotive spare parts and 
consists of an air-assisted nozzle and auxiliary fuel 
and air pumps. Fuel flow to the nozzle is controlled 
by a custom electronic circuit defining the nozzle 
opening time and the period between injections. The 
fuel injection system has been optimized with the aid 
of a phase-Doppler analyzer in terms of droplet size. 
The fuel injection location was selected with the aid 
of CFD calculations so as to allow the fuel droplets to 
evaporate and the resulting diesel vapor to reach the 

DOC inlet with an even distribution. Fuel dosing and 
calibration of the system has been performed at rep-
resentative engine operating conditions, and its effect 
on the increase of exhaust temperature has been 
studied providing an operational map.
　Proprietary improvements in the virtual soot sen-
sor include a detailed account of the effects of soot 
deposit microstructure under reactive and non-
reactive conditions12, 47) and emergency procedures in 
the case of virtual sensor failure (caused either by a 
hardware malfunction or by deviations from pre-pro-
grammed specific criteria and error bounds). When 
this occurs, regeneration would be initiated based on 
estimating the soot mass load from stored emission 
data.

4.3 Screening of DPF systems
　The DPFs were tested in series with a DOC (Cor-
dierite, 5.66 inches×4 inches, 400 cells/in2) in an 
exhaust set-up in order to study the influence of NO2 
in conjunction with the catalytic coating on soot oxi-
dation.
　Initial tests employed the DPFs A-D and an engine 
operating point where direct NO2-soot oxidation was 
very low (due to a NOx/soot ratio of 4) in order to 
test the ability of the catalytic coatings to deliver NO2 

to the soot collected inside the filter. The results of 
the DPF loadings at 2400 rpm and 6 bar brake mean 
effective pressure are shown in Fig. 23, while the 
soot mass load obtained from the virtual sensor is 
shown in Fig. 24. 
　As seen in Fig. 24, the presence of a DOC (hence 
NO2 in the DPF inlet) causes an acceleration of soot 
oxidation with respect to the uncoated filter. Interest-
ingly enough, DPF B - despite its zero noble metal 
content - exhibits continuous regeneration behavior 
very quickly, and this is maintained up to a challenge 
mass load of 8 g/m2. This is attributed to the higher 
catalyst load (2.7× ) it had with respect to the other 
filters. The thick porous coating creates an effective 
filter medium with soot and catalyst in close proxim-
ity, and at the same time provides the extra residence 
time for increased NO2 turnover. DPFs C and D ex-
hibit similar loading behavior with a progressively 
lower rate than the uncatalyzed DPF A. 
　The soot loading curves shown in Fig. 23 indicate 
that the catalyzed DPFs B, C and D would reach a 
continuous regeneration state if they were exposed 
to the exhaust gas for sufficiently long periods, as a 
simple first-order reaction-deposition dynamic model 
would indicate38). These results demonstrate that the 
soot oxidation catalyst content as well as the noble Fig. 22 Exhaust gas temperature and engine speed over the NEDC cycle.
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metal presence affect the DPF soot accumulation rate 
and need to be optimized, taking into account trade-
offs between pressure drop, activity and cost.
　The same DPF samples were also tested under 
a stepped temperature increase procedure to study 
their catalytic activity at higher temperatures. To this 
end, increasing quantities of engine fuel were inject-
ed upstream of the DOC in order to increase the ex-
haust gas temperature at the entrance of the DPFs, in 
steps of about 50 C. A representative result for DPF 
B is shown in Fig. 25 in terms of DPF pressure drop 
and in Fig. 26 in terms of soot mass load estimated 
by the virtual sensor. 
　The comparative assessment of the DPFs A-D in 
terms of the soot mass oxidation rate is shown in 
Fig. 27. It is evident that all DPFs exhibit significant 
and similar high temperature catalytic activity with 
respect to the uncatalyzed DPF A.
　Based on these results, DPF C was chosen for sub-
sequent study as an optimum compromise between 
catalyst load (directly af fecting the cost and base 
system pressure drop), direct and indirect reactiv-

ity with NO2 and a good catalytic reactivity at higher 
temperature with soot.

4.4 Transient Testing 
　The DOC-DPF C system was tested over a number 
of new European driving cycles in order to evaluate 
its behavior under transient conditions. With refer-
ence to Fig. 28, it is evident that the DPF exhibits 

Fig. 24  Soot mass load of DPFs A, C and D at steady state. DPF B soot 
mass load is estimated to be close to zero. DPF inlet tempera-
ture: 370 C, exhaust mass flow rate: 50 g/s, NOx/soot ratio: 4.
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Fig. 27 Comparison of DPFs A-D over stepped temperature soot oxidation.

Fig. 25  Pressure drop and injection profile at stepped temperature soot 
oxidation for DPF B.
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good reactivity under NEDC conditions since the 
soot mass deposited in the DPF is oxidized when the 
exhaust temperature exceeds about 300℃ over the 
extra urban (EU) part of the cycle. The result is a 
very low rate of net soot mass loading of the system, 
which makes studies of soot accumulation extremely 
time-consuming.
　To accelerate the loading process, DPF C was 
initially loaded without a DOC placed upstream up 
to soot mass loads of 8–10 g/m2. Then the DOC was 
installed upstream of the DPF C and the system was 
subjected to exhaust-port injection schedules. By 
controlling the exhaust-port fuel injection rate and 
duration, it was possible to reach DPF temperatures 
in excess of 650-700 C and thus to apply varying 
amounts of external energy to the DPF at different 
points of the transient cycle. Examples of such tests 
are shown in Fig. 29 and Fig. 30. 
　Fig. 29 depicts two successive fuel injections 
(each one with a duration of 2 min) performed at 
different soot mass load levels in the DPF, leading 
to partial regenerations. Fig. 30 depicts a complete 
regeneration achieved by extending the duration of 
fuel injection to 33 min. Prolonged operation of the 
system would result in an increase of the “clean” DPF 
mass load due to the ash accumulation. The virtual 
sensor is programmed to take this into account by 
containing information on the flow resistance of ash-
loaded filter materials38).
　Using such tests in conjunction with a state-of-the-
art real-time DPF simulator 70, 71), it is possible to cali-
brate and to fully integrate model-based regeneration 
strategies with the soot virtual sensor module (see86） 
for an early description of such strategies). Our cur-
rent implementation relies on maintaining a target 
soot mass load in the DPF by injecting a quantity of 
fuel upstream of the DOC at appropriate instants. 
Since an exponential trade-off between the soot mass 

load in the DPF and fuel injection duration exists as 
shown in Fig. 31, it is evident that maintaining a tar-
get (constant) soot load in the DPF permits a priori 
optimization of the DPF size and cell density as well 
as significant fuel penalty savings. 
　As an example and based on our data with DPF C, 
we estimate that over the EUDC cycle, it is possible 
to maintain a target soot load of 5 g/m2 with a fuel 
penalty of about 0.23% (a model-based controlled re-
generation to bring the soot load whenever it reaches 
6 g/m2 down to 4 g/m2). In comparison, a regenera-
tion strategy that aims at a periodically completely 

Fig. 28  Mass load variation under transient conditions during succes-
sive NEDCs.

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

3770 4270 4770 5270 5770
Time (s)

m/g( daol ssa
M

2 )

0

100

200

300

400

500

600

700

O
N ,)

C( erutarep
meT

2
 ,)

mpp( )
mpr 01:1( deepS

Mass load

Tinfilter
Toutfilter

Engine 
speed NO2

City cycles City cyclesEU cycle EU cycle

Fig. 29  Controlled regeneration over the NEDC by exhaust-port fuel 
injection initiated at different soot loadings of the DPF. Top: at 8 
g/m2. Bottom: at 6 g/m2.

4

5

6

7

8

9

10

9400 10400 11400 12400 13400

Time (s)

m/g( daol ssa
M

2 )

100

200

300

400

500

600

700

800

)
C( erutarep

meT

Injection duration
Mass load
Tdownstream DOC
Tout DPF

4

5

6

7

8

20400 21400 22400 23400 24400

Time (s)

m/g( daol ssa
M

2 )

100

200

300

400

500

600

700

800

)
C( erutarep

meT

Injection duration
Mass load
Tdownstream DOC
Tout DPF

Fig. 30  Complete regeneration over the NEDC by exhaust-port fuel in-
jection initiated at a soot loading of 9 g/m2.

0

1

2

3

4

5

6

7

8

9

10

4400 5400 6400 7400 8400 9400

Time (s)

m/g( daol ssa
M

2 )

100

200

300

400

500

600

700

800

900

)
C( erutarep

meT

Injection duration
Mass load
Tdownstream DOC
Tout DPF



KONA Powder and Particle Journal No.26 (2008) 57

cleaned DPF whenever the soot load reaches 10g/m2 
would result in a fuel penalty of 0.52%.
　Even though state-of-the ar t actively managed 
DPF systems4) employing various aspects of the 
early virtual sensor models 50, 85) achieve impressively 
minimum amounts of fuel penalty (about 0.7%), it is 
clear that significant gains could be made by bringing 
novel and computationally fast simulation algorithms 
(also known as vir tual sensors) into the develop-
ments of future ECUs. 

5. Simulation Approaches to DPFs

　Based on a traditional design of experiments ap-
proach, diesel particulate filter design, system inte-
gration and control becomes very time-consuming 
and costly due to the high number of tests required. 
This provides a privileged window of opportunity for 
the application of simulation. A recent review of ad-
vances in DPF simulation technology is given in 47, 87). 
While the interested reader is encouraged to consult 
these references and their cited literature for more 
detailed information on the underlying assumptions 
regarding the treatment of the various physicochemi-
cal phenomena (including soot particle transport, 
deposition and oxidation), in the present paragraph 
we provide an overview of the mode of use of the dif-
ferent simulation models in practice.
　The multiscale nature of the problem lends itself 
to a hierarchical organization of the different mod-
els. The models at each spatial scale are classified 
according to their complexity and detail in the rep-
resentation of the actual situation. Three sub-models 
corresponding to the three size scales (wall, channel, 
entire filter) must be combined to give an overall 
simulation model of the DPF. Ideally, we would like to 
employ the most detailed treatment from each scale. 
Such an approach would thus entail a true-to-the-

geometry description of the porous filter wall, along 
with a 3-D CFD simulation of each channel, coupled 
through conjugate heat transfer to the other numer-
ous (on the order of a few thousand) channels of the 
DPF. As this is for obvious reasons impossible even 
with computing resources of the foreseeable future, 
the employed strategy is to use the most detailed 
models at each spatial scale in order to validate and 
extract parameters for simpler (lower-degrees-of-
freedom) models applicable to the next scale. These 
relatively simple lower-order models are then con-
nected with the hierarchically superior models in the 
next spatial scale, and the procedure is repeated over 
the entire DPF scale.
　At the wall-scale algorithmic as well as process-
based reconstruction techniques are employed to 
generate 3-D “digital materials” that are realistic rep-
resentations of DPF microstructures. This is especial-
ly important for the development of new filter materi-
als, the optimization of catalyst deposition inside the 
porous wall and for the design of gradient-functional 
filter microstructures where multiple functionalities 
in terms of particle separation and catalyst distribu-
tion (for combined gas and particle emission control) 
can be exploited. We refer to this approach as micro-
flow simulation. Examples of computer-reconstructed 
DPF porous media are given in Fig. 32 and encom-
pass all currently available filtration media: extruded 
ceramic filters (including reaction-formed media as 
cordierite and grain-sintered media as SiC), fibrous 
filters, foams and sintered metal powder/wire mesh. 
Using the reconstructed porous material and Lat-
tice Boltzmann-based methods (see e.g.88)), the flow 
field inside the filter porous wall can be obtained. 
The computation of soot deposition in the filter wall 
can then be carried out based on iterations between 
convective-dif fusion soot deposition and flow field 
updates (as the porous wall structure is being pro-
gressively blocked by the deposited soot)47, 52). An 
example of soot deposition in a granular-structured 
DPF “digital material” is shown in Fig. 33.
　In practice, the detailed microflow simulation is 
employed when one is interested in developing new 
filter wall structures that need to meet specific re-
quirements of flow resistance, filtration efficiency 
and catalyst coating accommodation. The models at 
this scale are therefore of the highest interest to the 
manufacturers of filter media. In this case, the major-
ity of the experimental development revolves around 
small-scale filter samples, frequently in disk form, 
that are quite convenient for use in laboratory-scale 
experiments35). Depending on the outcome of this de-

Fig. 31  Normalized soot mass load in the DPF vs. fuel injection dura-
tion.

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 5 10 15 20 25 30 35

Fuel injection duration (min)

N
or

m
al

iz
ed

 s
oo

t m
as

s 
lo

ad
 



KONA Powder and Particle Journal No.26 (2008)58

velopment, interesting filter structures can be scaled-
up into monolithic honeycomb samples. The use of a 
unit-cell structural description of the filter wall can be 
very advantageous at this stage, since with a minimal 
number of physically relevant parameters35, 42) and 
well-characterized experiments, a description of the 
filtration and pressure drop behavior of the DPF can 
be achieved in a very computationally efficient man-
ner. However, this information cannot be embedded 
directly into a filter channel simulation without sig-
nificant computational resources, since the number 
of state variables needed for this is an order of magni-
tude higher. The already presented two-layer model 
in this case offers a compact description that can be 
embedded into a channel-scale simulation.
　Channel-scale simulation is appropriate for the 
initial design and sizing of the DPF for an applica-
tion. In this case, 3-D CFD is typically employed 
to assess the applicability of the classic perimeter-
averaged approach89), e.g. for filter channels of other 
shapes44). Otherwise, the single-channel perimeter-
averaged formalism30, 44, 89) represents a fast and accu-
rate approach which can be employed in conjunction 
with well-defined experimental campaigns to obtain 

needed physicochemical parameters of the DPF in 
consideration. Single-channel simulation accounts 
for the majority of the simulation activities of the 
industry (DPF suppliers, catalyst coaters, emission 
control system integrators, engine manufacturers), 
and can provide useful estimates of axial soot loading 
distributions, pressure drop behavior and magnitude 
and location of temperature exotherms and thermal 
gradients during regeneration.
　After the initial design phase, a DPF becomes part 
of an exhaust emission control system where its be-
havior also depends on the other components of the 
system. DPF models coupled with simulations of oth-
er emission control devices are then the appropriate 
tools to employ for system optimization and control. 
An example of a coupled simulation of a diesel oxida-
tion catalyst (DOC) and a DPF in series is shown in 
Fig. 34. We observe how a hydrocarbon pulse injec-
tion upstream of the DOC raises the exhaust tem-
perature and causes regeneration of the DPF. Such 
simulation tools are very useful for the development 
and optimization of post-injection strategies for DPF 
regeneration.
　Important issues for the DPF performance at this 

Fig. 32 Computer reconstruction of various porous filters.
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level are the development of transversal soot loading 
non-uniformities, induced by inlet cone flow and tem-
perature maldistributions and/or by heat losses to 
the environment from the DPF external can surface. 
In addition, incomplete regenerations of the DPF 
need to be described. The continuum multichannel 

approach69, 70, 71) represents a computationally tracta-
ble and accurate tool to address the previously men-
tioned issues. The development of highly integrated 
simulators of multi-functional exhaust emission con-
trol systems requires the interfacing of multichannel 
models of DPFs as well as other honeycomb-type con-

Fig. 33  Visualisation of soot deposition at different surface mass loads in an extruded ceramic (granular) filter wall. (a) Development of soot deposits (black) 
and soot mass fraction in the wall (solid material is gray) to the onset of cake formation. Soot mass fraction scale is from 0 (violet) to the inflow value 
(red). In (b), the velocity on a section through the filter wall  is shown, with overlay of the soot deposit shapes.
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Fig. 34  Coupled DOC-DPF simulation. The 142mm×152 mm, 200 cpsi  SiC DPF regeneration is effected by hydrocarbon injec-
tion upstream of a 142mm×152 mm 400 cpsi  DOC over transient engine operation.
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verters to standard 3-D computational fluid dynam-
ics solvers. Recent advances in this area include the 
rigorous integration into the continuum multichannel 
framework of segmented filter designs, computation-
ally efficient discretizations of non-axisymmetric filter 
geometries (e.g. oval and trapezoidal shapes), and 
intelligent coupling to general-purpose CFD solvers 
to account for spatial distributions of inlet conditions 
brought about by specific upstream exhaust piping 
layouts as well as to temporal variations caused by 
engine operation. An example of a 3-D simulation of a 
DPF is shown in Fig. 35.
　While computing limitations still remain the bar-
rier for the routine employment of detailed simula-
tions of coupled emission control components over 
the entire exhaust system scale, we anticipate that in 
the near future such simulations will be widely em-
ployed by the industry, exploiting grid-computing en-
vironments. This means that from a research point of 
view, DPF simulation will focus on providing a deeper 
understanding and more detailed description of the 
coupled transport, structural and reaction phenom-
ena occurring at the wall and pore scales, to permit 
materialization of the vision for an a-priori design of 
advanced microstructures, hosting multifunctional 
catalysts for the highly compact and efficient emis-
sion control devices of the future.

6. Conclusions

　The diesel particulate filter (DPF) has evolved into 
the most complex emission control device, due to its 
multiscale and multitemporal operational nature in 
combination with the different functionalities (par-
ticle separation/gas and particle catalytic reactions) 
embedded in it. Despite the challenges offered by 
this state of affairs, it has been possible to develop a 
systematic understanding of the science and technol-
ogy of DPFs. Our starting point has been fundamen-
tal studies of diesel soot particle size, composition 
and morphology, and the mechanisms that determine 
the microstructural properties of soot deposits in 
DPFs. Filtration efficiency, pressure drop, ash accu-
mulation and soot reactivity (with emphasis on cat-
alyst-assisted soot oxidation) were then addressed, 
employing experimental methodologies ranging from 
small-scale filter set-ups to full-scale devices installed 
in the exhaust of diesel engines. The experimental 
methods are complemented by computational ap-
proaches that range from true-to-geometry represen-
tations of porous DPF microstructures up to entire 
emission control system simulations. Properly com-
bined, the current state of knowledge, experimental 
methods and simulation approaches provide a ratio-
nal and systematic route for enhancing the design 

Fig. 35 3-D -DPF simulation. Example of of temperature field evolution in a 11.25 in×12 in DPF during regeneration.
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and reliability of future diesel particulate emission 
control systems.
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Appendix

　With reference to Fig. 36, the DPF pressure drop is written as the sum of various components, each of which can be deter-
mined in closed form as shown below:
∆P = p7− p1 =(p7− p6)  

contraction
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p2
5 +

µṁRT
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∆P=∆Pcontraction+∆Pinlet channel+∆Psoot layer+∆Pf ilter wall+∆Poutlet channel+∆Pexpansion (A.9)
　The total pressure drop computation accounting for compressibility effects is performed easily in a spreadsheet by a back-
substitution scheme, employing Eqs. (A.1-A.9) in dreereverse order, i.e. starting the calculation from the downstream side, 
where the pressure p1 is known, and continuing upstream for the calculation of the remaining components. In the above equa-
tions, m

4

 the exhaust mass flow rate, while MW is the exhaust molecular weight. The effect of compressibility is illustrated in 
Fig. 36, where the pressure drop for a DPF, calculated with the incompressible and the compressible approach, is shown. 
　A deviation is observed at values of pressure drop which exceed 15 kPa with the incompressible model resulting in an over-
estimation of the pressure drop by about 7%. A maximum pressure drop of 12-14 kPa is usually prescribed by vehicle manufac-
turers when sizing a DPF for a series application, therefore in most practically relevant situations, the analytic incompressible 
model can be applied with very good accuracy. 
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1. Introduction

　Hydrocyclones are primarily used for the separa-
tion of particulate slurries as well as liquid-liquid 
systems. A wide variety of industries, including pet-
rochemical, mineral processing, and pharmaceutical, 
have recognized the advantages of hydrocyclones 
in separation. The effectiveness of the hydrocyclone 

in diverse applications signifies the economic and 
operational value as a separational unit. The foremost 
advantage is the versatility of the hydrocyclone in a 
variety of applications ─ concentrating, dewatering, 
and separation. The economic cost of a hydrocyclone 
is significantly less compared with other common 
unit of operations. Due to absence of moving parts, 
a hydrocyclone has an extended operational life and 
low maintenance costs versus other separation tech-
nologies. These characteristic traits allow continuous 
operation without severely affecting the performance 
of the process. A significant drawback to hydrocy-
clones is the amount of waste that is produced from 
the separation. Another disadvantage is the large 
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Abstract

　Over the last decade, the progress in numerical modelling of hydrocyclones has advanced at a rapid 
pace. A summary of the recent advancements is undertaken in the paper to summarize the major 
directions and developments in hydrocyclone modelling. The important aspects that contribute to the 
accurate simulation of general internal swirling flows and other characteristic features occurring 
in hydrocyclones modelling are covered. The relevant issues are: the formulation of the governing 
equations (classical versus stress divergence form), the imposition of boundary conditions especially 
regarding the open part of the outlet boundary conditions and the problem of proper representation of 
the computational domain. The complex flow pattern that occurs in hydrocyclones invalidates several 
assumptions in the standard turbulence models. Challenges still remain in predicting accurately the 
effects of turbulence anisotropy. A performance review of selected equations closures is presented with 
insight on their potential and limitations. The flow predictions obtained using the Reynolds Stress 
Model (RSM) and Large Eddy Simulation (LES) turbulence models are examined. The predictions 
of the free surface flow and air core dimensions have yet to be fully resolved. The same concerns the 
problem of simulating large number of particles. The recent important developments related to the 
solid/gas and sold/liquid interaction problems are presented together with intriguing challenges one 
need to overcome in order to numerically handle multi-component flows. The Lagrangian and multi-
continuum Eulerian techniques are considered. The attempt to systemize various approaches for 
multi-component flows according to their accurateness and relevance to the various flow regimes in 
hydrocyclones is undertaken. The issue of experimental validation is crucial to provide confidence 
in hydrocyclone flow-field models and the current state of experimental data is examined. Finally, 
suggestions for the future direction of hydrocyclone modelling are highlighted.

Keywords: hydrocyclone, computational fluid dynamics, numerical methods, swirling flow, multicomponent flow
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dependence of the separational ef ficiency on the 
mass flow rate, which is a difficult parameter to con-
trol. Although the affect can be reduced by certain 
measures, the efficiency of separation will vary with 
time in a process. Despite the disadvantages, hydro-
cyclones are still a widely used unit of separation.

　A hydrocyclne operates by tangentially inserting 
a feed that causes a high centrifugal force to occur. 
The slurry is injected into the hydrocyclone via one 
or several tangential inlets. The confinement of the 
feed in the conical/cylindrical section of a hydro-
cyclone produces a high swirl flow, which is the 
primary mechanism of separation for particles or 
droplets from liquid─solid or liquid-liquid mixtures. 
The combined axial and tangential components of ve-
locity field characterize a flow streamline that rotates 
around the central axis. Bank and Gauvin (1977) 
revealed that the radial velocity has a minor contribu-
tion in the separation of the particles. The wall cur-
vature directs the flow into a spiral path that travels 
downwards towards the apex, as shown in Fig.1. 
While the wall friction reduces the tangential velocity, 
the radial contraction in the conical section maintains 
the magnitude of the velocity. The centrifugal force 
acting on the particles is directly proportional to 
the mass of the particle. Larger particles tend to be 
driven towards the wall, while smaller particles tend 
to accumulate in the center. The heavy particles in 
the suspension travel towards the hydrocyclone wall 
and then down to the apex. In the conical contraction 

section, an axial reversal flow is formed and moves 
upwards carrying the smaller particles through the 
vortex finder. According to Rietema (1961), the total 
pressure drop across the hydrocyclone consists of 
the inlet velocity head, friction losses and the centrif-
ugal head. The pressure drop determines the maxi-
mum volumetric throughput that can be processed.

　Although hydrocyclones have been used in indus-
try since the 1950s, the details of the flow behavior 
are still not well understood. Modelling and experi-
mental investigation of the complexity and range of 
phenomena of fluid flow in a slurry separator has 
been attempted for many years and is presented in 
numerous scientific contributions. The nature of fluid 
flow and in particular the swirling flow characteristic 
has been studied experimentally by Fisher and Flack 
(2002), theoretically using computational methods by 
Nowakowski et al. (2004), or simplified analytical ap-
proaches with the most extensive presented by Bloor 
and Ingham (1987). All these strands of the research 
confirm that a vortex constituting a swirl flow is com-
posed of two separate vortices, a free and forced. A 
forced vortex resembles a solid body rotation. Near 
the wall, the swirling components become less domi-
nant and the device geometry exerts more influence. 
The relationship between the tangential velocity and 
the radius is inversely proportional in the free vortex 
and proportional in the forced vortex. Although this 
phenomenon seems to be obvious, it is intuitively 
understood and is observed in prevalent studies, 
there are some uncertainties related to how the swirl 
flow could be controlled. Detailed investigation of 
the velocity patterns in various flow regimes may 
provide a fruitful avenue for understanding a number 
of open issues regarding internal swirling flow and 
the implications on separational efficiency in a hydro-
cyclone. Detailed knowledge of the flow structure is 
required if one is to consider such issues as energy 
saving, cost or product quality. Several benefits could 
arise from this knowledge, for instance: areas of high 
erosion may be identified and potentially minimized 
or accounted for in design; design modifications for 
improved separation or reverse engineering of a hy-
drocyclone’s geometry could be obtained.

　Along the hydrocyclone axis, an area of low pres-
sure is created by high angular momentum. This 
may cause the formation of a rotating free liquid sur-
face at the centre. If the hydrocyclone is open to the 
atmosphere, air is inhaled through the outlet orifices 
and forms a central air core. If the air core exists, the 

Fig.1  Schematic diagram of a hydrocyclone explaining the principle of 
operation.
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pressure at the air-liquid interface is equivalent to 
atmospheric pressure if we neglect both the surface 
tension and viscous forces. Air core formation in a 
hydrocyclone is not currently known. The prevalent 
thought, however, is that the air enters from both 
outlets and eventually reaches a critical point, which 
combines the two air vortices, Cullivan et al. (2004). 
A majority of the current hydrocyclone modeling 
work has largely ignored the complex features of air-
core development, by making several simplified as-
sumptions.

　The operational states of hydrocyclones have been 
defined by the type of discharge at the hydrocyclone 
apex. The three different operational states can be 
distinguished, which are spray, roping, and transi-
tional discharge. Spray discharge is the occurrence 
of unobstructed flow through the apex and exits 
the apex in the form of an “umbrella” . The roping 
discharge states occurs when the apex has been 
impeded. The roping state reduces the separation 
efficiency by affecting the split ratio of the device. 
Neesse et al. (2004) show that the optimal hydrocy-
clone operation conditions occur in the transitional 
discharge state between roping and spray. Datta and 
Som (2000) present the effects of changing different 
operating parameters on the discharge angle.

　A popular method of hydrocyclone design consists 
of varying operational parameters, such as pres-
sure drop, cut size, and volumetric throughput to 
determine the effects of the changes. For example 
Kelsall (1952) developed a design process that uses 
an empirical model to produce a classification curve 
at different flow rates. Using the classification curve, 
the hydrocyclone’s geometrical parameters could be 
defined for different process streams. A classifica-
tion curve is normally used to determine the d50 pa-
rameter, which is the particle size that has an equal 
chance of exiting either the overflow or underflow.

　The emergence of high performance computing 
has allowed the numerical simulation of partial differ-
ential equations become a viable alternative to physi-
cal experiments and empirical methods. The problem 
associated with mathematical modelling of the flow 
patterns involves the solution of strongly coupled, 
non-linear partial differential equations of the conser-
vation of mass and momentum and lies well beyond 
any analytical approach. Additionally in the context 
of modelling a flow in hydrocyclones the challenges 
are related to the complex flow behaviour arising 

from the three-dimensional flow entry; multi-phase 
interactions; and the mechanisms governing the for-
mation of an air-core (when the hydrocyclone is open 
to the atmosphere). Consequently, computational 
studies have been in general, limited to low particle-
concentration flows and to simplified geometries of 
the hydrocyclone entry region.

　Even with current limitations, computational 
methods of design have significant advantages over 
the empirical data, such as for example freedom to 
change the geometry quickly for verification of pos-
sible changes in separational efficiency.

　The paper reviews the existing theoretical models 
and addresses how the computational algorithms 
could be extended to include complex interactions 
between continuous and dispersed phases. Specifi-
cally, the paper considers methodologies for velocity 
field prediction and modeling of the particle distri-
bution. A strategy for future developments in these 
areas is outlined. The paper also briefly discusses es-
sential measurement techniques for the validation of 
hydrocyclone flow field.

2.  The Formulation of the Governing Equations 
and the Velocity Field Prediction

　Nowakowski et al. (2004) provided a compilation 
of many of the major contributions to the study of 
hydrocyclone fluid dynamics between the years: 
1982-2003. The application of full three-dimensional 
modelling to the hydrocyclone has been attempted 
only during the last decade with early attempts being 
made by Concha et al. (1998). Authors such as He et 
al. (1999) demonstrated that full three-dimensional 
modelling is essential in order to accurately model 
the hydrocyclone flow field, as a result of its inherent 
axial asymmetry. The present authors have endeav-
oured to compute hydrocyclone performance using 
their own finite element code and the commercial 
computational fluid dynamics package Fluent. Some 
aspects of the numerical algorithm development have 
previously been described in detail in Nowakowski 
and Dyakowski (2003). The present review is focused 
on fully three-dimensional approach and introduces 
a summary of numerical studies from the year 2000 
onwards.

　The objective is to compute the flow problem in a 
hydrocyclone modelled by the Navier-Stokes equa-
tions in three-dimensional domain Ω with boundary 
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∂Ω = ΓDw+ΓDe+ ΓN. The ΓDw stands for solid walls 
and ΓDe for inlet boundary, while ΓN indicates the 
outflow parts of boundary. The underlying equations 
written in primitive variables and stress-divergence 
form are:

 (1)

 (2)

where constitutive relations for incompressible fluids 
are given by

 (3)

The standard notation for velocity u and pressure p is 
used and ρ is constant density; µ dynamic viscosity; 
τ is the total stress and I is the identity tensor. The 
initial velocity field is assumed to satisfy incompress-
ibility constraint (2). The advantage of stress-diver-
gence form is that it can readily treat problems with 
fluid constitutive equations in a more general way 
than the classical form where the stress tensor is de-
composed. Therefore, the extensions of the applica-
tion of numerical techniques to Non-Newtonian fluid 
can be considered. Secondly the stress-divergence 
form leads to the physical Neumann boundary condi-
tions that represent force f

 (4)

and Dirichlet boundary condition for velocity field u 
at the inlet and solid walls

 (5)

where n is unit outer vector normal to ∂Ω, f̂  is ap-
plied vector valued force on the boundary, while û  is 
specified velocity profile at the inlet.
　The velocity ub must satisfy the global condition. 

 (6)

that follows from integrating the continuity equa-
tion (2) over the domain Ω and using the divergence 
theorem. A serious difficulty encountered is the de-
termination of the pressure field and the fulfilment of 
the incompressibility constraint. While the continu-
ity equation represents a constraint for the velocity 
field, the pressure variable, which appears in the 
momentum equation through the term ∇p, provides 
a degree of freedom necessary to satisfy such a con-
straint. It is important to note that no boundary con-
dition is prescribed for the pressure. On inflow and 

outflow boundaries, the pressure can only be supple-
mented as a part of the Neumann type of boundary 
condition.
　The specific form of the governing equations 
depends on the choice of dependent variables. The 
primitive variable formulation (the equations writ-
ten in terms of u and p) has been preferred by the 
authors and other hydrocyclone investigators. The 
primitive variable formulation expressed in the 
“stress-divergence” form (Gresho, 1991) is common-
ly used in the finite element numerical framework. 
A numerical solution of the equations of motion in a 
hydrocyclone has also been obtained using a stream-
function-vorticity formulation by Ovalle et al. (2005).

　The numerical treatment of even the simplest tur-
bulent flows generates enormous difficulties. Primar-
ily, this is due to the complicated hydrocyclone ge-
ometry generating swirling flow and the fact that the 
non-linearity in the Navier-Stokes equations, gives 
rise to a very broad range of spatial and temporal tur-
bulent scales.

　The Reynolds Averaged Navier-Stokes equations 
(RANS) modelling approach enables the approxima-
tion of the turbulence effects on the mean flow. The 
Reynolds equations have the same form as the instan-
taneous equation 1, with the exception of the second-
moment or correlation tensor, R = < u  ⊗ u  >.

 
(7)

　The equations were solved using a finite element 
code introduced by Nowakowski and Dyakowski 
(2003) for laminar and turbulent regime. In order to 
clarify the three-dimensional structure of the flow 
and show its swirling features the particle trajecto-
ries were plotted in Fig.2. The simulation results 
demonstrated that the short-circuit flow moves from 
the feed inlet and along the outer wall of the vortex 
finder tube until joining the rest of fluid in the over-
flow. The results also revealed the development of 
the double helical flows, the inner-upward and outer-
downward helical flows (Fig.2), and the change of 
the processing vortex core as it moves about the 
hydrocyclone axis as well as the characteristic pat-
tern of the developing flow at the underflow and 
overflow outlets. The numerical simulations were 
able to reproduce the swirling character of the flow in 
both vertical and horizontal directions and confirmed 
the existence of asymmetry as observed in labora-
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tory experiments. At the outlets, the mathematical 
description of the problem (stress-divergence form) 
enabled imposition of natural boundary conditions in 
terms of forces, provided that the necessary data can 
be determined experimentally. In the simulations per-
formed, zero stress boundary conditions were pre-
scribed at the hydrocyclone outlets. This boundary 
choice is neutral in character, does not restrict the 
profile of velocity field, and is dictated by the need to 
truncate computational domain. Such an imposition 
of boundary conditions avoids any a priori assump-
tions concerning the velocity field at the outlets and 
most importantly, does not define the mass split-ratio. 
The postulated descriptions of outflow boundary 
conditions enable simulation of a characteristic spray 
profile velocity field at the spigot. Doby et al. (2005) 
investigated the interaction between the swirling flow 
and velocity profile at the outlet. The studies were 
carried out for fluids with different properties and it 
was shown that with the proper imposition of bound-
ary conditions the flow develops naturally.

　Owing to the complex hydrocyclone geometry an 
unstructured mesh generation technique has been 
used by a majority of researches studying the nu-
merical flow in hydrocyclones. The key advantage of 
the unstructured grid methodology is the ability to 
handle not only the hydrocyclones of the same class 
but also with different geometry configuration.

3. Turbulence Modelling

　All models, discussed below, are based on the 

time-averaged equations and the turbulence effects 
are incorporated through the Reynolds stress tensor. 
To obtain a quantitative solution several assumptions 
concerning the physics of the turbulent flow have to 
be made.

　In RANS, the right choice of turbulence closure 
that addresses the unknown correlation terms of the 
velocity fluctuations (Reynolds stresses) is vital for 
correct separation prediction. The highly rotational 
fluid flow in the hydrocyclone makes other wise 
successful RANS turbulence models fail to produce 
practically reasonable results. It is well known, for 
example, that for swirl flows the k-ε model (Harlow 
and Nakayama, 1968) predicts a too rapid decay 
of the swirl because it assumes isotropic viscosity, 
when in fact Reynolds stresses in hydrocyclone are 
highly anisotropic (Petty and Parks, 2001). The k-ε 
turbulence model is a two-equation model in which 
transport equations are solved for the turbulent ki-
netic energy, k, and its dissipation rate, ε. There are 
many forms of the k-ε model, which have been used 
for several decades, and is currently the most widely 
utilized model for industrial applications. The k-ε 
model provides accurate solutions for fully turbulent 
flows. Although Dai et al., (1999) modified the k-ε 
model to calculate the anisotropic character of turbu-
lence flow within a hydrocyclone by developing the 
model constants Cε1 , Cε2 and Cµ.. These constants 
in the standard k-ε model were determined from 
experimental measuremrnts in a wind tunnel with al-
most uniform velocity fields. It is apparent that these 
constants, determined in this way, are not applicable 
to hydrocyclone flow field.

　Many research groups used the computational 
fluid dynamics package Fluent, with its finite volume 
platform, to investigate the capability of dif ferent 
turbulence models for hydrocyclone simulation. 
Cullivan et al. (2003) highlighted that modelling of 
hydrocyclone flow-field requires comprehensive 
modelling of turbulence to account for significant an-
isotropy and turbulence generation mechanisms. The 
Fluent full differential stress model (DSM) with high-
order treatment of the pressure-strain term has been 
shown to be a good compromise between accuracy 
and computational cost. The DSM does not represent 
an entirely accurate description of the turbulence, in 
particular sub-grid scale modeling and equilibrium 
turbulence is assumed. The equilibrium assump-
tion presumes that the rate of transfer of turbulence 
energy down through the energy containing length-

Fig.2  Simulation results obtained from the developed finite element soft-
ware. Trajectories of mass less particles released from the hydro-
cyclone inlet (Nowakowski and Dyakowski, 2003).
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scales is constant, which is not expected to hold for 
the rapidly developing and short residence time hy-
drocyclone flow-field. Even so, the DSM turbulence 
model offers practicality in terms of computational 
resource. 

　Earlier turbulence models were purely dissipative 
and did not account for Reynolds-stress relaxation ef-
fects. In present practice of modelling turbulence in 
hydrocyclones Reynolds stresses are calculated from 
a set of partial differential equations. Each Reynolds 
stress component can be viewed as a ‘property’ of 
fluid. Its progress is determined by its rate of produc-
tion, destruction, diffusive spread and redistribution 
between components. The redistribution mechanism 
is governed by the “pressure–strain” tensor which 
is zero for an isotropic turbulence. The RSM model 
consists of a set of six partial differential equations 
for each component and one partial differential equa-
tion for the dissipation rate (Appendix A). Reynolds 
Stress Model (RSM) has been applied as turbulence 
closure in the study presented by Kraipech-Ev-
ans et al. (2008). The simulations using RSM model 
and supporting validation studies in the context of 
hydrocyclones were also presented in recent papers 
of Bhaskar et al. (2007) and Wang and Yu (2006). 
The RSM model was found to predict well anisotropic 
turbulence. The RSM provides information about all 
the stress components and contains exact terms for 
swirling effects in the stress transport equations. 

　The Algebraic Stress Model (ASM) model was 
developed to account for anisotropy without solving 
for Reynolds stress transport equations. The ASM is 
based on the assumption that the convective and dif-
fusive transport terms are removed or modelled, thus 
reducing the equations of Reynolds stress transport 
to algebraic equations. Chu and Chen (1999) intro-
duced the algebraic stress turbulence model in simu-
lation of a hydrocyclone flow, which is computation-
ally less expensive than the Reynolds stress model, 
but still possesses a few of the RSM characteristics.

　Alternatives such as large-eddy simulation (LES) 
and proper-orthogonal decomposition are still subject 
to active research and these require considerable ad-
ditional computational cost. Slack et al. (2000) have 
demonstrated the DSM to perform remarkably well 
in comparison to LES without such prohibitively high 
computational costs. 

　The direct numerical simulation (DNS) and large 

eddy simulation (LES) are becoming more important 
and viable options for the solution of transitional and 
turbulent flows governed by the system of equations 
(1) and (7). The number of grid points required for 
a DNS is determined by the ratio of the respective 
length scales of the energy carrying dissipative ed-
dies. This ratio is a very rapidly growing function of 
the Reynolds number and consequently the applica-
tion of direct simulation is at present limited to flows 
at moderate Reynolds numbers and rather simple ge-
ometries. In the LES simulation approach, the severe 
Reynolds number restrictions are bypassed by di-
rectly simulating the large scales only and modelling 
the effects of missng small scales by using a subgrid 
model. Unlike the Reynolds averaged Navier-Stokes 
equations approach (RANS), large-eddy simulations 
retain the full three-dimensionality and time depen-
dence of the fluctuating turbulent field. As a result 
of recent progress the LES technique has been used 
for cyclone (Slack et al., 2000) or hydrocyclone (Del-
gadillo and Rajamani, 2005) simulation. It seems that 
the computationally more expensive LES provides the 
best solution for capture of time dependent vortex os-
cillations and non-equilibrium turbulence, which will 
potentially impact the separation efficiency. Challeng-
ing tasks associated with LES are the implementation 
of a sub-grid scale model accounting for the effects of 
particles and the correlation of different time scales 
related to collisions and aggregation of particles.

　Although many of simpler turbulence models are 
often incapable of handling the strong vortical fea-
tures that are present in hydrocyclones, the emphasis 
on simplicity, computational speed and robustness in 
an industrial context does not always allow the adop-
tion of more advanced models. Using the averaged 
Navier-Stokes equations for modelling requires em-
pirical or semiempirical information on the structure 
of the turbulence and the relationship to the mean 
flow. The information needed for the modelling is not 
easily obtained in hydrocyclones.

4. Air-core Modelling

　The air core is an interesting and not well-under-
stood phenomenon that occurs in hydrocyclones 
and drastically influences the efficiency of separa-
tion. Predictions of the air-core diameter have been 
provided through: application of Bernoulli’s equation 
applied with a minimisation procedure (Davidson, 
1988); through the use of an effective air-core inter-
face viscosity (Dyakowski and Williams, 1995); as 
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well as through application of Young-Laplace’s rela-
tion (Concha et al., 1998). The later two approaches 
offer the potential to account for asymmetric air-core 
geometry. Dyakowski and Williams (1993) showed 
that the air core is not stationary, but has an oscilla-
tory nature. The oscillations could be caused either 
by fluctuations in the feed or induced inertial waves 
(Ovalle and Concha, 2005). Delgadillo and Rajamani 
(2005) investigated the dynamics of the air core using 
a LES turbulence model. Doby et al. (2008) numeri-
cally examined different flows at varying viscosities 
and revealed that low viscosity feeds tend to develop 
a larger low-pressure area in the center region of the 
hydrocyclone than feeds at high viscosity (Fig.3). As 
shown in Fig.3, air from the atmosphere pushes the 
fluid due to the low pressure formation in the center 
area and upper section in the vicinity of the vortex 
finder. The total area of the low pressure reduces 
with increasing viscosity. Based on the contours of 
the apex and upper section, the air core formation 
appears to begin in both the upper and at the apex. 
The air core starts from each of the outlets and com-
bines together in the central part of the cyclone. The 
numerical and experimentally observed trends for 
hydrocyclones operating with an air core and with an 
inserted metal-rod were comparatively discussed in 
Kraipech et al. (2008) (Fig.4). The air-core charac-
teristics obtained in this work are similar to the ex-
perimental observation as can be seen in Fig.4. The 

air core was found to be unstable and its size, shape 
and position are unfixed because of the instability of 
the gas–liquid interface.

　Calculation of the position of the air-core can be 
done using the interface-tracking algorithm, which is 
based on the volume of fluid method (VOF) of Hirt 
and Nichols (1981). The equation of motion (1) and 
(2) are solved for the mixture to obtain the velocity 
field which is shared between the two phases. The 
volume fraction averaged density ρ is given by

 (8)

The fraction of fluid in each cell is defined as αk, 
which varies between 0 and 1. An additional transport 
equation for the volume fraction has to be solved in 
order to track the air-core. It has the following form:

 (9)

　Delgadillo and Rajamani (2005) used the inter-
face tracking algorithm based on the volume of fluid 
method (VOF) for calculating the position of the 
air-core. It was found however that the RSM model 
predicts an air-core, which is irregular and does not 
agree with experiment. Alternatively, if VOF or other 
multi-continuum approaches are not used in numeri-
cal simulations, where the air core is considered, the 

ρ =


k

αkρkρ =


k

αkρk

∂α

∂t
+ uj

∂α

∂xi
= 0

∂α

∂t
+ uj

∂α

∂xi
= 0

Fig.3  The effect of viscosity on the formation of the air core (Doby et 
al., 2008).

Fig.4  The obtained pressure (Pascal) of fluid projected on a vertical 
plane of the hydrocyclone: a) operating with an air core, b) experi-
mental observation (Kraipech et al., 2008).
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interfacial boundary conditions are required. Natural 
boundary conditions, as postulated by Nowakowski 
and Dyakowski (2003), relating forces could be ad-
vantageous for such simulations.

　The other approach that could be proposed to 
tackle air-core is the capture of the liquid-gas inter-
face by means of the level set method of Osher and 
Sethian (1988). This is relatively simple and versatile 
approach for computing and analyzing the motion of 
an interface in three dimensions. Caiden et al. (2001) 
further developed this approach for the two-phase 
flow regime addressing the boundary conditions and 
coupling at the compressible/incompressible inter-
face.
　The accurate modelling of the air core still remains 
a challenging task and it is expected that various new 
approaches will be adapted to hydrocylone simulation 
as a result of the recent progress in the development of 
numerical methods for tackling free surface flows. The 
important issue is to address an air-core creation phe-
nomenon as a strongly coupled problem to the slurry 
concentration and swirling flow pattern, which governs 
the flow split between the outlets.

5.  Numerical Approach to Multi-component 
Flows

　In modelling the hydrocyclone performance, the 
influence of the particles on the flow is significant, 
particularly in the dense slurry flow, when the ex-
change of momentum from the particle─fluid, par-
ticle–particle and particle─wall interactions af fect 
the velocity of the fluid. This may cause inefficiency 
in separation performance. The frequently reported 
but anomalous ‘fish-hook’ effect, which results in an 
excess of fines reporting to the underflow, has not 
been categorically explained. The presence of the 
vortex-ring behind particles seems to be worthy of 
consideration in terms of hydrocyclone performance. 
It may be responsible an additional mechanism for 
finer particles reporting to the underflow in the wake 
behind the larger particles. Such a mechanism may 
explain the shape of the selectivity curve, and the fact 
that the bypass value is higher than the water recov-
ery to the underflow. This selectivity curve does not 
have a sigmoidal shape, but exhibits a dip in regions 
of finer particle size. This dip is known as the fish─
hook effect.

　Kraipech et al. (2005) studied three important 
par ticle interactions, which are the liquid-solid 

(drag) interaction, particle-particle lubrication, and 
particle-particle collisions interactions. The study 
of the importance of these particle interactions was 
conducted by applying the time scale analysis. This 
method is based on the force balance equation and 
can determine the predominant interaction of the 
flow within a hydrocyclone. The result shows that the 
particle-particle interactions due to the lubrication 
and collision mechanisms only play an important role 
in the area near the hydrocyclone wall, and near the 
air core. The majority of the hydrocyclone’s area is 
dominated by the particle-fluid interaction. Therefore 
such a estimation can only be used to obtain a rough 
information of the predominant particle interaction 
and the concentration map. The idea behind this 
study is to reduce the complexity of modelling the 
particle motion in a hydrocyclone, since the particle-
particle interaction can be ignored in most areas of a 
hydrocyclone.

　Solid-liquid interaction problems are still difficult 
to solve with existing computational methods. The 
most popular numerical techniques for simulation of 
fluid-solid two-phase flows can be classified into sev-
eral different categories.

5.1. A multi-continuum model
　The most natural approach is to use a continuum 
theory that treats the solid and the fluid as interpen-
etrating continua, each governed by conservation 
laws, either postulated or derived by averaging. The 
work of Drew and Passman (1999) focuses on the 
fundamental aspects of such systems of equations. 
This Eulerian-Eulerian approach results in field equa-
tions for the flow properties for all phases in the 
system, but leads to unknown terms representing the 
interactions between the phases. These terms must 
be modelled to close the description of the system 
(constitutive relationships). The nature of the de-
tailed interactions between the solids and the fluid is 
not the consequence of mixture theories alone and 
hence the derivation of such constitutive equations is 
an active research area (see Marchioro et al., 2001). 
Experimental data, recently published in the litera-
ture, showed that during the sedimentation process 
smaller particles move at almost identical velocities to 
the larger particles, from which it can be concluded 
that the smaller particles appear to be influenced by 
larger particles wake. Such observations are crucial 
for construction of the set of constitutive equations 
required for the multi-continuum model. Thus, many 
ad hoc approaches, based on phenomenological con-
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siderations and physical intuition, have been applied 
but with only limited success. The Eulerian-Eulerian 
approach has been used in practical engineering 
multiphase flow simulations. The two-dimensional 
multi-continuum approach of Pericleous and Rhodes 
(1986; 1987) was well advanced for its time and rep-
resents to some degree the direction that modern 
day multiphase hydrocyclone modelling could take. 
However, modelling a distribution of types and sizes 
of particles complicates the continuum formulation 
because separate continuity and momentum equa-
tions have to be solved for each particle size and type. 
Nowakowski et al (2000) introduces the concepts and 
principles of multi-continuum framework for studying 
of the hydrodynamics of the flow in a hydrocyclone. 
In this model the carrying liquid is described as one 
continuum, and each particle fraction, with its char-
acteristic size is described as a separate continuum. 
Particle-particle and particle-liquid interactions de-
rived from a lubrication theory and a collision theory 
are described.

5.2. Particle tracking technique
　A second approach to multiphase flow simulations 
is the Eulerian-Lagrangian model for fluid-solid simu-
lation (see e.g. Patankar et al., 2001). The approach 
provides a direct description of the particulate flow 
by tracking the motion of individual particles. New-
ton’s second law, with empirical or semi-empirical 
forms for the hydrodynamic forces, governs particle 
motion. The particles do not perturb the flow field 
(unless computationally expensive coupling is under-
taken) and the fluid satisfies the continuum equations 
that are solved on a fixed field in the usual Eulerian 
way. In hydrocyclones (see e.g. Ma et al., 2000) this 
one-way coupling between the phases has been em-
ployed mainly for dilute systems with a maximum sol-
ids volume fraction of 5%. For such cases the volume 
occupied by the particles in a computational cell may 
be neglected. However, the accumulation of solid 
particles in regions of high fluid strain rate and low 
vorticity can result in high values of the local particle 
concentration, indicating the presence of a signifi-
cant (local) coupling of the two phases. When solids 
concentration exceeds 5% by volume, the presence of 
particles changes the viscosity stresses and results 
in the generation of extra inertial stresses. The lat-
ter, known as the Bagnold dispersive stresses, result 
from particle-particle collisions, which are important 
when particle concentration exceeds 10% by volume. 
In case of shearing particles of mixed size, the larger 
particles drift towards the zone of least shear strain, 

e.g. towards the hydrocyclone axis, and the smaller 
particles towards that of greater shear strain, e.g. to 
the wall. Consideration of the Bagnold stresses might 
prove useful for explaining the ‘fish-hook’ effect (see 
e.g. Kraipech et al. 2002).

　The equation of motion of a spherical particle in a 
fluid neglecting the interactions with other particles 
can be written as:

 (10)

 (11)

where x p  is the particle position, mp  is the mass 
and ρp  is the density of the particle, up  the instanta-
neous velocity of the particle and g the body accelera-
tion. The term F p  on the right hand side of the equa-
tion represent the force caused by par ticle-fluid 
interaction. In the most general case it could consti-
tute of the following contributors modelled using em-
pirical formulas (see e.g. Kraipech et al., 2005):

 (12)

The term FD  is the Stokes drag law that was de-
rived with the assumption of uniform velocity and 
pressure field

 (13)

The drag coefficient CD  depends on variety parame-
ters such as the particle size and shape, local Reyn-
olds number, and local fluid density. It is assumed 
that particle density is sufficiently low that the collec-
tive effects on particle drag are unimportant, and the 
common assumption is made that the particles are 
spherical. Therefore these assumptions do not allow 
simulation of dragging mechanism of fine particles 
by large particles. Such an important mechanism 
may explain the shape of the selectivity curve in hy-
drocyclones, and the fact that the bypass value is 
higher than the water recovery to the underflow. The 
selectivity curve does not have a sigmoidal shape, 
but exhibits a dip in regions of finer particle size. The 
force FAM  is due to the apparent mass, which is the 
force to accelerate the apparent mass of the particle 
relative to the fluid.
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 (14)

The force FBF  is due to the temporal delay in the 
boundary layer around the particle as the relative ve-
locity changes with time. This force represents vis-
cous effects due to the acceleration of the relative ve-
locity.

 (15)

The FLS  is the Saffman lift force produced by the 
pressure distribution developed on the particle due 
to the rotation induced by a fluid velocity gradient ( γ̇  
is the rate of fluid deformation).

 (16)

The Magnus lift force FLM  is due to the rotation of 
the particle. This force is caused by a pressure differ-
ence between both sides of the particle resulting 
from the velocity difference due to the rotation.

 (17)

The force FPG  is due to the pressure gradient in the 
fluid surrounding the particle.

 (18)

　The dense flow is characterized by high collision 
frequencies between particles, and hence their mo-
tion is dominantly influenced by particle-particle col-
lisions. Interactions between the fluid and particles 
are of minor importance (Sommerfeld, 2001).

5.3. Other approaches
　The third approach for simulating the motion of 
both the fluid and the solid particles is termed direct 
numerical simulation (DNS). To extract informa-
tion implicit in the equations of motion for solid-
liquid flows, it is necessary to numerically solve the 
coupled system of differential equations consisting 
of the equations of fluid motion, and the equations of 
rigid-body motion (governing the particle motions), 
together with suitable initial and boundary condi-
tions. These equations are coupled through the no-
slip boundary condition on the particle surfaces and 
through the hydrodynamic forces and torques exert-
ed by the fluid on particles (see e.g. Glowinski et al., 
2001). Two classes of methods have been developed 
in DNS simulations: Arbitrary Lagrange-Euler (ALE) 
methods on body fitted moving unstructured grids 

and Fictitious Domain Methods, which allow the flow 
calculation on a fixed grid. The first approach (Hu et 
al., 2001) is enormously computationally expensive 
and at present it is not feasible to model 3D particu-
late flows with large number of particles of different 
sizes, shapes and densities. Computing acceleration 
based on Newton’s second law with forces given by 
the local fluid forces on the particle would require a 
very fine, moving and deforming mesh for each parti-
cle. This is the obvious disadvantage of the approach, 
which on the other hand may be the only theoretical 
tool capable of studying the nonlinear and geometri-
cally complicated phenomena of particle-particle 
and particle-wall interactions. Glowinski et al. (2001) 
developed the fictitious domain approach called the 
Distributed-Lagrange-Multiplier (DLM) method. The 
key idea is that fluid fills the whole computational do-
main inside as well as outside the particles boundar-
ies, which eliminates the need for repeated remesh-
ing. The Lagrange multiplier (physically a pseudo 
body force) is introduced to enforce the interior (ficti-
tious) fluids to satisfy the constraint of rigid body mo-
tion, much like the pressure in incompressible fluid 
flow whose gradient is the force required to maintain 
the constraint of incompressibility. The method was 
used to investigate the sedimentation of 6400 disks 
settling down in a rectangular cavity and the fluidiza-
tion of 1204 nylon spheres in a slit bed (Pan et al., 
2002).

　Other recent computational approaches to solid-
liquid flows, inspired by molecular dynamics, are 
cellular automata and the Lattice Boltzmann Method 
(LBM). Originating from discrete kinetic theory, 
the latter approach has shown considerable promise 
and is being pursued by a number of investigators. 
Fully resolved simulations of colliding spheres were 
presented by Ten Cate et al. (2004) with a lubrication 
force used to account for subgrid hydrodynamic in-
teraction between approaching particles. An interest-
ing combination of the LBM and immersed boundary 
approaches is presented in Feng and Michealides 
(2005). There are still challenges to overcome in 
order to demonstrate the LBE schemes as a competi-
tive methodology, compared to the direct solution of 
the conservation equations of continuum mechanics. 
These, apart from a limitation on admissible time and 
length scales, include a consistent modelling of ener-
gy transport and elimination of excessive numerical 
discretization errors (Nourgaliev et al., 2003). The in-
teresting results produced by the LBM methods are 
not yet sufficiently practicable, for implementation 
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for industrial scale hydrocyclones.

　Experimental studies recently published on the 
influence of the fluid on the solid-solid collisions, 
investigated the mechanism of the rebound of a par-
ticle colliding with a fully immersed wall in a viscous 
fluid. This has been analysed using a high-speed 
video camera by Gondret et al. (2002) and Joseph 
and Hunt (2004). As a result the parameter such as 
a minimum particle Stokes number, below that no 
rebound occurs, normal and tangential coefficients of 
restitutions have been defined. This knowledge could 
prove to be useful for numerical simulations since it 
accounts for the combined effects of the interstitial 
fluid and the inelasticity of contact. Currently, several 
simulation methods do not allow for particle-wall col-
lisions, because contact would break the lattice mod-
elling of the fluid. 

　Although many theoretical and computational stud-
ies have helped to increase our physical understand-
ing of solid-liquid flows, accurate and reliable predic-
tions of such flows are still limited. The race to create 
state of the art numerical technique for solid-liquid 
flows has just acquired “momentum” and will have 
no shortage of intellectual stimulus due to the wide 
range of applications. The commercial CFD codes 
have reached a reasonable level of maturity and are 
accepted as an analysis tool for one-phase simula-
tions. Despite the enormous advances in the develop-
ment of numerical techniques a similar potential for 
solid-liquid flows, and multiphase flows generally, has 
yet to be fully exploited. 

6. Experimental Validation

　The confidence in hydrocyclone flow-field predic-
tions can only be obtained by experimental valida-
tion. The validation study should concern the internal 
flow field. Doby et al. (2007) investigated the swirl 
flow mechanism in a cylindrical container. They con-
structed apparatus to enable the lids of a cylinder to 
be rotated. Due to shear forces, the rotation of the 
lid induces a flow field on the fluid. The test environ-
ment both numerical and experimental was created 
to conduct a flow pattern analysis. The study allowed 
validation of the numerical results and verification 
of experimental LDA technique before replacing the 
cylindrical container with specially constructed hy-
drocyclone. The container geometry was used as a 
benchmark to identify errors in measurements and 
data analysis. This simple swirl flow generator led 

to good predictions of a complicated flow. The study 
provided confidence in using the established tools for 
examining the flow field in hydrocyclones. The setup 
enabled incremental changes in the vortex structure 
to be studied and helped understanding when the 
fluid develops into unsteady 3D flow. Such an experi-
mental setup could be used to study the performance 
of second-order closures in order to establish their 
potential and limitations in the context of swirling 
flows and possibly to contribute to numerical model 
improvement.

　Laser doppler velocimetry (LDV) technique has 
been widely used to measure the velocity patterns in 
a hydrocyclone. Chine and Concha (2000) used LDV 
techniques to measure the velocity profile in conical 
and cylindrical hydrocyclones. The majority of work 
has been done to measure the 2D flow. Fisher and 
Flack (2002) have provided an extensive amount of 
3D LDA measurements, which could be used for nu-
merical validation of velocity pattern. 

　Equally important is validation of the hydrocy-
clone separation performance. The discussion of low-
solid flow and high-solid flow field measurements 
techniques is presented in Nowakowski et al. (2004). 
The high-solids flow measurement precludes non-
intrusive application of laser methods due to light 
extinction. There exist a wide range of applicable 
techniques, such as electrical impedance tomogra-
phy, X-ray, Positron-emission, radioactive particle-
tracking, ultrasound and nuclear magnetic resonance 
to mention a few. In case of electrical impedence 
tomography knowledge of the inter-relation between 
the conductivity and concentration fields permits 
reconstruction of the solids concentration. The chal-
lenge however is to form constitutive relations be-
tween the particle concentration and size distribution 
and the bulk conductivity. For example, during the 
hydrocyclone start-up phase or when operating with 
air-core instability, temporal conductivity changes are 
induced by air-core motion.

7. Conclusions

　Advanced computational and experimental tech-
niques are still needed to obtain a more in depth 
understanding of the complex physical phenomena 
affecting hydrocyclone performance. The knowledge 
of the different phenomena, such as particle–particle, 
particle–fluid, and particle–wall interactions would 
open the way to describe the particle effects on the 
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suppression or generation of turbulence and on non-
Newtonian slurry flows.

　The appropriate use of turbulence models in 
numerical simulations is necessary for a correct 
prediction of both the fluid flow field, and the separa-
tion performance in a hydrocyclone. This becomes 
particularly important due to the existence of highly 
rotational fluid flow of the anisotropic nature with the 
turbulence not fully developed. Such a situation often 
makes some of the otherwise very successful turbu-
lence models fail to produce a practical result for the 
fluid flow in hydrocyclones. Nevertheless the stan-
dard computational methods used for hydrocyclone 
design have significant advantages over the empirical 
approaches, such as the possibility of changing the 
geometry quickly to evaluate possible changes in 
the separation efficiency. Numerical methods should 
not be used without experimental verification and 
the understanding of their limitations. Future work 
should investigate an appropriate method to model 
turbulent flow within a hydrocyclone. Large Eddy 
Simulation (LES) is suggested technique that could 
be used as this approach solves for the largest scale 
motions of the flow while approximating or modelling 
only the small scale motions. It can be considered 
as a compromise between the Reynolds-Averaged 
Navier-Stokes equations (RANS) approach and the 
Direct Numerical Simulation (DNS) approach. LES 
approach, although still very costly computationally, 
is becoming more viable option for the solution of 
transitional and turbulent flow. 

　Apart from a fully 3D flow, the complex flow be-
haviour in a hydrocyclone arises from multiphase in-
teractions and the mechanisms governing the forma-
tion of an air core. Further investigation on advance 
modelling, which allows simulation of an air core 
and multi-phase flow, will be required. For modelling 
multi-phase flow, an application of a multi-continuum 
model is particularly attractive because complex in-
teractions between phases can be implemented. The 
complementary time scale analysis can provide a 
quantitative discussion concerning the importance of 
various types of forces affecting the particle motion. 
The accuracy of the prediction of the particle flow 
could be improved by taking into account the time 
dependency of fluid flow. 

　During the last decade, many papers related to the 
numerical simulation of a hydrocyclone flow were 
published. As a result, a framework for a 3D flow 

simulation of complex flow within a hydrocyclone has 
been laid out, which hopefully will allow the compu-
tational techniques to be improved as more research 
is performed and computing power increases. The 
primary purpose of the future research should be 
focused on providing a numerical approach for simu-
lation of the flow in hydrocyclones, which should be 
flexible enough to be used for multi-objective design 
purposes. To develop automatic design methods, the 
numerical simulations need to be combined with au-
tomatic search and optimisation procedures (Nowa-
kowski et al., 2004; Slack, et al., 2004).

Appendix A

　The Reynolds Stress Model (RSM) is a second-or-
der closure model. The model represents the solution 
of the transport equations of the six Reynolds stress 
components together with the equations for the three 
mean velocities and the dissipation equation for the 
dissipation rate, ε, of the turbulent kinetic energy. 
The variables ρ, p and µ below represent density, 
pressure and molecular viscosity respectively. The 
velocity ui is decomposed into its mean and fluctuat-
ing components: 

The Reynolds stress term −ρ uiuj  includes the tur-
bulence closure, which is modelled in order to close 
momentum and continuity equations. Reynolds 
stresses are modelled by the following equation:

 (A1)

The right hand side terms are:
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　The Pij  term represents the stress production, 
DT,ij  is the turbulent diffusion term, DL,ij  is the 
molecular diffusion term, Φij  is the pressure-strain 
term, Fij  is the rotation production term and εij  is 
the dissipation term. Here Ωk is the rotation vector, 
δ is the Kronecker delta and eijk = 1 if i, j, k are dif-
ferent and in cyclic order; eijk = -1. if i, j, k are differ-
ent and in anti-cyclic order, and eijk = 0 if any two indi-
ces are the same.

　The dissipation, pressure-strain, and turbulent dif-
fusion terms cannot be computed exactly in terms of 
the other terms in the equations and therefore are 
modeled. The pressure-strain term is obtained from a 
linear-strain model:

　　　　　　　　　. (A7)

The slow pressure-strain, Φij,1  is modelled as

　　　　　　　　　　　　　　　　 . (A8)

Here, variable k represents the turbulent kinetic en-
ergy:

 (A9)

The rapid pressure-strain term, Φij,2  is modelled as

　　　　　　　　　　　　　　 . (A10)

The adjustable constants C1, C2,  have the standard 
values and are equal to 1.8, 0.6, respectively.

The close relation postulated for viscous dissipation 
term:

　　　　　　　　　　　　　　　　　　　　　　.

 (A11)

The adjustable constants Cµ, C1ε, C2ε σk, σε are 0.09, 
1.44, 1.92, 1.0 and 1.3 respectively. The mean strain 
rate is Eij expressed as

　　　　　　　　　　 . (A12)

In the near-wall region of hydrocyclones the solution 
variables change with large gradients. The popular 
near wall models (wall functions) do not resolve ac-
curately the near-wall region for strongly swirling 
flows. Due to the significant stream-wise pressure 

gradients, body forces and strong secondary flows 
the assumption of local equilibrium does not hold. 
Therefore the Fluent two-layer zonal model was 
found to be more suitable. The two-layer near wall 
models divide the whole domain into two regions, a 
viscosity affected region and a fully turbulent region. 
The demarcation of the two region is determined by 
a wall distance-based, turbulent Reynolds number

　　　　　　 , (A13)

　where y is the normal distance from the wall at the 
cell centres. In the near-wall region when Rey < 200, 
the one-equation model of Wolfstein (1969) is em-
ployed. For the values Rey > 200 the RSM model is 
used.
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Introduction

　The size distribution in particulate materials is of 
major importance in determining system behavior 
and is a primary focus of most characterization ef-
forts. Various procedures can be applied for size 
analysis and instruments are available based on a 
range of different principles. The choice of a suitable 
analytical method for a specific application depends 
on the nature of the material and the reason(s) for 
performing the analysis.
　This paper is not intended to be a comprehen-
sive review of procedures for particle size analysis. 
Details of specific procedures and their relative 
strengths and weaknesses have been given by Allen 
[1]. The primary objective here is to highlight some 
important issues related to the acquisition, presenta-
tion and interpretation of particle size data. Emphasis 
is on powders and liquid suspensions, but some ref-
erence to aerosol measurements is included for com-
pleteness.

Size Distribution
　Particle systems normally involve a collection of 
sizes – complete uniformity is extremely rare. Con-
sequently, it is generally necessary to express the 
results of an analysis in the form of a distribution: 
relative quantity versus particle size. The latter is 
usually represented by a characteristic linear dimen-
sion. Quantity is most commonly given as the frac-
tion of the total number, mass or volume of particles 
that fall into some size range. Alternatively, but less 
frequently used, quantity can also be represented by 
fractional area or length. A useful generalization [2,3] 
is to present the distribution by a particle size density 
function qr(x) defined such that:
　qr(x) =  fractional quantity that has size between x 

and x + dx  (1)
where x is size and r = 0, 1, 2, or 3 corresponding to 
number, length, area or volume respectively. The dif-
ferent forms are the same only for sets of identical 
particles; the differences between forms increases 
with distribution width. The mass and volume distri-
butions are identical unless density varies systemati-
cally with size. 
　Distributions can also be expressed in cumulative 
form by the particle size distribution function Qr(x) 
where
　Qr(x) = fractional quantity finer than size x (2)
and
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　 (3)

　The above represent the distribution in continuous 
form, which is appropriate since size is generally a 
continuous variable. However, size data often appear 
in discrete form as the relative quantity in finite size 
intervals, such that
　(qr)i  = fractional quantity in size interval i (4)
and

　 (5)

where size 1 represents the smallest size present. Al-
ternatively, the cumulative form may be defined as

　 (6)

where size m is the minimum size and size 1 corre-
sponds to the maximum. In both cases, Qr(xi) repre-
sents the fraction finer than the lower limit of interval 
i. The choice of whether size 1 should represent the 
smallest or largest may depend on the application. In 
applications to size reduction processes size 1 is usu-
ally designated as the largest and m as an arbitrary 
minimum, while the reverse is more convenient for 
crystallization or agglomeration. 
　In practice, distributions are normally presented 
in either the discrete, incremental form (qr)i or the 
cumulative Qr(x). The cumulative form offers some 
advantage in that size x is uniquely defined whereas 
the incremental form refers to a finite range. Fur-
thermore, because Qr(x) is by definition a monotonic 
function, it is typically easier to fit to an algebraic 
form than the more complex (qr)i. On the other hand, 
the cumulative form tends to obscure fine detail in 
the distribution, while graphical presentation of the 
incremental form offers a clearer picture of the dis-
tribution of sizes.  It should be noted that the incre-
mental distribution (qr)i is not a direct estimate of the 
density function qr(x), which can be approximated by

　 (7)

in which ∆xi is the size interval width, which typically 
is arranged to vary with size. Direct experimental de-
termination of the density function is rarely practical.
　Quantity representation by number, mass/volume 
etc. is usually dictated by the procedure used to 
acquire the data. Transformation from one represen-
tation to another, e.g. Q0(x) to Q3(x) can be accom-
plished using [2,3]:

　 (8)

with

　 (9)

Alternatively

　 (10)

where x̄i is the average size in interval i. While such 
transformations are mathematically straightforward, 
their application requires accurate knowledge of the 
complete distribution, especially the “tails” . For ex-
ample, in transforming from the volume (r = 3) to the 
number (r = 0) distribution, the integral in Equation 
8 includes the term 1/x3 and is therefore dominated 
by the finest sizes for which information on the quan-
tity present is typically subject to the largest errors. 
Conversely, the reverse transformation, number to 
volume, is dominated by the largest sizes, for which 
serious statistical errors in particle counting are com-
mon. Examples of such transformations are given in 
the appendix.

Average sizes
　If average sizes are to be used, it is critical that 
they be clearly defined because of the essentially infi-
nite number of possibilities that exist for any distribu-
tion. Median sizes x50,r are defined such that

　 (11)

Typically, median sizes are estimated directly from 
plots of the cumulative distribution Qr(x) or by nu-
merical interpolation of the data. Modes are given by 
maxima in the size density function. Mean sizes can 
be defined by the moments of the distribution: 

　 (12)

where Ms,r is sth moment of the distribution qr(x) and s 
can take on any value. Each moment defines a mean 
size:

　 (13)

The value of the median, mode or any particular 
mean increases as r increases.

Surface Area
　The surface area of a collection of particles is an 
important characteristic in its own right and can 
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∑
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also be used as a measure of average size. Different 
measures of the surface area of a particle can result 
in quite different values. The geometric area is de-
fined on the basis of an assumed macroscopic shape 
(sphere, cube, etc.,), neglecting small-scale surface 
irregularities and roughness, and is directly related 
to size. The external area includes any such micro-
scopic features. Cracks and pores within particles 
provide additional internal area, which may be inde-
pendent of particle size. The total area is the sum of 
the external and internal contributions; its relation to 
size will generally depend on the relative magnitude 
of the two contributions. 
　The geometric surface area, commonly expressed 
as the volume or mass specific surface, Sv or Sm (sur-
face area per unit volume or mass) can be estimated 
from the particle size distribution. For a sphere of di-
ameter x, Sv = 6/x which, for a collection of particles, 
can be used to define a specific surface mean diam-
eter, x̄sv such that

　 (14)

The specific surface area can be estimated from mo-
ments of either the number or volume distribution 
using [2, 3]

　 (15)

where k2,3 is the area to volume shape factor (= 6 for 
spheres). Because of the inverse relationship to size, 
accurate estimates require precise knowledge of the 
fine “tail” of the size distribution.
　Some examples of the estimation of surface area 
and various average sizes are given in the appendix. 
　Surface area can be determined directly by adsorp-
tion measurements (usually gas) which normally 
yield the total area. The permeability of a bed of par-
ticles to fluid flow can be used to estimate the exter-
nal area. Comparisons of the different measurements 
can provide information on shape factors, surface 
roughness and internal porosity.

Definition of Size
　In order to express the size of a particle as a single, 
linear dimension, it is strictly necessary to define its 
shape and to indicate which characteristic dimen-
sion is being used, e.g. diameter of a sphere, side of 
a cube etc. In practice, most particles are irregular 
in shape and simple definitions are not available. 
Probably the nearest thing to a unique size definition 
would be particle volume. Unfortunately, procedures 
for measuring particle volume are quite limited, espe-
cially for very small particles. The usual approach is 

to define size as an equivalent sphere diameter i.e. the 
diameter of a sphere that would be the same in some 
respect as the particle. Definitions and applications 
of some commonly used equivalent-sphere diameters 
are presented in Table 1.
　In the case of isometric particles, for which three 
mutually perpendicular dimensions have the same 
magnitude, variations among equivalent-sphere 
diameters determined by different procedures can 
be expected to be small. However, for elongated or 
flattened particles variations may be quite large. Fur-
thermore, there may appear to be variations within 
a set of identical particles due to orientation effects. 
For sizing procedures that involve gravity or inertial 
forces, differences in density will also lead to varia-
tions in equivalent-sphere diameter.

Particle Size Determination

Sampling
　As in any characterization procedure, sampling is a 
critical step in the determination of particle size dis-
tributions. Procedures for avoiding physical bias in 
sampling particulate materials have been discussed 
at length by Gy [4,5] and, with particular reference 
to size analysis, by Allen [1]. Statistical errors can 
be minimized through the use of a sufficiently large 
sample. A formula for estimating the required sample 
size can be obtained by consideration of the statistics 
of random mixtures [6]. A simplified version is given 
by:

　　 (16)

where M is the required sample weight, ρ is the sol-
id density (g/cm3), xm is the maximum size present 
(cm), qm is the smallest relative amount of that size 
that would be considered significant and ε is the ac-
ceptable relative error. Examples of required sample 
sizes are shown in Table 2. 
　It is clear from the table that sample size can be 
critical in analyses of materials containing particles 
larger than 1mm, but is typically satisfied automati-
cally (by instrument requirements) in sub-sieve 
analyses. 

Types of Measurement Procedures
　While it is common to speak of particle size mea-
surement, it should be recognized that procedures 
for determining size distribution involve measure-
ment of both size and relative quantity. For many pro-
cedures, the actual measurement is of quantity while 
size is inferred from the response to external forces 

x̄sv = 6/Svx̄sv = 6/Sv

Sv = k2,3
M2,0

M3,0
= k2,3M−1,3Sv = k2,3

M2,0

M3,0
= k2,3M−1,3

M ≈ 2ρx3
m

ε2qm
(grams)M ≈ 2ρx3

m
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or other stimuli. Experimental procedures generally 
fall into one of three groups depending on whether 
measurements are made on:

　1．individual particles
　2．classes of particles separated according to size
　3．all sizes simultaneously
　In the first type, individual particles are examined 
one at a time and their size is determined either by 
direct measurement as in microscopy/image analysis 
or through their response to some kind of sensing 
system as in automatic particle counters. Quantity is 
typically determined by simple counting, leading to a 
direct measure of the number size distribution. In the 
case of electrical sensing methods, which estimate 
particle volume through the reduction of electrical 
conductivity by electrolyte displacement, an alterna-
tive to counting is to determine the volume distribu-

Table 1  Equivalent Sphere Diameters

Diameter Definition Formula* Application

Volume Diameter of a sphere with the same volume as the 
particle dv =


6V
π

1/3 Baseline standard;
Coulter counter

Surface Diameter of a sphere with the same surface area as the 
particle ds =


S
π

1/2

Specific 
Surface

Diameter of a sphere with the same specific surface area 
as the particle dsv =

d3
v

d2
s

Surface area,
Permeametr y, Gas 
Adsorption

Projected Area 
(random)

Diameter of a sphere with the same projected area as the 
particle in a given orientation da = 2


Aa

π

1/2 Light Scattering;
Optical Counters

Projected Area
(stable)

Diameter of a sphere with the same projected area as the 
particle in a stable rest position das = 2


Aas

π

1/2 Microscopy

Stokes Diameter of a sphere with the same density and settling 
velocity as the particle, under laminar flow conditions dst =


18µv
∆ρg

1/2

dst ≈


d3
v

ds

1/2

Sedimentation

Aerodynamic Diameter of a sphere of density 1g/cm3 that has the same 
aerodynamic behavior as the particle

dae ≈ dst
√
ρ Cascade Impactors

*Symbols:
　　Aa: particle projected area (random orientation) (L2)
　　Aas: particle projected area (stable rest plane) (L2)
　　da: projected area diameter (random orientation) (L)
　　dae: aerodynamic diameter (L)
　　das: projected area diameter (stable rest plane) (L)
　　ds: surface diameter (L)
　　dst: Stokes diameter (L)
　　dsv: Specific surface mean diameter (L)
　　dv: volume diameter (L)
　　g: acceleration due to gravity (L/T2)
　　S: particle surface area (L2)
　　v: settling velocity (L/T)
　　V: particle volume (L3)
　　μ: fluid viscosity (M/LT)
　　ρ: solid density (M/L3)
　　Δρ: density difference (M/L3)

Table 2   Required sample size for determination of the size 
distribution of powder with relative error less than 
5%. Particle density 2.5 g/cm3; 1% by weight in the 
top size fraction.

Maximum Particle Size Required Sample Size

1cm 200kg

1mm 200g

100μm 0.2 g

10μm 0.2mg

1μm 0.2μg
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tion directly by accumulating individual particle vol-
umes. 
　The second group includes sieving, sedimentation 
and cascade impactors and involves size classification 
based on ability to pass through an aperture, differ-
ential settling in a fluid or particle inertia in a flow 
stream. Size is not measured directly but is assigned 
on the basis of aperture size, settling time or flow ve-
locity (by calibration). Relative quantity is commonly 
determined by direct weighing of the classified mate-
rial. Concentration measurement by attenuation of 
radiation is often used for quantity determination in 
sedimentation systems. Sieving and impaction give a 
direct measure of the incremental mass distribution; 
sedimentation normally yields the cumulative form.
　Methods based on radiation scattering (light or 
sound) generally fall into the third group. The com-
plete distribution is estimated by comparing scatter-
ing intensities for a range of angles, frequencies etc., 
with predictions from scattering theory. In effect, iter-
ative procedures are used to find the distribution that 
gives the closest fit to the scattering data. Results are 
generally reported as a volume distribution. Dynamic 
light scattering, sometimes referred to as quasi-
elastic light scattering (QELS) or photon correlation 
spectroscopy (PCS), uses autocorrelation procedures 
to evaluate fluctuations in scattering intensity at a 
fixed angle, typically 90°. Characteristic time-scales 
for the fluctuations are used to estimate diffusion co-
efficients due to Brownian motion which are related 
to size through the Stokes-Einstein relationship. Esti-
mates of the size distribution are obtained by curve-
fitting to standard forms.

Restrictions and Constraints
　All experimental test procedures have relative ad-
vantages and disadvantages. Besides differences be-
tween systems operating on the same basic principle, 
there are inherent problems associated with each of 
the general approaches.

Size Limitations: Most of the available techniques 
have an optimum range of applicability. While this 
range can be quite broad – imaging techniques such 
as microscopy, for example, can cover the entire 
range from molecular to astronomic – the practical 
limits for any specific application are usually much 
narrower. At any particular scale, image analysis is 
generally limited to a size range of not much more 
than 10:1. The lower end is limited by resolution and 
the upper by counting statistics. Similar constraints 
apply to other analytical procedures.

　An important distinction can be made between two 
basic types of size limits:
　　 • Measurement limits
　　 • Detection limits
Measurement limits arise when a procedure recog-
nizes the existence of particles outside of the range 
of applicability and provides a measure of their quan-
tity. Sieving procedures provide a good example of 
measurement limits. Size information is provided 
only over the range of sieve sizes used but the quan-
tities coarser than the coarsest sieve and finer than 
the finest are readily determined. Detection limits 
occur when particles outside of the range are invis-
ible to the system and are assumed to be absent. This 
type is normally associated with the lower end of the 
range. Apparent size distributions obtaining using 
systems subject to measurement and detection limits 
are compared in Fig. 1.
　Procedures based on individual particle counting 
are especially prone to detection limits. For imag-
ing methods, the problem can be addressed by the 
use of progressively higher magnification. However, 
since observations at a particular magnification are 
essentially subject to detection limits, construction 
of the overall size distribution requires matching of 
the separate data sets obtained at the different mag-
nifications. Problems associated with the matching 
procedures can be a major source of errors in the ap-
plication of image analysis to systems with broad size 
distributions. 
　Automatic counters based on light scattering or 
electrical sensing are usually subject to an absolute 
limit. Such instruments are inappropriate for use with 
materials containing undersize particles. The results 
of measurements for which substantial quantities are 
reported at sizes adjacent to the lower limit should be 
regarded as questionable.
　Methods that involve size separation are generally 

Fig. 1  The effect of lower size limits on size distribution measurements.
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subject only to measurement limits. Grossly oversize 
particles can present problems in sedimentation 
because of their very high settling rate which leads 
to difficulty in preparing uniform initial dispersions. 
Oversize particles can lead to blockage of orifices in 
cascade impactors applied to airborne particles. How-
ever, high settling velocities tend to eliminate such 
particles prior to entering the device.  
　Lower detection limits are typical also for radiation 
scattering systems. Scattering by particles smaller 
than the wavelength of the incident beam is rela-
tively weak and insensitive to scattering angle. Since 
information on how scattering from such particles 
is handled in the algorithms used to estimate size 
distribution is not generally available to the user, 
the exact nature of these limits is unclear. Again, re-
ported distributions showing large quantities close to 
the lower limit should be treated with caution. Mod-
ern, commercial scattering systems often claim “full-
range” capability, from < 1µm to about  1 mm. This is 
certainly advantageous for samples whose size range 
is not known a priori. However, its value is limited by 
the need to minimize settling of coarse particles so as 
to maintain a homogeneous suspension in the field of 
view. For low-density materials, this can be achieved 
by dispersion in liquids of similar density but this is 
impractical for higher density solids such as most 
minerals.
　The existence of a finite range of applicability for 
most sizing procedures can present problems in the 
analysis of materials containing a broad range of siz-
es – soil samples, for example, may include particles 
ranging from pebbles 1 cm or larger down to sub-
micron clay particles. Particle modification processes 
such as comminution often involve progressive re-
duction in size from as large as tens of centimeters 
to micron and sub-micron sizes. In such cases, it is 
usually necessary to employ more than one proce-
dure for complete characterization of the material or 
evaluation of the process.
　The first step in implementation of a two-stage size 
analysis is to separate the material into a coarse and 
a fine fraction at some intermediate size. Since siev-
ing generally provides the sharpest separation, this 
is usually the preferred method for making the sepa-
ration and, by extension, for analysis of the coarse 
fraction. The fine fraction can be analyzed by an ap-
propriate method such as light scattering or sedimen-
tation. Because the two measurement procedures 
involve different definitions of size, there remains the 
question of matching the two parts of the complete 
distribution. A simple, and usually effective, solution 

is to provide significant overlap between the two sets 
of measurements, for example by sieving down to 
400 US mesh (37 µm) and performing the sub-sieve 
analysis on a -200 mesh (74 µm) fraction. The com-
plete distribution is obtained by adjusting one of the 
sets of sizes so as to produce a smooth, continuous 
cumulative curve. An example of the evaluation of 
the complete distribution from a two-stage analysis is 
given in Fig. 2.
　Applications to processes such as comminution 
are also sensitive to detection limits at the finest 
sizes. Evaluation of ultrafine grinding processes often 
requires analysis of sets of size distributions start-
ing from a relatively coarse feed to final products 
that may extend well into the submicron range, thus 
necessitating the two-stage approach. The use of 
sedimentation methods for the sub-sieve stage, while 
tedious, generally provides the greatest accuracy. 
Because of their operational simplicity, light scat-
tering procedures present an attractive alternative. 
However, uncertainty with regard to their lower size 
limit means that these methods should be used with 
caution. Standard light scattering systems can be 
extended into the submicron range but claims of fur-
ther extension to still finer sizes are of dubious valid-

Fig. 2   Example of the combination of sieve and subsieve data to obtain 
an overall size distribution. Procedure:

　　　1.　 Perform sieve analysis down to 400 US mesh (37μm) －curve 
(a)

　　　2.　 Subsieve size analysis on -200 US mesh (74μm) fraction from 
sieving－curve (b)

　　　3.　 Normalize subsieve data with respect to fraction finer than 200 
US mesh in sieve analysis－curve (c)

　　　4.　 Adjust size scale for normalized subsieve data to form a 
smooth curve with sieve data－curve (d)

　　 　Curves (a) and (d) represent the complete (sieve equivalent) size 
distribution.
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ity. Angular scattering patterns for such particles are 
relatively insensitive to size, while scattered intensity 
at any angle decreases so drastically with size that 
contributions from fine particles are overwhelmed by 
those from coarser material. 
　The validity of light scattering data for ultrafine 
material can be assessed using supplementary mea-
surements of surface area by gas adsorption whose 
accuracy actually increases with decreasing size. An 
example of this approach is shown in Fig. 3 based 
on data for the grinding of quartz from a feed size of 
about 50µm to a final product with a maximum size 
of about 0.3µm. It can be seen from the figure that 
the measured areas are in direct proportion for the 
coarser products with an approximately 4:1 ratio of 
the gas adsorption area to that from light scattering, 
reflecting the role of irregular shape and surface 
roughness. For the finer products, obtained after 
grinding for more than 8 hours, the BET area shows 
a steady increase relative to that derived from light 
scattering. This deviation is attributed to the failure 
of the light scattering system to account fully for par-
ticles smaller than about 0.2µm.
Resolution: Different procedures for size analysis 
vary in their ability to discriminate between sizes. 
Methods such as microscopy and automatic particle 
counters that involve measurements on individual 
particles generally provide the highest resolution. 
Those such as light scattering that estimate the size 
distribution from the collective response of the whole 
system are typically less able to discriminate and 
tend to smooth over fine detail in the distribution. 
Dynamic light scattering, for which the distribution 
is typically estimated by fitting to a standard form, 
tends to have quite low resolution. Procedures such 
as sieving, impaction and sedimentation, which in-
clude separation by size, fall somewhere between 

the other two groups. Sieving provides excellent 
discrimination at the actual aperture sizes but gives 
no information on intermediate sizes. The situation 
is similar for cascade impactors, although the sharp-
ness of separation is lower. Sedimentation methods 
can give information at any size but resolution is also 
limited by low separation sharpness.
　Resolution is particularly important in the analysis 
of narrow size distributions, low resolution invariably 
leading to an apparent broadening of the distribution 
[7]. Precise description of the “tails” of the distribu-
tion is critical to some applications. For example, a 
single oversize particle in an abrasive powder used 
for surface polishing can lead to catastrophic results 
[8]. High resolution is a necessity for the analysis of 
such materials.

　Operational Constraints: In addition to factors 
such as precision, resolution, reproducibility, etc., 
there are other requirements that influence the ap-
propriateness of the different procedures for specific 
applications. These include response time, versatil-
ity, requirements for operator skill and experience, 
equipment cost and availability and on-line capability. 
Response time is critically important in quality con-
trol and, especially, direct process control applica-
tions. Laser scattering/diffraction systems are par-
ticularly attractive for such applications. Instrument 
response times are typically a few minutes so that 
dispersion stability is not critical. As a consequence, 
sample preparation is usually fairly straightforward. 
Automatic particle counters also of fer very rapid 
instrument response. However, problems with ap-
erture blockage and/or sensing zone contamination 
tend to reduce reliability and render sample prepara-
tion more critical. Microscopy and the separation-
type procedures such as sieving, sedimentation and 
impaction for which response times can be several 
hours are obviously unsuitable for such applications.
　Versatility in terms of applicability to a variety of 
materials and physical conditions can be important 
where access to a broad range of equipment may be 
limited. Light scattering systems can be applied to 
most materials, cover a broad range of sizes and can 
be applied to particles suspended in liquid or gas, but 
require relatively expensive, dedicated equipment. 
Sieving requires fairly low-cost equipment but is gen-
erally limited to particles coarser than about 20 µm. 
Sedimentation methods are mostly restricted to par-
ticles in liquid suspension while impactors are only 
applicable to aerosols. 
　Some procedures require considerable skill and 
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experience on the part of the operator in order to 
ensure reliable, accurate results, while others need 
only a basic knowledge of the operating procedure. 
Modern light scattering systems and, to some ex-
tent, automatic counters generally fall into the latter 
category while sieving, sedimentation and especially 
microscopy/image analysis and cascade impactors 
are more demanding. In all cases, however, sufficient 
experience and understanding of the process, to iden-
tify suspect results etc., is desirable.
　Of the standard, laborator y procedures, light 
scattering offers the greatest potential for on-line 
applications. Problems include the substantial dilu-
tion often needed for slurry systems and deposition 
on cell windows in aerosol measurements. Acoustic 
measurements on slurries can be made at high con-
centrations, but resolution is generally low for these 
methods and the presence of air bubbles can lead to 
serious errors.
　Errors occur in all measurements. In size analysis, 
errors can be associated with size and/or quantity. 
As noted previously, with the exception of imaging 
methods, size is generally assigned, by theory or 
calibration, rather than by actual measurement. Con-
sequently, most of the error typically occurs in the 
quantity measurement. Even with image analysis, 
size estimation can be made reasonably accurate and 
errors usually arise from counting statistics, espe-
cially in determination of the volume distribution – a 
single particle of size 10 units is equivalent to 1000 of 
size one unit. At the same time, while the image size 
may be accurately determined, the actual particle 
size is typically overestimated due to preferred orien-
tation. 
　Errors in analysis by sieving can generally be at-
tributed to failure to ensure that all particles small 
enough to pass through each opening actually do so. 
Blinding of fine sieves by adhesion and/or bridging 
over openings can seriously exacerbate this problem. 
The result is that sieving tends to overestimate size 
and, if blinding occurs, to narrow the apparent distri-
bution.
　Errors in analysis by automatic counters common-
ly result from failure to recognize the detection limit 
and from the problem of coincidence – simultaneous 
passage of more than one particle through the sens-
ing zone. The latter can be minimized by choosing a 
sufficiently low concentration. However, if the con-
centration is too low, background noise can become 
significant, leading to false counts. Complete disper-
sion of the particles is obviously a requirement but, 
because of the low concentrations used and the rapid 

response time, reagglomeration is not usually a prob-
lem. Bias in sampling can also lead to errors, particu-
larly in the use of electrical sensing methods. Typical 
procedures involve pre-dispersion of the particles in 
an appropriate (usually aqueous) solution followed by 
addition to the electrolyte used in the measurement. 
A common approach is to add the dispersion drop-
wise from a pipette or eyedropper until the desired 
concentration is reached. Preferential settling of the 
larger particles in the pipette can produce significant 
bias. The recommended procedure is to transfer and 
rinse out the entire amount of a small quantity in the 
pipette and repeat as needed.
　Most sedimentation systems for particle size analy-
sis involve measurement of the relative concentration 
of particles remaining in suspension at some depth 
after some time of settling. The depth and time define 
the settling velocity and, through the use of Stokes 
law, the size of the largest particles remaining, while 
the relative concentration is equal to the fraction 
finer than that size. Stokes law is strictly valid only 
for small particles, typically finer than about 50µm 
for gravity settling of minerals in water. This is often 
considered to establish an upper size limit to the pro-
cedure. However, this problem is easily surmounted 
through the use the Haywood correlations [9] or the 
expressions presented by Concha and Almendra [10]. 
In practice, the upper limit is dictated by problems in 
making measurements at very short times. Similarly, 
the lower size limit is often ascribed to the effects of 
Brownian motion. It seems more likely, however, that 
this limitation is due primarily to other factors such 
as sampling errors and thermal gradients, etc. [1,11]. 
The lower size limit can be reduced through the use 
of centrifuges, at the cost of increased complexity of 
the experimental procedure and data analysis [1]. It 
should be noted that reduction of the lower size limit 
is accompanied by an equivalent reduction in the up-
per limit. 
　Errors in sedimentation size analysis are normally 
associated with the concentration measurement. 
In the case of sampling types such as the classical 
Andreasen pipette, errors can occur due to distur-
bance during sampling, cross-contamination between 
samples and inaccurate concentration measurement. 
X-ray attenuation is often used for in situ concentra-
tion measurement thus avoiding problems associ-
ated with sample extraction. Absorption of X-rays by 
suspended solids depends on the atomic weight of 
the elements involved. When only light elements are 
included, as in silicate minerals and especially organ-
ics, relatively high solids concentrations are required 
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to ensure reliable concentration estimates. This can 
lead to hindered settling effects that slow down the 
overall settling process leading to apparently finer 
distributions. Particle interactions can also affect the 
relative settling rates among different sizes thus in-
validating the size-separation basis of the technique 
and can cause an apparent narrowing of the distri-
bution. Stabilization of the suspension to eliminate 
reagglomeration of the particles during the rather 
long settling times normally required is critically im-
portant. Unexpectedly narrow apparent distributions, 
especially those showing a sharp cut-off in the fine 
sizes, are often an indication of inadequate stabiliza-
tion of the suspension.
　Errors in size analysis by light scattering can be at-
tributed to the resolution problems noted previously 
and to orientation effects for non-spherical particles. 
Such particles are assigned a size based on the cross-
sectional area presented to the incident light. The 
size assigned is interpreted as a volume diameter and 
is usually larger than the true value, especially for 
flattened particles. The result is that light scattering 
systems typically report size distributions that are 
coarser than those obtained by other methods [7]. 
　The restrictions and constraints associated with 
widely-used analytical procedures are summarized in 
Table 3.

Nanoparticles

　Since most of the analytical procedures described 
above have lower size limits close to one micrometer, 
determination of nanoparticle size distributions pres-
ents particular problems. Imaging methods, by elec-
tron microscopy for example, can give quite accurate 
measures of individual particle sizes and reasonable 
descriptions of narrow size distributions. However, 

for relatively broad distributions these methods are 
subject to serious problems associated with the need 
to use several magnifications to ensure adequate 
coverage of the size range and the subsequent uncer-
tainties in matching the different sets of data. Produc-
tion of suitable, well-dispersed images may also be 
difficult.
　Dynamic light scattering is specifically applicable 
to particles in the nano-size range. However, proce-
dures for the direct determination of the distribution 
of sizes remain to be developed. Generally, distribu-
tions are estimated by curve-fitting to standard forms. 
Problems associated with the extension of standard 
light scattering procedures into the nano-size range 
were discussed in a previous section of this article.
　Centrifugal sedimentation is probably the most ap-
propriate method for determining nanoparticle size 
distributions. However, procedures generally involve 
a high degree of operator skill and equipment avail-
ability is rather limited.

Conclusions

　The distribution of sizes present is a principal char-
acteristic of any particulate system. Presentation of 
size analyses should always include specification of 
the basis of the distribution (number, volume etc.) 
and some indication of the definition of size used. 
Average sizes can be useful characteristic parameters 
if clearly defined. Analytical procedures generally 
express size as an equivalent sphere diameter de-
fined as the diameter of a sphere that would give the 
same response as the particle. It follows that differ-
ent methods often give different results. Procedures 
based on different principles are all subject to inher-
ent restrictions and constraints; further restrictions, 
applicable to commercial equipment, are generally 

Table 3  Performance characteristics of experimental procedures for particle size analysis

Method Limitations Resolution
Operational Constraints

Response Time Versatility Operator Skill Errors

Image Analysis Upper & Lower 
Detection* High Long High High Matching

Sieving Measurement High Long + 20μm Medium High Blinding

Sedimentation Measurement Medium Long Liquid Suspension High Dispersion Stability

Light Scattering Lower Detection Medium Low Short High Medium Orientation Effects

Dynamic Light 
Scattering Low Medium-Short Sub-Micron Medium

Automatic Counters Lower Detection High Short Medium Coincidence

Cascade Impactors Measurement Medium High Long Airborne Particles High Collection Efficiency, 
Dispersion

＊At any given magnification
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beyond the scope of this paper.
　It is recommended that the following be kept in 
mind in selecting the appropriate analytical proce-
dure for a specific application:
　 •  The definition of size used – e.g. “sieve diam-

eter”, “area diameter”, “Stokes diameter”, etc.
　 • �The basis for representing quantity in size rang-

es – number, volume, mass
　 • �The range of applicability – since most methods 

can only be used over a limited range of sizes it 
may be necessary to use more than one method 
to cover a broad range of sizes and combine the 
data to obtain the complete distribution

　 • �The nature of the size limits:
　　　 -  Measurement limits: information is obtained 

only in the range of applicability of the 
method but the relative amounts falling out-
side of the range are measured 

　　　 - �Detection limits: particles outside of the 
range are not detected and assumed to be 
absent

　　 Measurement limits are preferred; lower detec-
tion limits are especially troublesome.  Upper 
limits can usually be avoided by pre-classification 
of the particles – commonly by sieving.  This ap-
proach is generally impractical for lower limits 
due to the difficulty of precise classification at 
very fine sizes

　 • �Resolution – the ability to discriminate among 
the sizes present and to indicate fine detail in the 
size distribution 

　 • �Reproducibility/repeatability – replicate analyses 
should agree closely

　 • �Ease of use – the need for special operator skills 
　 • �Response time – applicability for on-stream anal-

ysis or quality control
　 • �Special considerations – reaction with suspend-

ing liquids (e.g. water); dispersion/deaggrega-
tion problems etc.

　 • �Sample size constraints – some procedures re-
quire relatively large samples

　 • �Appropriateness to the particular application 
– e.g. the use of aerodynamic methods for air-
borne particulates.

Nomenclature

　Aa：  particle projected area (random orienta-
tion) [L2]

　Aas：  particle projected area (stable rest plane)
 [L2]

　da：   projected area diameter (random orienta-

tion) [L]
　dae： aerodynamic diameter [L]
　das： projected area diameter
  (stable rest plane) [L]
　ds：  surface diameter [L]
　dst： Stokes diameter  [L]
　dsv： Specific surface mean diameter [L]
　dv：  volume diameter [L]
　g：   acceleration due to gravity [L/T2]
　k2,3:  surface/volume shape factor  [–]
　M： sample weight [M]
　Ms,r： sth moment of size distribution qr(x) [Ls]
　qm： specified minimum detection level  [–]
　qr(x)： particle size density function [L-1]
　(qr)i： incremental size distribution [–]
　Qr(x)：cumulative size distribution [–]
　S： particle surface area  [L2]
　SB： BET (gas adsorption) surface area [L-1]
　SLS： surface area by light scattering 　[L-1]
　Sm： mass specific surface area [L2/M]
　Sv：  volume specific surface area [L-1]
　v：   settling velocity [L/T]
　V： particle volume [L3]
　x： particle size [L]
　xi： lower limit of size interval i [L]
　 x̄i： mean size in interval i [L]
　∆xi： width of size interval i [L]
　xm： maximum size [L]
　x50,r： median size of distribution qr(x) [L]
　 x̄s,r： xs-based mean size of distribution qr(x) [L]
　 x̄sv： specific surface mean diameter [L]
　ε： specified sampling error  [–]
　µ： fluid viscosity [M/LT]
　ρ： solid density [M/L3]
　Δρ: density difference [M/L3]
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Appendix: Manipulation of Particle Size Data

　Examples of size distribution transformations are 
given in Table A1 and Fig. A1. The procedure for 
transforming a measured number distribution to the 
corresponding volume distribution is shown in Table 
A1. The results of transformations from number to 

volume and vice versa, based on reasonable estimates 
from the same actual distribution, are illustrated in 
Fig. A1. Specifically, the “measured” distributions 
are simulated assuming a 100g sample for the vol-
ume distribution and a count of 1000 particles for the 
number distribution. The figure clearly demonstrates 
the pitfalls typically encountered in making such esti-
mates. In each case the “calculated” distribution dif-
fers substantially from its “measured” equivalent with 
the major discrepancies in the tails. In principle, the 
estimates can be improved by increasing the amount 
of sample used in the analysis. However, the required 
increase may be very large indeed as illustrated in 
Fig. A2 in which it can be seen that increasing the 
total number of particles counted from 1,000 to as 
much as 100,000 still leaves considerable error in the 
estimated volume distribution. 
　Illustration of graphical estimation of median sizes 
is included in Fig. A1. Examples of the calculation 
of specific surface area and some average sizes are 
given in Table A2. The dominant contribution of the 
fine sizes in the estimation of quantities such as sur-
face area that are inversely related to size is readily 
apparent from the third column of the table.  

Fig. A1   Examples of size distribution transformations: number 
to volume and volume to number. 
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Table A1  Estimation of volume distribution by transformation from measured number distribution

Interval
Boundary, μm

Interval Mean 
size, x, μm

Measured Number Distribution,
 (r = 0) x3qo

Calculated Volume Distribution,
 (r = 3)

Cum. Qo Incr. qo Incr. q3 Cum. Q3

125.0 1.00 1.0000
105.1 0.000 0.00 0.000

88.4 1.00 1.0000
74.3 0.001 410.59 0.338

62.5 1.00 0.6620
52.6 0.002 290.33 0.239

44.2 1.00 0.4230
37.2 0.004 205.3 0.169

31.3 0.99 0.2540
26.3 0.007 127.02 0.105

22.1 0.99 0.1494
18.6 0.011 70.57 0.058

15.6 0.98 0.0913
13.1 0.02 45.36 0.037

11.0 0.96 0.054
9.29 0.033 26.46 0.022

7.81 0.92 0.0322
6.57 0.057 16.16 0.013

5.52 0.87 0.0189
4.65 0.095 9.52 0.008

3.91 0.77 0.0111
3.28 0.259 9.18 0.008

2.76 0.51 0.0035
2.32 0.291 3.65 0.003

1.95 0.22 0.0005
1.64 0.120 0.53 0.000

1.38 0.10 0.0001
1.16 0.050 0.08 0.000

0.98 0.05 0.000
0.82 0.030 0.02 0.000

0.69 0.02 0.000
0.020 0.00 0

Sum: 1 1214.78 1
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Table A2  Estimation of average sizes from volume distribution

Interval mean 
Size, x (μm)

Incremental Volume 
Distribution, q3(x)

q3(x)/x 
(mm-1)

xq3(x)
(μm)

840.90 0.001 0.00 0.457
594.60 0.001 0.00 0.867
420.45 0.004 0.01 1.490
297.30 0.008 0.03 2.321
210.22 0.016 0.07 3.275
148.65 0.028 0.19 4.187
105.11 0.046 0.44 4.850

74.33 0.068 0.92 5.089
52.56 0.092 1.75 4.839
37.16 0.112 3.02 4.168
26.28 0.124 4.71 3.253
18.58 0.124 6.66 2.300
13.14 0.112 8.54 1.474

9.29 0.092 9.91 0.855
6.57 0.068 10.42 0.450
4.65 0.046 9.93 0.214
3.28 0.028 8.58 0.093
2.32 0.016 6.71 0.036
1.64 0.008 4.75 0.013
1.16 0.004 3.05 0.004
0.82 0.002 2.75 0.002
0.58 0.001 1.38 0.000
0.41 0.000 0.63 0.000

Sum: 1.000 82.45 40.238

Estimates:

      Specific Surface Area:

                 Sv = 6∑q3(x)/x   = 0.495 μm-1 (m2/cm3)

      Specific Surface Mean Diameter:

                  x̄sv = 6/Sv = 1/∑q3(x)/x = 12.13 μm

      Volume Mean Diameter:

                  x̄13 =∑xq3(x) = 40.24 μm
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1. Introduction

　The fabrication of integrated circuits involves many 
steps in which topography in deposited dielectric and 
metal films is removed in order to create complex 
patterns of interconnects.  The removal of topogra-
phy is often referred to as planarization and a pro-
cess known as Chemical Mechanical Planarization 
or CMP is routinely used to achieve this.  In a CMP 
process, a wafer is held in a rotating carrier, which is 
pressed against a rotating polymeric pad on to which 

an aqueous slurry is dispensed [1)].  A schematic of 
first generation CMP tool is shown in Fig.1.
　The abrasive particles in the slurry along with the 
applied load (force) on the wafer and rotation pro-
vides the mechanical action for the removal of mate-

Particulate Science and Technology in the Engineering 
of Slurries for Chemical Mechanical Planarization†

S. Raghavan＊

Department of Materials Science and Engineering,
The University of Arizona1

M. Keswani
Department of Chemical Engineering,
The University of Arizona2

R. Jia
Department of Materials Science and Mineral Engi-
neering, University of California3

(Currently with Applied Materials, Santa Clara, CA)

Abstract

　Chemical Mechanical Planarization (CMP) is a process that is now routinely used to planarize 
metal as well dielectric films during the fabrication of integrated circuits. This process uses slurries 
comprised of fine abrasive particles, such as silica, ceria or alumina. The stability and performance 
of the slurries are influenced by the size and properties of these particles, which in turn are influenced 
by their synthesis route. Stability is important to improve slurry lifetime and minimize defects such 
as microscratching caused by particle agglomerates or large particle counts (LPC) during polishing. 
The rheological behavior of slurry affects the friction at the pad-particle-wafer interface and alters 
the material removal rate. It is, thus, necessary to carefully engineer the slurry characteristics to 
achieve good removal rate and planarity without causing defects. This paper reviews the published 
literature on the synthesis of abrasive particles used in the preparation of CMP slurries as well as 
stability and rheological characteristics of slurries made from these particles. A brief account of 
particle-film interactions and importance of LPC in wafer scratching is also provided.

Keywords:  chemical mechanical planarization, CMP, fumed silica, colloidal silica, ceria, alumina, slurry stability, 
coefficient of friction, COF, large particle count, LPC

Fig.1  Schematic diagram of a CMP process.
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rial. The chemicals in the slurry provide the syner-
gistic chemical action to improve selectivity between 
different types of films. The removal rate of a film is 
proportional to the applied pressure on the wafer and 
the relative velocity between the pad and the wafer.
　Slurry is one of the most important consumables 
in CMP.  It consists of fine abrasive particles that 
are dispersed in an aqueous solution containing one 
or more of various chemicals such as oxidizers, pH 
stabilizers, metal ion complexants and corrosion 
inhibitors [2)]. Silica, alumina or ceria particles in 
the size range of 50 to 150 nm are most commonly 
used for making the slurries.  The pH of the slurry 
affects the surface charge on the particles, which 
in turn influences slurry stability.  Agglomeration of 
slurry particles results in large particles, which tend 
to create defects such as scratches on films that are 
planarized.  Choosing slurry which provides good 
removal rates without causing defects is of utmost 
importance in CMP.
　A comparison of the characteristics of typical slur-
ries used in CMP of metal and dielectric films is given 
in Table 1. Slurries used to planarize dielectric films 
such as SiO2 or fluorinated silicon dioxide (FSG) typi-
cally contain 10% by weight of silica particles at alka-
line pH values, as the removal is mostly mechanical 
in nature.  These slurries typically provide a removal 
rate of the order of 2500 Å/min. Slurries for copper 
CMP contain a smaller amount of abrasives (~ 3% 
by weight) and are maintained at slightly acidic  pH 
(4-6) values.  These slurries contain an oxidant such 
as hydrogen peroxide and a copper complexant to 
enhance the chemical component of CMP. The re-

moval rates of copper in these slurries can be tuned 
to a value between 500 to 6000 Å/min by controlling 
oxidizer, complexant and inhibitor concentrations.
　This paper reviews the published literature on the 
synthesis of abrasive particles used in the preparation 
of CMP slurries as well as stability and rheological 
characteristics of slurries made from these particles. 
A brief account of particle-film interactions and im-
portance of particle agglomerates in wafer scratching 
is also provided.

2. Abrasives in CMP Slurries

　Colloidal sized SiO2, CeO2 and Al2O3 particles are 
used in the manufacturing of CMP slurries. Today, 
silica particles are predominantly used in the prepa-
ration of slurries for dielectric as well as metal CMP. 
Alumina particles find limited used in the manufac-
turing of slurries for tungsten CMP; however, be-
cause of their hardness, they are slowly falling out of 
vogue. Ceria slurries find use in the removal of oxide 
dielectric during the formation of shallow trench iso-
lation (STI) structures. 

2.1. Silica particles and slurries
　Two types of silica particles, fumed and colloidal 
silica, are used in the preparation of slurries for di-
electric and metal CMP. 

2.1.1. Fumed silica
2.1.1.1. Synthesis of fumed silica
　Fumed silica is produced by the oxidation of chlo-
rosilane in a flame at temperatures greater than 1000℃ 

Table 1  Comparison of the characteristics of typical slurries used in CMP

Solid Content
(weight %)

pH Additives

SLURRIES FOR CMP OF SiO2 AND 
FLUORINATED SiO2 (aka FSG) FILMS

Fumed silica slurries ~10 11-11.2 Biocide, surfactant

Colloidal Silica Slurries ~30 10 Biocide, surfactant

Ceria Slurries 0.1 to 4 4-6 Inorganic acids, amino acids to provide selectivity 
between nitride and oxide films

SLURRIES FOR TUNGSTEN CMP

Fumed silica slurries 2-4 1.5-3.0 Oxidant (hydrogen peroxide, ferric nitrate), catalyst 
(metal ions), complexant

Fumed alumina slurries 2-4 2-4 Oxidant (potassium iodate, hydrogen peroxide), 
complexant, slurry stabilizer

SLURRIES FOR COPPER CMP

Colloidal Silica slurries 2-4 4-6 Oxidant (hydrogen peroxide), complexant, corrosion 
inhibitor

SLURRIES FOR TANTALUM CMP

Colloidal Silica slurries 8 -10 9-10 Oxidant (hydrogen peroxide)
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according to the following reaction [3)].

SiCl4(v)+2H2(g)+O2(g)→SiO2(s)+4HCl(v) (R1)

　The primary silica particles that are formed during 
the reaction are about 30 nm in diameter. However, 
they aggregate due to high temperatures that exist 
in the flame during synthesis, as illustrated in Fig.2 
[4)]. Zones of different temperatures in the flame are 
represented by different colors in this Fig. The tem-
perature zone, where primary particles are formed, 
is close to the fusion point of silica (1710 0C). As the 
particles move outside this zone, they cool below the 
fusion point and form aggregates. The aggregates are 
roughly 140-160 nm in size and have a very irregular 
shape. These aggregates tend to agglomerate during 
the cooling of the particles and need to be dispersed 
during the preparation of slurries. The aggregate size 
is technically the primary particle size in these slur-
ries.
　Silica slurries used for planarization of SiO2 as well 
as fluorinated SiO2 (FSG) films are typically made 
from fumed silica particles. The weight percent of 
silica particles in these slurries is about 10 %, with pH 
adjusted to 11.0 using potassium hydroxide (Table 
1). Because of the high pH, there is a significant 
amount of dissolved silica in the slurries. It is be-
lieved that these soluble silicates provide electroster-
ic stabilization to the slurries. Additionally, these 
slurries often contain a biocide such as isothiazolin to 
prevent the growth of bacteria during storage. One of 
the advantages of fumed silica slurries is that it does 
not contain any sodium ions as impurity. However, 
because of the use of chlorosilane as a starting mate-
rial in the manufacturing, chloride ions are invariably 
present in fumed silica slurries. Chloride ions are 
undesirable since they can cause metal corrosion.

2.1.2. Colloidal silica
　The use of colloidal silica particles in CMP slurries 
has increased significantly over the last decade since 
it is possible to synthesize particles that are very 
uniform in shape and size using solution techniques. 

Unlike fumed silica, these particles are present in 
their primary size and not as aggregates. The size of 
these particles can be controlled anywhere between 
5 nm and 200 nm by optimization of concentration of 
reactants and process conditions. 

2.1.2.1. Synthesis of colloidal silica
　There are many methods available to prepare col-
loidal silica particles, which include peptization, acid 
neutralization, dialysis, electrodialysis, ion exchange 
and hydrolysis and condensation of organosiloxanes 
(Stober method). The ion exchange and Stober meth-
od are the dominant methods used in the production 
of colloidal silica particles for CMP slurries.
　In the ion exchange process, a solution of sodium 
silicate is passed through a strong acid cation ex-
change resin producing silicic acid, which is then 
converted to silica using an alkali such as ammonium 
hydroxide [5)]. Alternatively, the sodium silicate so-
lution and steam can be passed through a weak acid 
ion exchange resin at temperatures to produce finer 
particles of silica that can be subsequently enlarged 
[6)]. The colloidal dispersion is then concentrated 
by ultrafiltration. Sodium ions greatly deteriorate 
integrated circuit device performance, and hence 
semiconductor industries are constantly looking for 
slurries that contain lower than 1 ppm of total sodium 
(solid + solution). Since, the ion exchange process 
uses sodium silicate as a starting material, it is impor-
tant to purify the synthesized silica slurry to remove 
sodium ions. This is typically done by a deionization 
process. 
　One method to produce colloidal silica with very 
low sodium content is the Stober method that was 
patented in 1972. In this method, an organosiloxane, 
such as tertra ethoxyorthosilicate, dissolved in alco-
hol is hydrolyzed using ammonium hydroxide as a 
catalyst [7)]. The particle size depends on the catalyst 
and water concentration. Similar to the ion-exchange 
method, Stober method also yields particles which 
are spherical and uniform in size but with negligible 
sodium content. However, production of silica using 
this method is quite expensive compared to the ion 
exchange methodology. Integrated Circuit manufac-
turing industries have to decide between high purity 
and high cost of Stober silica versus lower cost and 
less pure ion exchange silica. A compromise product 
made from potassium silicate with low levels of so-
dium can perhaps bridge the gap. 

2.1.3. Stability of aqueous silica dispersions
　Agglomeration of abrasive particles is inevitable 

Fig.2 Synthesis of Fumed Silica particles using Flame Process [4)].



KONA Powder and Particle Journal No.26 (2008) 97

in slurries but the kinetics of the process is of rel-
evance. Unstable slurries with a wide particle size 
distribution can lead to wafer scratching and defects. 
In order to achieve effective planarization, with very 
few defects, it is essential to ensure long term stabil-
ity.
　Surfactants have been used in silica slurries to pre-
vent particle agglomeration. Basim et al. evaluated 
the stability of slurries containing 12 weight percent 
of 0.2 µm sol-gel silica particles in the presence of 
cationic surfactants (CnTAB). They found that stabil-
ity of silica particles increased with the carbon chain 
length of the CnTAB surfactant [8)]. However, the 
disadvantage with use of surfactants in slurries is 
that they reduce the friction between the wafer and 
the pad during polishing which lowers the material 
removal rate. Fig.3 shows that frictional force, mea-
sured by AFM, increases linearly with normal force 
for baseline silica slurry in the absence of surfactant 
and a salt. Addition of 68 mM of C10TAB to baseline 
slurry drastically reduces the frictional force which 
begins to increase slowly beyond a critical loading 
force in the presence of 0.6 M NaCl. This increase of 
friction force in NaCl has been attributed to partial 
desorption of cationic surfactant from negatively 
charged silica. 
　An interesting approach to preventing scratches on 
the wafer surface while maintaining the stability and 
activity of abrasives is the use of porous particles in 
CMP slurries [9)]. The effective Hamaker constant of 
silica particles has been found to decrease from 0.67
×10-20 J to 0.23×10-20 J with increase in porosity from 
2 % to 60 %. Lower Hamaker constant is likely to re-

duce interaction between the particles and therefore 
expected to improve their stability. 
　The dependence of stability of silica slurries on 
pH and electrolyte concentration is ‘anomalous’ and 
does not follow the pattern predicted by conventional 
DLVO theory [10)]. Iler found that silica sols were 
colloidally stable at isoelectric point pH and at high 
electrolyte concentration near neutral pH [11)]. Al-
len and Matijevic noted an increased stability of 
silica sols with decrease in pH from 11.0 to 6.0 for 
0.15 M of Na+ in solution [12)]. It was proposed that 
protective silicate ologomeric and polymeric barrier 
layer is formed on the silica surface at pH lower than 
10.5, and extends upto 2 nm at pH of 8.0 in 0.15 M of 
salt. This polymer layer usually comes from soluble 
silicates, such as sodium silicates, that are universal 
dispersants of many electrostatic colloids. The bar-
rier layer can be viewed as M+-polysilicic coating 
that increases in thickness as Na+ (or salt) is added 
to dispersion providing greater stability. Similarly, 
decreasing pH 11.0 to 6.0 reduces the –SiOH ioniza-
tion and reduces the binding of cation-silanol groups 
according to reaction R2. 

 (R2)

　The reduced cation-silanol binding allows more 
sites to be available for binding of cation-polymer 
species to the silanol group, which improves the 
silica sols stability. However, since the desired levels 
of sodium in CMP slurries are very low, stabiliza-
tion by this mechanism is not very useful. Hydration 
stabilization mechanism has provided insight on dif-
ferences in stability observed with different types of 
ions [13)]. 

2.1.4. Rheology of aqueous silica dispersions
　Viscosity of CMP slurries is an important param-
eter that influences the slurry film thickness between 
the pad and the wafer and affects the drag force due 
to three body (pad-abrasives-wafer) interactions. The 
removal rate of material in CMP can vary depending 
on the friction between the pad and the wafer. The 
coefficient of friction (COF), defined as the ratio of 
shear force to the normal force, is a good indicator of 
frictional forces that exist during polishing. A plot of 
COF versus the Sommerfeld number (So), known as 
Stribeck-Gumbel curve, is often used to determine 
the extent of wafer-slurry-pad contact [14)]. The So 
is a dimensionless grouping of CMP specific param-
eters defined according to equation 1. 

Mn++ x (≡ SiOH)←→M (≡ SiO)(n−x)+x + xH+Mn++ x (≡ SiOH)←→M (≡ SiO)(n−x)+x + xH+

Fig.3  AFM friction force measurements on silica wafer for silica slurry 
containing C10TAB and NaCl as additives (Fig.9 from [8)]; Re-
drawn with permission from Elsevier).
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 (1)

In the above equation, V is the relative velocity be-
tween the pad and the wafer, µ is viscosity of the 
slurry, P is the applied downforce divided by the ac-
tual contact area between the pad and the wafer, δ is 
the effective slurry film thickness. The contact area 
depends on the groove pattern in a polishing pad.
　As can be discerned from equation 1, So increases 
with slurry viscosity for specified values of V, P and δ. 
Since COF depends on So, variation in slurry viscos-
ity can significantly affect frictional forces between 
the wafer and the pad during polishing.
　The different modes of lubrication exhibited dur-
ing polishing are represented by the Stribeck-Gum-
bel curve as presented in Fig.4. In boundary lubrica-
tion, where abrasives, pad and wafer are in intimate 
contact, the COF is constant and independent of So. 
The lubricant film thickness between the pad and the 
wafer is approximately zero and excessive wear can 
occur in this mode of polishing. The second mode of 
lubrication is partial lubrication where partial contact 
occurs between the wafer, pad and abrasives. Under 
this condition, the slurry film thickness between the 
wafer and the pad is approximately equal to mean 
surface rougness of the pad. Finally, at large values 
of So, hydrodynamic lubrication occurs where the 
liquid film totally separates the pad and the wafer and 
the COF becomes a weak function of So. The film 
thickness, in this case, is much larger than the mean 

surface rougness of the pad.
　Assuming values of V, P and µ to be 0.5 m/s, 2 psi 
and 2 mPa-s during polishing, the effective lubricant 
film thickness, δ, is approximately 50 µm for concave 
shape of the wafer [15)]. The Sommerfeld number 
for these conditions can be computed as 0.0015. The 
Stribeck-Gumbel curve suggests the existence of 
boundary lubrication mechanism, in which case the 
COF should be constant and stable.
　Comparison of frictional characteristics of fumed 
(12.5 weight % of 110 nm particles at pH of ~ 11) and 
colloidal silica slurries (30 weight % of 50 nm particles 
at pH of ~ 10) used for oxide CMP shows that fumed 
silica slurries exhibit higher COF than colloidal silica 
slurries. As indicated in Fig.5, the average values of 
COF for fumed silica and colloidal silica slurries are 
0.3 and 0.22 respectively. Both slurries display bound-
ary lubrication, in the Sommerfeld number range of 
10-4 to 10-3.
　In a CMP process, shearing of the slurry can occur 
during various stages of polishing such as pumping, 
mixing of ingredients or sedimentation of abrasives. 
The shear rates during these processes are lower 
than 1000 s-1 and hence viscosity of slurries under 
these conditions can be easily measured using con-
ventional viscometers based on rotating concentric 
cylinders or plates. 
　Much higher shearing occurs during the actual 
polishing process when the wafer, pad and abrasives 
are in contact. The resulting shear rate between the 
wafer and the pad can be calculated by determining 

So =
V µ

Pδ
So =

V µ

Pδ
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the relative pad wafer velocity and the lubricant film 
thickness. Typical values of average relative velocity 
between the wafer and the pad range from 0.5 m/s to 
1.0 m/s. Assuming a slurry film thickness between 
35 µm and 60 µm at a downforce of 2 to 6 psi [15)], 
shear rates of 8000 s-1 to 30000 s-1 can be calculated to 
exist during actual polishing conditions. High pres-
sure capillary or slit viscometers are typically used to 
measure viscosity at such shear rates.
　Lortz et al. studied the rheology of commercially 
available colloidal and fumed silica CMP slurries con-
taining 30 % and 12.5 % abrasives respectively [16)]. 
It was found that at shear rates lower than 1000 s-1, 
the slurries behaved as Newtonian fluids with nearly 
constant viscosities of 2 mPa-s, as shown in Fig.6. 
When the shear rates were increased from 100,000 to 
1000,000 s-1, the viscosity for both slurries increased 
from approximately 2 to 10 mPa-s.
　The rheological properties of aqueous silica dis-
persions, synthesized by Stober process, have been 
investigated as a function of particle size (0.1 – 1 µm) 
at pH values of about 9 and 3 (IEP). Measurements 
were carried out for particle volume fractions of 0.05 
to 0.5 at shear rates of 0.1-1000 s-1 [17)]. The suspen-
sion, at pH value close to 9.0, behaved as newtonian 
fluid when the volume fraction of particles was equal 
to or less than 0.3. At higher volume fraction, shear 
thinning behavior was observed. These results are 
displayed in Fig.7.
　The shear thinning effect was attributed to break-
ing of agglomerates formed at higher volume frac-
tion, causing reduction in viscosity as the particles 
become free. The effect was more pronounced for 
smaller particles (0.1 µm) and at smaller shear rates 
(1-10 s-1). The viscosity for dispersions made from 
0.1 µm particles at a volume fraction of 0.45 reduced 

from about 10 mPa-s to 0.2 mPa-s with increase in 
shear rates from 1 to 1000 s-1. In the case of slurries 
made from larger paricles of 1 µm in size, similar 
increase in shear rates reduced the viscosity from 
0.05 mPa-s to 0.02 mPa-s. At a given volume fraction, 
higher viscosity observed for smaller particles was 
attributed to lower interparticle distance resulting in 
stronger inteactions between particles. Depending on 
the particle size, the viscosity of the silica suspension 
started to increase significantly at volume fraction of 
about 0.4. The transition from viscoelastic liquid like 
properties to elastic solid like behavior was observed 
at this volume fraction. 
　Mooney’s correlation, expressed in equation 2, is 
often used to obtain the relationship between relative 
viscosity (viscosity of suspension to that of suspend-
ing fluid) and particle volume fraction for silica dis-
persion [17), 18)].

 (2)

where η  and η0  are the viscosity of suspension and 
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suspending fluid respectively, α is the fitting parame-
ter, φ and φm are the particle volume fraction and 
maximum packing fraction respectively. The values 
of α and φm have been estimated to vary between 
2.78 and 4.9 and 0.7 and 0.74 respectively for colloidal 
silica dispersions.

2.2. Ceria particles and slurries
2.2.1. Synthesis of ceria
　Two most common routes for the synthesis of 
CeO2 particles are solid-state displacement and wet 
chemical precipitation [19)-21)]. In the solid-state 
displacement method, cerium salt such as cerium 
chloride or cerium carbonate in its anhydrous form is 
milled with a base such as NaOH to induce a chemi-
cal displacement reaction to form cerium (+3) hy-
droxide. This mechanochemical reaction is followed 
by calcination in air at temperatures in excess of 
500 0C. In the wet chemical precipitation method, an 
aqueous solution containing a cerium salt, typically 
cerium nitrate is hydrolyzed with a base and then 
calcined. There is at least one report in the literature 
which describes the formation of cerium (+3) hy-
droxyl carbonate by aqueous phase precipitation fol-
lowed by calcination to produce CeO2. More recently, 
vapor phase techniques have been used to synthesize 
fine ceria particles. In a technique known as Physical 
Vapor Synthesis (PVS), a solid precursor of Ce is va-
porized, reacted with a gas and cooled at a controlled 
rate to form nano particles. A modified version of 
this process known as Nano-Arc Synthesis (NAS) is 
capable of working with a wide variety of precursors 
to form nano-particles. It is claimed that the NAS pro-
cess is capable of providing in situ surface modifica-
tion to create very stable dispersions in water, which 
can be used for CMP.
　Literature values of iso-electric point (IEP) of ceria 
particles fall in the range 6 to 10.3. There is at least 
one commercial product (AdNanco Ceria) that has a 
thin carbonate coating to increase the IEP to 10 [22)].
The dependence of IEP value on synthesis method 
and calcination temperature is yet to be established. 
　The use of ceria particles in slurries for dielectric 
polishing is due to the strong chemical interaction 
between ceria and silica. In this context, a detailed 
understanding of surface chemistry of ceria and 
silica is essential. The acid-base behavior of surface 
hydroxyls in aqueous dispersions of ceria particles 
has been predicted based on multi-site complexation 
or ‘MUSIC’ model developed by Van Riemsdijk [23), 
24)]. Ceria crystallites are expected to exhibit three 
types of surface hydroxyls, monodentate, bidentate 

and tridentate, depending on site coordination. The 
estimated values of equilibrium constant for depro-
tonation reactions, corresponding to ceria surface 
sites Ce2-OH, Ce1-OH and Ce3-OH, are summarized in 
Table 2. The calculated point of zero charge (PZC) 
of ceria from these pKa values occurs at a pH of 7.9.

2.2.2. Stability of aqueous ceria dispersions
　Ceria slurries have been increasingly used for STI 
CMP as they offer better selectivity of removal rates 
between SiO2 and Si3N4 compared to slurries with 
other abrasives. However, ceria slurries have the 
major disadvantage of inducing defects on the wa-
fer surface due to agglomeration of abrasives [25)]. 
Further, ceria particles due to higher density (~ 7000 
Kg/m3) than alumina (~ 4000 Kg/m3) or silica (~ 
2000 Kg/m3) particles are prone to faster sedimenta-
tion. Thus, stabilization of ceria slurries is critical for 
its successful implementation in STI CMP.
　Ceria slurries are commonly stabilized by water 
soluble polymers such as poly methylacrylate acid 
(PMMA) and poly acrylic acid (PAA) for dielectric 
CMP [26)]. The adsorption of these polymers is be-
lieved to increase the zeta potential of ceria abrasives 
in neutral and alkaline pH range from 6 to 9 [27)]. 
This increase in the zeta potential of ceria abrasives 
is understood to be due to ionization of the polymeric 
molecules to form negatively charged macromol-
ecules with increase in pH of the solution. Kim et al. 
found that ceria slurries, containing 1 % abrasives and 
1 % PMMA, were very well dispersed in neutral and 
alkaline conditions with narrow particle size distribu-
tion from 0.01 to 1 µm [27)]. By contrast, the same 
dispersion in acidic pH condition was observed to be 
unstable with a large agglomeration of particles and 
a wide size distribution ranging from 0.02 to 100 µm. 
Lower zeta potential of ceria abrasives in acidic pH 
regions was considered to be the cause for decrease 
in the slurry stability. The IEP of ceria shifted from 
pH of 7 to 2.5 with addition of PMMA.

Table 2  Equilibrium constants for deprotonation reactions for aqueous 
dispersions of ceria particles [24]]

Deprotonation Reaction pKa Value

-Ce1-OH2
+0.5 ↔ -Ce1-OH-0.5+H+ 10.4

-Ce1-OH-0.5 ↔ -Ce1-O-1.5+H+ 24.2

-Ce2-OH2
+1 ↔ -Ce2-OH0+H+ 1.0

-Ce2-OH0 ↔ -Ce2-O-1+H+ 14.8

-Ce3-OH2
+1.5 ↔ -Ce3-OH+0.5+H+ -8.3

-Ce3-OH+0.5 ↔ -Ce3-O-0.5+H+ 5.5
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2.2.3. Rheology of aqueous ceria dispersions
　The rheological properties of aqueous ceria dis-
persions were investigated by Hsu and Nacu [28)]. 
For ceria volume fractions less than 2%, the slurries 
exhibited Newtonian behavior and at higher volume 
fractions shear-thinning behavior was observed. In 
the absence of any added electrolyte, a maximum 
in viscosity was measured at the IEP (~ 6.0) of the 
ceria particles. Interestingly, they found the IEP to 
increase with increase in NaCl concentration.
　In another study by Kim et al., the rheological 
behavior of ceria slurries with 1 % solid content was 
examined as a function of pH for shear rates between 
10 and 1000 s-1 [27)]. These slurries contained poly-
methylacrylate acid as an additive, which shifted the 
IEP of ceria particles from 7 to 2.5. In the basic and 
neutral pH regions, the slurry showed newtonian be-
havior with a constant viscosity of less than 1 mPa-s. 
In the acidic pH region, the particles were found 
to agglomerate and the viscosity dropped from 2.5 
mPa-s to 0.5 mPa-s with increase in shear rate from 
10 to 1000 s-1. The shear thinning behavior in acidic 
pH suggested breaking of agglomerated particle 
structure with increasing shear rates.

2.3. Alumina particles and slurries
2.3.1. Synthesis of alumina
　Sol-gel method is the most common method for 
synthesis of alumina particles in aqueous solution 
[29)]. In sol gel process, aluminium alkoxide is used 
as a precursor which undergoes hydrolysis reaction 
in excess water under vigorous stirring followed by 
peptization of the hydroxide to a sol and eventually 
a gel. Peptization requires that a critical concentra-
tion (0.03 to 0.1 mole of acid per mole of alkoxide) of 
certain acids (nitric acid, perchloric acid and hydro-
chloric acid) be introduced in the slurry, which must 
be maintained at 80 0C for sufficient time [30)]. The 
pyrolysis of dried gel forms alumina particles [31)]. 
Since the reactivity of aluminium alkoxide is very 
high, a chelating agent is normally used to control 
the hydrolysis rate. The sol gel route for synthesis 
of alumina provides advantages such as high surface 
area, better purity, narrow size and pore distribution, 
[32)].
　Fumed alumina is manufactured by hydrolysis of 
gas precursors such as aluminum chloride in hydro-
gen/oxygen flame at about 1800 0C [33)]. The high 
pressure gas precursor is mixed with oxygen or air 
and introduced in the reaction chamber along with a 
fuel such as methane. The water vapor that is formed 
as an intermediate reacts with vapors of AlCl3 to pro-

duces fumed alumina (Al2O3). The overall reaction 
for the formation of oxide can be represented as:

 (R3)

　Reaction R3 is exothermic and therefore super-sat-
uration of gaseous oxide occurs rapidly in the reac-
tion chamber. The oxide molecules start to condense 
into small liquid droplets after they leave the flame 
or reaction zone. The mixture of gaseous and liquid 
Al2O3 is then passed through a series of tubes or the 
coagulation zone, where temperature gradients exist 
that result in formation of primary alumina particles. 
Aggregation of primary particles occurs in the ag-
gregation zone and is controlled by temperature, con-
centration of primary particles and time spent by the 
particles in the aggregation zone. Hot steam may be 
used to remove hydrochloric acid from the surface 
of particles. The primary particles of fumed alumina 
synthesized by this process are about 13 nm with a 
specific area of 100 m2/gram. 

2.3.2. Stability of aqueous alumina dispersions
　Alumina dispersions are commonly stabilized un-
der acidic conditions for use in CMP [34), 35)]. In 
contrast to the commercially available silica slurries 
that are normally stable, alumina slurries have been 
found to require continuous stirring to maintain the 
particles in suspension [36)]. Alumina slurries are 
often stabilized by additives including amphiphilic 
polymeric surfactants such as DAPRAL (a maleic an-
hydride α-olefin copolymer) or polyacrylic acid [37), 
38)]. 
　A commercial alumina slurry for metal CMP would 
contain an oxidant such as hydrogen peroxide, ferric 
nitrate or potassium iodate. Luo et al. investigated the 
effect of Fe3+ ions and BTA, a corrosion inhibitor, on 
the stability of two weight percent alumina (0.3 µm) 
slurry [36)]. They found that at pH values less than 
2.0, ferric ion concentrations higher than 0.01 M de-
creased slurry stability. At pH values higher than 2.2, 
Fe3+ precipitated out as Fe(OH)3, which increased 
coagulation of alumina particles causing instability. In 
the case of BTA, the stability of alumina particles, at 
pH of 1.3, was affected only for BTA concentrations 
greater than 0.01 M. The settling rate of alumina par-
ticles increased by about eight times when BTA con-
centration was increased from 0.01 M to 0.1 M. The 
adsorption of BTA anion on positive alumina surface 
was concluded to be responsible for slurry instability. 

2AlCl3 + 6H2 + 3O2 −→ Al2O3 + 3H2O + 6HCl2AlCl3 + 6H2 + 3O2 −→ Al2O3 + 3H2O + 6HCl
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2.3.3.  Rheology of aqueous alumina disper-
sions

　The rheological properties of colloidal alumina (0.2 
µm) dispersions of 1-40 volume percent solid in the 
pH range 2.0 – 10.0 were studied by Wang et al. [39)]. 
Dispersions containing 20 % solids in the pH range 
from 2.0 to 6.8 behaved as Newtonian fluid whereas 
under conditions of similar concentration but higher 
pH values between 8.2 and 10.0, they exhibited pseu-
doplastic behavior. In addition, basic dispersions 
were characterized by a higher viscosity than acidic 
dispersions. The apparent viscosity in the pH range 
of 2.0 – 7.0 for particle concentration equal to or 
lower than 20 % was found to be between 10-3 and 10-2 
Pa-s. This viscosity range increased to 10-3 – 1.0 Pa-s 
for dispersions with higher pH between 7.0 and 10.0. 

2.4. Particle─film interactions in CMP
2.4.1. CeO2 particle - SiO2 film interactions
　Ceria based slurries have been used in glass pol-
ishing for many decades and are finding increased 
use in the formation of shallow trench isolation (STI) 
structures by the polishing of silicon dioxide films 
with a high selectivity over nitride. A mechanism 
commonly known as “Chemical Tooth Model” has 
been proposed to explain the interaction of ceria 
particles with silica surface during CMP [40)]. This 
model proposes that ceria particles temporarily bind 
to silica surface during polishing via condensation 
reactions of the form.

-Si-O- + -Ce-OH → -Si-O- ….Ce-OH → -Si-O-Ce- + OH-

 (R4)

During shearing actions that prevail during polishing, 
the –Si-O-Si – bonds that are bound to the surface –
Si-O-Ce- bonds are strained and removed as shown in 
R5. The net result is the removal of a certain amount 
of SiO2 film.

-Si-O-Si-O-Ce- →-Si-O....Si-O-Ce-→ -Si-O (film) 
+ -Si-O-Ce- (particle)

 (R5)

　Under slightly acidic (~ pH 4) and near neutral 
conditions, high removal (polishing) rate of silica 
films can be achieved at solid contents lower than a 
few weight percent. This is in contrast to silica slur-
ries which have to be used at much higher percent (~ 
10%) solids for providing the same rate. 
　Ceria slurries that provide very high selectivity be-
tween oxide and nitride contain additives that interact 

with nitride surface. Various amino and carboxylic 
acids have been found to be useful for improving se-
lectivity [41), 42)]. 

2.4.2. SiO2 particle - SiO2 film interactions
　The hydration of silica films as well as attack of 
Si-O bond by OH- ions play a key role in SiO2 CMP. At 
alkaline pH of about 11, even though both silica parti-
cle and silica films are characterized by negative zeta 
potential, removal rates as high as 2000 Å/min can 
be achieved. This precludes any type of interactions 
similar to those between ceria and silica. Dissolution 
and softening of silica by OH- most likely contributes 
to removal mechanism. 

2.4.3. SiO2 particle - ta film interactions
　In the case of tantalum polishing, rapid oxidation of 
tantalum films to tantalum oxide (Ta2O5) is observed. 
The binding of silica particle to Ta2O5 is similar to 
binding of ceria particles and has been postulated to 
be responsible for high removal rates. The tantalum 
removal rate is known to increases with increase in 
weight percent of silica in slurries.
　Vijayakumar et al. investigated the removal of tan-
talum in silica slurry at pH of 6.0 [43)]. Formation 
and mechanical tearing of Ti-O-Si bonds was consid-
ered as the primary removal mechanism. The Ta-O-H 
and Si-O-H react to form Ti-O-Si bonds according to 
reaction R6.

 (R6)

It was proposed that first multiple contact points are 
formed between silica particles and Ta2O5 on tanta-
lum surface. The movement of silica particles away 
from the surface causes straining and removal of 
Ta2O5 lump. 

2.5.  Large particle counts (LPC) in CMP slur-
ries

　Filtration of slurries is done to remove large defect 
generating agglomerates, commonly referred to as 
large particle counts or LPC. Scratching of films due 
to a small number of large particles present in CMP 
slurries has been recognized as a critical problem 
in CMP. Large particles can be traced to two differ-
ent sources; particle synthesis / milling procedure 
and slurry distribution loop in a fabrication plant. 
In fumed and colloidal silica slurries, particles with 
diameter of 0.5 µm or greater are considered to be 
large particles. Fumed silica slurries are more sensi-
tive to shear agglomeration compared to colloidal sil-
ica slurries. Alumina and ceria slurries, on the other 

Ta−O−H+Si−O−H−→Ta−O−Si+H2OTa−O−H+Si−O−H−→Ta−O−Si+H2O
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hand, are least sensitive to shearing conditions.
　Proper choice of slurry handling and dispense sys-
tems can reduce the formation of LPC in CMP slur-
ries. In a study by Johl et al., it was found that recir-
culation of slurries using diaphragm pump generated 
much lower LPC than that using bellows pump [44)]. 
The effect was attributed to difference in the shear-
ing action in these two pumps. Similarly, centrifugal 
pumps cause less flocculation of particles than bel-
lows type pump [45)].
　Large particles in slurries can be characterized 
using several techniques including static light scat-
tering (SLS), capillary hydrodynamic fractionation 
(CHDF), acoustic spectroscopy (AS), and single 
particle optical sensing (SPOS). Ramsen et al. ob-
tained a correlation between LPC, measured by 
SPOS method, and surface defects generated during 
dielectric polishing by CMP slurries containing 9 % 
fumed silica abrasives at pH of 3.0 [46)]. The surface 
defects were characterized by measuring the number 
of scratches on wafers using dark field optical micros-
copy. As shown in Fig.8, the scratch counts on wafer 
increased approximately linearly with fraction of LPC 
(corresponding to particles with diameters ranging 
from 0.469 to 1.887 µm) in slurries. This suggested 
that scratch formation was predominantly due to 
large particles in the slurry that get trapped between 
the wafer and the pad during polishing. A size of 0.68 
µm was estimated as the minimum particle diameter 
that contributed effectively to wafer scratching at the 
experimental polishing conditions.

2.6. Conclusions
　The synthesis route for abrasives influences the 
primary particle size, their tendency to agglomerate 

and the type of ionic contamination they introduce 
into slurries. In order to ensure slurry stability and 
minimize surface defectivity, additives such as sur-
factants or polymers can be used. However, these 
stabilizers also tend to lubricate or reduce the friction 
between wafer and abrasive particles and lower the 
material removal rate. Use of functionalized particles 
with tailored surfaces is a viable option and needs 
to be explored. The rheological behavior of slurries 
should be ideally determined at shear rates of the 
order of 30,000 s-1, which typically exists in CMP. 
Chemical interaction or binding between abrasives 
and the film followed by shearing action during pol-
ishing is critical to achieve selectivity and high mate-
rial removal rates. Control of Large Particle Counts 
in CMP slurries is important to reduce scratching of 
films during polishing. 
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1. Introduction

　It is now accepted that aerosol inhalation therapy 
is not simply the preferred route for the treatment 
of respiratory disorders1), but it may also offer sig-
nificant advantages in targeting the systemic circula-
tion1-4). The large surface area5), sluggish clearance6), 
and low proteolytic activity7) of the alveolar region 
provide for the opportunity of fast drug uptake, sec-
ond only to the intravenous route8), and (typically) 
enhanced drug bioavailability5, 9). The lungs are also 
now seen as much more resilient and robust than 
first thought1). Another advantage of oral inhalation is 
that, in contrast to oral and nasal routes, therapeutic 
biomolecules delivered to the lungs can cross into 
the systemic circulation without the need of penetra-
tion enhancers5). All these advantages have stirred a 
lot of interest in the development of novel oral inhala-
tion formulations7).
　One can, thus, ask why such potential has not been 
fully realized yet. While the pulmonary drug delivery 
technology market is no doubt large, and expected to 
grow to $9 billion by 2009, it still represents less then 
20% of the overall drug delivery market10). Perhaps 
one of the most notable challenges has been with 
respect to formulation of product development. For 

example, protein and gene delivery to the lungs hold 
great promise in the treatment of clinically important 
diseases such as cystic fibrosis11) and lung cancer12). 
However, early attempts to formulate genes in nebu-
lizers proved to be quite challenging13). Difficulties in 
translating the CFC-based pressurized metered-dose 
inhaler (pMDI) formulations (strictly small molecular 
weight molecules) to hydrofluoroalkane (HFA) pro-
pellants14), as mandated by the Montreal Protocol15), 
serves as another illustration of the hurdles in the 
development of oral inhalation formulations.
　Based in part on the typically poor performance 
of existing pMDI formulations, little work has been 
done to formulate therapeutic biomolecules in propel-
lant-based inhalers7). It is also surprising that while 
dry powder inhalers (DPIs) are expected to soon 
occupy 75% of the pulmonary drug delivery mar-
ket10), it was not until 2006 that the first DPI product 
containing a large therapeutic biomolecule (insulin) 
was launched in the market - this is not only the first 
DPI, but also the first oral inhalation formulation with 
a therapeutic biomolecule16). These problems are ex-
pected to be addressed, at least in part, by carefully 
considering the drug delivery devices and formula-
tion strategies during the pre-formulation stage of 
product development, and by improved characteriza-
tion of the physical behavior of the formulations.
　The Atomic Force Microscope (AFM) is uniquely 
suited to probe the interaction between single parti-
cles, and particle-surface interactions in both air and 
liquid, and can thus provide microscopic information 
that can help guide the design of devices, excipients 
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and novel particle technologies to develop systems 
of relevance to both DPIs and pMDIs. This contrasts 
with traditional approaches that measure disper-
sion stability and particle interactions from a bulk 
perspective as in sedimentation rate experiments17), 
centrifugal technique18), laser scattering19), and in-
verse gas chromatography (IGC)20). In this work we 
focus on the application of AFM and its related tech-
niques to systems of relevance to Hydrofluoroalkane 
(HFA)-based pMDIs. For detailed information on the 
applications of AFM for systems of interest to DPIs, 
the reader is directed to another recently published 
review21).
　In what follows (part 2 of the manuscript), we 
will briefly discuss different oral inhalation devices, 
focusing on the formulation challenges that pMDIs 
are currently facing. A description of some of the 
recently proposed alternative propellant-based in-
halation formulations is provided. This section will 
serve to demonstrate the relevance of AFM in the 
development of novel propellant-based inhalation 
formulations. The fundamentals of AFM and related 
techniques will be presented in detail in part 3. In the 
last part of this work (part 4), we review the studies 
that have focused on systems of relevance to Hy-
drofluoroalkane (HFA)-based pMDIs - mostly those 
systems where forces were measured in liquid HFAs. 
Current challenges and opportunities in the applica-
tion of AFM and its related techniques to systems of 
relevance to pMDIs are also discussed.

2.  pMDIs: The Formulation and Challenges in 
Improving their Market Share

2.1. The pMDI formulation
　A typical pMDI consists of a canister sealed with a 
metering valve, and lodged upside down in an actua-
tor, as schematically shown in Fig.1.
　The compressed liquid propellant, which consists 
of more than 98% of the formulation22), is in equilib-

rium with its vapor (under saturation pressure) in the 
canister. The system is purposely kept in equilibrium 
with its vapor phase (vs. being in a compressed liquid 
phase) so that the solvent quality and the pressure 
inside the canister remain the same from the begin-
ning to end of the formulation, thus helping maintain 
dose uniformity22). Commercial pMDI formulations 
contain small solutes either in solution (drugs dis-
solved in the propellant, usually with the help of a co-
solvent) or in suspension (micronized drug crystals 
with or without the help of other excipients)23). The 
approximately 20 HFA-based pMDIs in the market 
today are somewhat evenly distributed between solu-
tion and dispersion formulations23). The propellant 
generates a pressure of 50-80 psig inside the sealed 
unit14). Upon pressing the actuator, the propellant and 
active drug (with potentially other excipients) that 
have been previously stored in the metering chamber 
are exposed to atmospheric pressure. The propellant 
flash evaporates to form an aerosol cloud containing 
the drug (along with any other excipients), which is 
inhaled by the patient24).

2.2.  Challenges in the development of pMDI 
formulations

　The advantages and disadvantages associated with 
the different aerosol inhalation devices have been 
extensively discussed in the past22, 25, 26). Nebulizers 
require that the aqueous medication is atomized into 
fine droplets that are inhaled by patients through a 
mouthpiece or mask. The use of nebulizers is gener-
ally limited to in-house treatment since the devices 
are not portable27). pMDIs are the most widely used 
inhalation devices because they are portable, easy to 
use, and have high patient compliance. They also typ-
ically generate reproducible dosages, and the drugs 
are protected from the elements, as they remain in a 
sealed environment14). One of the major drawbacks 
of pMDIs is the substantial oropharyngeal deposition 
typically observed, which may be somewhat miti-
gated by the use of spacers28). Other considerations 
with pMDIs are the limited concentration of the deliv-
ery dosage29), and limited range of drugs that can at 
this time be formulated22). DPIs are breath-activated 
devices. Patient coordination, therefore, is not as 
important, resulting in typically better deposition in 
the deep lungs compared to pMDIs. The deposition 
efficiency of DPIs is, however, still dependent on the 
patient’s respiratory flow30). While motor-driven DPIs 
have been introduced to overcome such deficien-
cies31), the devices are costly. It is worth pointing out, 
however, that the device selection depends highly on 

Canister 

Metering Chamber

Actuator 

Propellant with drug
in suspension or solution

Aerosol 

Fig.1 Schematic diagram of a pressurized metered-dose inhaler (pMDI).
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the medical indication, patient compliance, the for-
mulation, and the characteristics of the agent being 
administered27). The ability to formulate in both DPIs 
and pMDIs is, therefore, of importance from the pa-
tient compliance and commercial stand points.
　Besides the inherent difficulties (discussed above) 
in formulating with pMDIs, the development of 
propellant-based inhalers has also been challenged 
by the phase-out of CFCs, as mandated by the Mon-
treal Protocol15). The more environmentally friendly 
and non-ozone depleting32)＊ HFA propellants, more 
specifically, 1,1,1,2-tetrafluoroethane (HFA134a) and 
1,1,1,2,3,3,3-heptafluoropropane (HFA227), are cur-
rently used in pMDIs33). In spite of the fact that the 
operation of pMDIs with HFAs is similar to those 
with CFCs, previous CFC formulations are generally 
not compatible with HFAs due to the significantly dif-
ferent solvent properties between these two classes 
of fluids15). For example, the excipients used in FDA-
approved CFC formulations have extremely low solu-
bility in HFAs8). The design of HFA-philic excipients 
is, therefore, of great relevance. However, the lack of 
fundamental understanding on the solvation forces in 
the semi-fluorinated HFAs is hindering the resolution 
of the challenges in improving existing formulations, 
and also from developing novel HFA-based pMDIs34).
　While the market share of HFA-based pMDIs by 
2009 (out of the whole inhalation delivery market) is 
estimated to be only 5%, losing ground especially to 
DPIs, this trend may be reversed if existing reformu-
lation issues can be overcome10, 22). As new technolo-
gies become available in propellant-based inhalation 
formulations, especially with therapeutics that target 
the systemic circulation and/or therapeutic biomol-
ecules, it is expected that the market share of pMDIs 
will grow within the inhalation aerosol market, and 
may also take some of the market share currently not 
being targeted by oral inhalation products.

2.3. Novel HFA-based pMDI formulations
　With the phase-out of CFC-based formulations, 
and challenges in reformulating in HFA propellants, 
research groups in academia and industry are tak-
ing the opportunity to innovate23). Ef for ts in the 
development of novel propellant-based inhalation 
formulations† can be classified with respect to the 
nature of the dispersed phase: aqueous- (emulsions/

microemulsions) and nonaqueous(solid)-based sys-
tems23, 35).
　Aqueous-based dispersions can be stabilized in the 
form of emulsions (micron size and kinetically sta-
ble)22) or microemulsions (nanometer in size - trans-
parent, and thermodynamically stable)36, 37) provided 
a suitable amphiphile is identified. Poly(lactide)- 38), 
poly(propylene oxide)-39) and fluorine-based40) non-
ionic amphiphiles have been shown to be effective 
in stabilizing reverse water-in-HFA (W/HFA) emul-
sions. The emulsion-based formulations can be 
potentially used for the local or systemic delivery of 
therapeutics to and through the lungs. W/HFA mi-
croemulsions have also been suggested as a potential 
formulation for the pulmonary delivery of therapeu-
tics (both small molecules and large biomolecules)36). 
Fluorinated ionic and non-ionic amphiphiles can form 
microemulsions of water in propellant HFA41, 42). How-
ever, the range of suitable fluorinated surfactants is 
limited due to their potential toxicity40, 43). Water-in-
HFA227 microemulsions have been recently reported 
in the presence of an ethoxylated triblock copolymer 
and ethanol36). The uptake of biomolecules and anti-
cancer therapeutics, and the aerosol characteristics 
of the corresponding formulations have been investi-
gated36). Microemulsions may serve as an alternative 
to traditional solution/dispersion-based formulations 
of high-potency systems as the active component 
remains solubilized within the core of the aggregate, 
preventing its interaction with the container walls 
and other parts of the device that may significantly 
reduce the dosage41, 42). Some results of the attempts 
associated with the formulation of aqueous emulsions 
and microemulsion in propellant HFAs are shown in 
Fig.2.
　One of the challenges in the development of such 
formulations is the fact that a large concentration of 
surfactants and cosolvents are usually required to 
stabilize the aqueous domains.36) The presence of 
such low-volatility excipients can reduce the vapor 
pressure of the aerosol mixture, thus negatively af-
fecting the efficiency of the aerosol36). A significant 
body of work from AFM-related techniques provided 
the insight for the design of amphiphiles containing 
highly HFA-philic groups, which are required for the 
formation and stabilization of such aqueous aggre-
gates34, 35). We will discuss (below) in detail how AFM 
can be used to probe solvation forces in systems of 
relevance to pMDIs.
　Traditional non-aqueous pMDI formulations are 
usually composed of pharmaceutical particles in sus-
pension or drugs in solution in a propellant HFA23). 

＊ Although HFAs are not ozone-depleting, they are green 
house gases and are also known to produce tri-fluoroace-
tic acid (TFA,s CF3COOH) in the troposphere32).

† Solution-based formulations are not being directly con-
sidered here.
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Cosolvents (notably ethanol) are generally required 
in the solution-based formulations to help solubilize 
the active pharmaceutical ingredients. There are sev-
eral limitations associated with solution formulations. 
The drug of interest must be soluble in the propel-
lant or propellant-excipient mixture, thus significantly 
restricting the range of therapeutics (certainly of bio-
molecules) that can be formulated. The presence of 
less volatile components (such as alcohol) may alter 

the aerosol performance37), and the chemical stability 
of the formulation44). In dispersion-based formula-
tions, colloidal stability of the pharmaceutical parti-
cles is key in controlling aerosol efficiency23, 35, 45) Sta-
bility of colloids in HFA propellants can be achieved 
either through the addition of stabilizing excipients45) 
or by altering the particle surface chemistry or its 
morphology46-50). There have been several studies fo-
cusing on the development of novel HFA-philic excipi-
ents capable of imparting stability to micronized drug 
dispersions in HFA propellants23, 45, 51-53). Efforts have 
also been made to modify the surface of particles. 
For example, poly(ethylene glycol) (PEG), poly(vinyl 
pyrrolidone) (PVP), and poly(vinyl acetate) (PVA) 
have been employed to coat the particles surface to 
reduce the cohesive forces47-49). Drugs have also been 
formulated as cores within polymeric shells designed 
with HFA-philic (biodegradable and biocompatible) 
moieties, which were used to reduce inter-particulate 
forces in HFA propellants46). The advantage of par-
ticle surface modification compared with surfactant-
stabilized colloids is that no / little free stabilizers 
remain in solution, thus decreasing the potentially 
toxic effects of excipients47). Challenges associated 
with the synthesis of well-balanced amphiphiles 
are also circumvented. Engineering particles with 
certain morphological architectures can also help 
enhance colloidal stability50, 54, 55). For instance, porous 
particles possess excellent stability in HFAs, as the 
propellant can penetrate inside the particles, leading 
to improved density matching of the particles with 
the propellant, and also a reduction of the van der 
Waals forces between the particles50). Particles with 
a high degree of surface roughness can also be used 
to improve physical stability of the formulation by re-
ducing the area of contact between particles56). Some 
results related to efforts in the development of novel 
(solid) suspension-based pMDI formulations are 
shown in Fig.3.
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Fig.2  Results from some attempts to develop emulsion and microemul-
sion-based pMDI formulations.  (a) Schematic diagram and digital 
images of the water-in-HFA227 emulsion formed at 30:70 v/v wa-
ter/HFA227 and 1 w/w % EO13PO30EO13; adapted from ref. [39]; 
(b) physical stability of pMDI formulations containing reverse 
aqueous microemulsions of (left) a yellow probe, and (right) 3mM 
irinotecan hydrochloride (anti-cancer drug) in HFA134a, in the 
presence of 10 % w/w ethanol, stabilized by 5.65 % w/w (21.5 mM) 
PO22EO14PO22; adapted from ref. [37]; (c) Small angle scattering 
spectra of reverse aggregates of water in HFA134a in the presence 
and absence of alcohol.  Curves as a function of the corrected wa-
ter-to-surfactant molar ratio (Wo).  The curve with highest scatter-
ing demonstrates the uptake of a model biomolecule within the 
core of the aggregate.  Reprinted from ref. [36], with permission 
from RSC Publishing.

(b)(a) (c)

Fig.3   (a) SEM micrograph of PEG-trapped salbutamol sulfate (SS) spheres prepared by emulsification diffusion; long term stability in HFA227 was 
achieved; Reprinted from ref. [47] with permission from Elsevier. (b) SEM and (Inset) Optical image of salbutamol suspension with 0.1 mM 
LA53EO22LA53 HPFP solution. Reprinted from ref. [45] with permission from American Chemical Society. (c) SEM image of core-shell particles 
with SS as the drug core and oligo(lactide)-g-chitosan as the HFA insoluble shell, (Inset) TEM image. Reprinted from ref. [46] with permission 
from Springer.  Enhanced stability in HFA227 was achieved due to the good solvation of the outermost part of the particle shell by HFA.
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　Knowledge of the influence of the modification of 
the chemistry of the particle surface, or the particle 
morphology, or the presence of excipients af fect 
particle cohesive/ adhesive interactions have contrib-
uted significantly to the development of novel excipi-
ents and particle engineering technologies relevant 
to pMDI formulations, some of which were discussed 
above. The applicability of AFM to the measurement 
of forces between particles and particle-surface forc-
es of relevance to pMDIs will be discussed in detail 
below. First, however, it is necessary to understand 
the basics of AFM hardware, related theory and 
AFM-derived techniques.

3. The AFM and Related Techniques

3.1. The AFM and its hardware
　The AFM was invented in the mid 80’s57). It was 
a welcome addition to the family of scanning probe 
techniques as previous microscopes could not image 
the topography of non-conductive samples. With the 
resolution of nanometers (nm) or higher (lateral of 
order of 10 nm and vertical as high as 1 Å), and force 
sensitivity as low as 10-12 N (1 pN)58), the AFM has 
key components of (i) a cantilever, usually made of 
Si or Si3N4, which can be integrated with a pyramidal 
sharp tip with radii of 5～50 nm; (ii) a piezoelectric 
scanner, which controls the movement of the AFM 
tip or sample precisely in the x, y and z directions; 
and (iii) a photo diode sensor, which is used to detect 
the laser reflected from the backside of the cantilever 
(gold plated to enhance the reflection of the laser). 
A schematic diagram of the main components of an 
AFM is shown in Fig.4. There are many variants to 

this scheme. The reader is directed to earlier reviews 
for more detail on this topic.59-62)

3.2. Imaging with AFM
　There are two basic types of operation modes for 
AFM imaging: contact mode and tapping mode60). In 
the contact mode regime, the system is connected, 
via a feedback loop, to a piezo motor, which controls 
the position of either the sample or AFM tip. The 
force between the tip and the sample surface is usu-
ally kept repulsive and constant during scanning so 
that any changes in the surface topography will cause 
a deflection on the cantilever62). This deflection is 
detected by the photodiode signal via the reflected la-
ser, thus leading to an adjustment in the height of the 
piezo-electric scanner to compensate for the deflec-
tion. The force is, thus, maintained at the set point. 
Based on the force measurements, a topographic 
image of the surface is generated63). Tapping mode 
is the other commonly used imaging mode60). In this 
case, the cantilever is oscillated at or close to its reso-
nant frequency. Since the cantilever is oscillating and 
tapping on the sample surface, it contacts the sample 
in a very short time scale so that the lateral forces 
applied to the cantilever during scanning are reduced 
significantly. Tapping mode is especially suited for 
soft surfaces60). AFM imaging is an important tech-
nique in the pharmaceutical industry59). The applica-
bility of AFM imaging to pMDI related formulations 
includes the investigation of the effect of propellant 
on the aerosol canister lining64), roughness measure-
ments for drug crystal substrates20), and determina-
tion of contact radii for colloidal AFM probes65). AFM 
can also be used to evaluate fluid viscosity according 
to the resonant frequency shift of the cantilever when 
immersed in a medium66). This may be an attractive 
way to determine the effect of more expensive excipi-
ents on the viscosity of systems relevant to pMDIs.

3.3. Force measurements with AFM
　AFM is not only capable of generating images with 
high resolution60), but also (and perhaps most impor-
tantly) to directly probe forces between surfaces59, 62). 
There have been several excellent reviews on the 
principles and applications of force measurements 
by AFM59, 62), and the reader is directed to those ref-
erences for more details on the technique. Here we 
provide the minimum amount of information on the 
basics of force measurements by AFM, which are re-
quired to appreciate the discussion that follow on sol-
vation forces in HFAs, and colloid stability in pMDI-
related systems.

Fig.4  Schematic diagram of the main components of an AFM.  Adapted 
from ref. [60].
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　A typical force-distance AFM curve with the com-
plete approach-retract cycle is shown in Fig.5. At 
large separation distances (1) there is no detectable 
force between tip and substrate, so that the AFM can-
tilever is not deflected; the difference between the 
approach and retract cycles in this region is usually 
caused by the hydrodynamic drag due to the pres-
ence of the medium59); (2) as the tip approaches the 
substrate, it jumps into contact due to Van der Waals 
(VDW) attractive forces; (3) after the contact, a linear 
cantilever deflection is observed as the tip moves 
further into contact with the substrate; (4) when the 
cantilever deflection reaches the force set point, the 
tip starts retracting from the substrate; in this contact 
regime, the discrepancy between approach and re-
tract line is originated from the plastic or viscoelastic 
deformation of the sample; (5) the force needed to 
pull the tip off from contact with the substrate as the 
tip retracts from the substrate is defined as the force 
of adhesion (Fad)‡ between the tip and substrate. Fad 
is determined from the normal displacement (∆z) and 
spring constant (k) of the cantilever (Fad = k･∆z)59).
　There are two types of modifications to a typical 
AFM force measurement (modifications to the tip 
and/or substrate) that can be extremely valuable in 
the studies of colloid stability and surface science, 
namely: chemical force microscopy (CFM)61), and 
colloidal probe microscopy (CPM)59).

3.3.1.  The chemical force microscopy (CFM) 
technique

　CFM is an area of great interest as it can be 
utilized to probe forces in a variety of systems of 
relevance in engineering and science61, 67). Several 
excellent reviews have been published on CFM, and 
the reader is directed to those for more details on 

the technique59, 61, 62, 67). To perform CFM, a sample 
surface and AFM tip are both chemically modified 
with functionalities of interest61). The functionalities 
typically have terminal groups with some specific 
chemistry, and points of attachment to the substrate - 
either silanes or thiols. The functionalities can be de-
posited by self-assembly (vapor phase or solution)34). 
CFM can in principle be used to measure molecular 
interactions ranging from weak van der Waals (VDW) 
(< 10-12 N) to strong covalent bonds (10-7 N)59, 62). A 
schematic diagram of a chemically modified tip and 
substrate for a CFM experiment is shown in Fig.6.
　Thiols with appropriate alkyl chain lengths have 
been shown to form compact monolayers when 
deposited onto solid substrates68). The reliability in 
depositing thiols may prove valuable, as microscopic 
information on the monolayer is often required to 
interpret the CFM results59). Under appropriate cir-
cumstances, compact silane monolayers can be also 
formed68, 69). This is relevant because it may circum-
vent the need to generate (the sometimes cumber-
some step) smooth gold layers on both the substrate 
and the AFM tip, which are required for the deposi-
tion of thiols70). The use of silanes also simplifies 
the functionalization of colloidal probes61). That flex-
ibility may prove valuable as higher sensitivity may 
be achieved compared to the modification of the tip 
alone. Colloidal probes also provide the opportunity 
to determine the geometry of the interacting sur-
faces more quantitatively34).
　Typical force curves as those shown in Fig.5 are 
also observed in CFM experiments with small mole-

‡ Loosely called adhesion; can represent either cohesive 
or adhesive forces.
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Fig.5   Schematic diagram of a typical AFM force-curve.

Fig.6   Schematic diagram of a CFM probe and substrate modified with a 
monolayer containing terminal groups having a particular chemis-
try, in a solvent environment.
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cules62). The complexity of the force curves increases 
significantly, however, for systems involving polymers 
and/or those with specific interactions (e.g. ligand-
receptor)59). One of the key pieces of information that 
can be extracted from CFM experiments is contained 
in the Fad obtained in the retract stage of the force 
curve measurement62). Different types of interactions 
can be studied quantitatively by varying the moieties 
attached to the AFM tips, including the solvent me-
dium effects61, 67). The solvent environment plays a 
crucial role in the force measurements59, 61). When 
the solvent is chemically similar to the functional 
groups on the tip and sample, the force required to 
pull the tip off the sample is expected to be small as 
the enthalpic penalty for breaking the contact (creat-
ing the functionalized tip-medium and functionalized 
substrate-medium interfaces) is small. On the other 
hand, the incompatibility of the solvent with the func-
tional groups on the tip and sample would render a 
large Fad.59)

　CFM can serve, therefore, to understand solvation 
forces, and thus to identify/design/screen chemis-
tries that could have enhanced solubility and capable 
of working as stabilizers of drug dispersions35). Some 
of the limitations associated with the CFM technique 
include the fact that some chemistries of interest 
may not be commercially available in the form of a 
silane or thiol, thus requiring the synthesis of those 
moieties - which may not be trivial. In certain circum-
stances, degradation of the monolayers may occur59). 
Because the region of contact between the AFM 
probe and the substrate may not be probed directly, 
reproducibility in the experiments (in many indepen-
dent repeats) is thus key to CFM61, 62).

3.3.1.1.  Single molecule (pair) force from CFM
　CFM results are typically normalized by the radius 
of curvature of the AFM tip (R) to allow for com-
parison between dif ferent systems61). While such 
information is quantitative, and generally sufficient 
to understand trends in solvation forces62), theories 
describing elastic deformation that exists during the 
contact between sample and substrate may be em-
ployed to further normalize the Fad

59), and can thus 
be used to corroborate experimental findings or in 
tandem with theoretical studies59).
　The Fad of an elastically deformed tip and substrate 
can be described by the Johnson-Kendall-Roberts 
(JKR)59) or the Derjaguin-Muller-Toporov (DMT)62) 
model, as shown in the equations grouped in Fig.7.
　The difference between these two models is that 
the JKR model considers the interaction only within 

the contact region while DMT model assumes that 
adhesion forces are originated from interaction out-
side the contact region59, 65, 71). The area of contact 
between tip and substrate (as the contact ruptures 
during the retraction stage of the CFM) is given by 
equation (f) shown in Fig.7. One of the challenges 
related to the evaluation of single molecule (pair) 
force from CFM is to find out the area per molecule 

Fig.7  (a)  DMT Model for Fad, where R is the radius of curvature of the 
AFM tip.  Wtms is the work per unit area required to separate the 
modified tip and substrate in the solvent medium. (b) JKR Model 
for Fad. (c) This equation may be used to select which model is more 
appropriate (DMT, JKR), where z0 is the equilibrium size of the at-
oms at contact.  E* equals to 3K/4, K is the reduced elastic modulus 
shown in equation (g). JKR is suggested if φ0 exceeds 0.3, other-
wise DMT model should be employed71). (d) Wtms is given by the 
interfacial energy, where γtm and γsm are interfacial free energy 
of the tip and substrate with the medium respectively, γts is the 
interfacial free energy between the tip and substrate.  For the same 
functional groups on the surface of the tip and substrate, γts is zero, 
and Wtms = 2 γtm = 2 γsm.59 (e) Young’s equation from which γsm 

and γtm can be calculated, where γs and γm are the surface free 
energy of substrate and medium respectively and θ is the contact 
angle of the medium on the substrate.  Note that according to the 
equations given above, Fad can be estimated from θ measurements, 
provided θ  is large enough. (f) Contact radius a according to the 
JKR Model, where K is the reduced elastic modulus for the tip-
substrate combination and given by equation (g), ν is the Poisson 
ratio, and E is the Young’s modulus. The number of contact groups 
n at rupture can be determined as shown in equation (h), where A 
is the area per molecule. (i) Fad can be further normalized to single 
molecule (pair) force Fs.
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(A) on the highly curved AFM tip - less of an issue on 
the flat substrate, necessary to find ‘n’ see Fig.7(h). 
There is also some potential variability in the value 
selected for the Young’s modulus and Poisson ratio 
of the modified AFM tip59). Moreover, both DMT 
and JKR models are just theoretical approximations. 
Therefore, a combination of repeated experiments, 
dif ferent approaches to surface modification, and 
corroboration with theoretical results all should help 
improve confidence on CFM results.

3.3.2.  The colloidal probe microscopy (CPM) 
technique

　The principle of operation of CPM is very similar 
to CFM59). Instead of measuring interaction forces be-
tween functional groups, however, the adhesive/co-
hesive interactions between a single particle attached 
to an AFM tip with another particle or a planar sub-
strate are evaluated. A schematic diagram and real 
(optical and SEM) images of the tip and substrate as-
sembly for a CPM experiment are shown in Fig.8.
　The single particle is usually glued to an AFM tip 
using epoxy resin or another adhesive59). CPM can 
be used to understand the forces between particles, 
or particles with surfaces, which dominate the col-
loidal behavior of a variety of materials and processes 
of technological relevance59). When retracting the tip 
from the substrate, the total force (Fad) required to 
detach the colloidal probe from sample surface is a 
sum of components, which depend on the conditions 
of the medium (air/solvent; polar/nonpolar) and the 
nature of the particle and substrate59). The lowest 
common denominator (forces that are always pres-
ent) are the van der Waals forces (Fvdw). When Fvdw 
dominates Fad, as it is expected in most systems of 
relevance to pMDIs, then Fad can be used to estimate 

the Hamaker constant of drugs of interest59). This will 
be the topic of a section to be presented later on the 
manuscript.
　Fad from CPM has been successfully used to under-
stand the effect of the solvent medium and excipients 
on the stability of colloidal dispersions59), including 
those of relevance to pMDI formulations45, 51, 72). A low 
Fad correlates with reduced inter-particulate forces 
(and thus enhanced physical stability), and vice 
versa. The variation of Fad is dependent on the rough-
ness of substrate surface. Fad histograms generally 
have a Gaussian distribution of forces for smooth 
substrates20, 73). The size of the particles are typically 
not important. Even for large particles, gravitational 
forces can be usually neglected during CPM mea-
surements - the gravitational forces on a 50 μm par-
ticle is～1 pN21).
　The magnitude of the force obtained from CPM is 
highly dependent on the contact area, whose precise 
determination is especially difficult in systems where 
the probe is a micronized crystal, as it is typically the 
case in pMDI formualtions45, 51). Hence, normaliza-
tion of forces with respect to the contact area and 
the subsequent comparison for dif ferent types of 
probes in the case of CPM is a much harder proposi-
tion when compared to CFM59). Despite availability 
of established methodologies in the literature, as for 
example contact area deconvolution by a tip charac-
terization grating substrate65) and AFM imaging of 
lithography indentation74), it is still very challenging 
and demanding to precisely determine the contact 
area and geometry of an irregular drug crystal at-
tached to an AFM tip20, 65). This limitation may re-
strict comparison of data collected between different 
groups, and even within the same group, when using 
dif ferent probes20). While careful experimentation 
using a single tip (and then repeated experiments to 
confirm trends) may be used to screen excipients, 
the comparison between different particle prepara-
tion methodologies, for example, is restricted if a pre-
cise contact is not known20). Readers are directed to 
ref. [59] (review article) for more details on the CPM 
technique.

3.4. The measurement medium
　The magnitude of the forces between surfaces 
(such as those measured by AFM) is highly depen-
dent on the measurement medium59, 61, 62). DPIs are 
composed of par ticles that come in contact with 
(humid) air upon device actuation26). AFM experi-
ments for DPI-related systems are, therefore, usually 
conducted in air75, 76), and preferably with rigorous 

Fig.8   (a) Schematic diagram of the elements in CPM microscopy in a 
liquid solvent; (b) SEM micrograph of a CPM probe. Reprinted 
from ref. [47] with permission from Elsevier; (c) Optical micro-
graph of the modified AFM cantilever and the smooth single crys-
tal during an Fad measurement in HPFP. Reprinted from ref. [45] 
with permission from American Chemical Society.
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control of the humidity77), as capillary forces (due 
to the presence of water in the environment) domi-
nate particle-particle interaction21, 76). On the other 
hand, the drugs in pMDIs are either solubilized or 
dispersed in the propellant23). Therefore, force mea-
surements for pMDI-related formulations are typi-
cally performed in liquid.§ However, due to the low 
boiling point of HFA227 (246.88 K)15) and HFA134a 
(256.65 K)15), the HFA propellants are in the gaseous 
state under ambient conditions. HFA propellants can-
not, therefore, be used directly as the force measure-
ment medium in existing commercial AFM systems. 
Model propellants, which are liquid at ambient condi-
tions and are suitable for use in conventional AFMs, 
have, therefore, been proposed78). The model solvent 
should have a molecular structure and physico-
chemical properties similar to the propellant HFAs. 
Because of its physicochemical properties, the hy-
drofluoroalkane 2H,3H-perfluoropentane (HPFP)＊＊ 
has emerged as the model liquid propellant of choice. 
Some of the properties of HPFP more closely re-
semble those of HFA134a such as dipole moment 
and dielectric constant, while others more closely 
match those of HFA227, such as molecular size and 
boiling point78). While the literature is still somewhat 
limited in terms of directly probing the ability of 
HPFP to mimic propellant HFAs78), at least in terms 
of the physical stability of dispersion formulations, 
the results in HPFP seem to better correlate to those 
in HFA22778). Our group has recently demonstrated 
that the magnitude of the enthalpic interactions 
(dispersion+electrostatic) between propellant HFAs 
and polar fragments increased significantly on go-
ing from HFA134a to HFA227 due to the acidity of H 
and the larger size of the HFA227 molecule79). In this 
aspect, we would expect HPFP to be a closer match 
to HFA227. Currently, the measurement medium of 
AFM is limited to air or liquid, and there is still no 
AFM available in the market that has accommodated 
a high-pressure environment. Although HPFP is 
widely accepted as being similar to HFAs, and it is 
commonly used as an alternative propellant for HFAs 
(not only for AFM experiments)78), these solvents 
have different physicochemical properties. Caution is 

thus suggested when extrapolating the results from 
AFM to propellant-based formulations.

4.  The AFM and the Development of Propellant-
based Inhalation Formulations

　Force measurements by AFM have been widely 
used in the development of novel inhalation formula-
tions, especially for DPIs21), and more recently for 
systems of relevance to pMDIs23). DPI formulations 
usually contain micronized drug particles by them-
selves or drug particles mixed with a larger particle 
carrier (e.g. lactose particles) that work as a flowing 
agent26, 80). CPM is especially suited to assess the ad-
hesive/cohesive balance between the drug and carri-
er particles, which affects the blending and efficiency 
of the aerosol generated21). AFM is also of great rel-
evance in the design of alternative propellant-based 
pMDI formulations23). CFM can be used to screen po-
tential candidate chemistries with enhanced solubility 
and ability to stabilize dispersions in HFAs34, 35). CPM 
is also well-suited for the development of suspension-
based pMDI formulations, which account for approxi-
mately 50% of currently marketed pMDIs23, 45). The ef-
fects of the solvent environment and additives, such 
as cosolvents and amphiphiles, on traditional disper-
sion formulations can be investigated by CPM45. A re-
view†† of all AFM, CFM and CPM work reported to 
date on pMDI-related systems is discussed below. A 
summary of the studies is given in Table 1. We also 
address other measurements that can be made with 
the AFM and that are of potential interest to pMDIs 
such as determination of particle density81, 82) and Ha-
maker constant59, 83).

4.1 Solvation forces by CFM
　Understanding solvation in hydrofluoroalkane pro-
pellants is of great importance for the development 
of novel pMDI formulations. Steric stabilization is 
the predominant mechanism for imparting stability 
to colloidal particles in low dielectric media such as 
HFA propellants84). The ability of the propellant in 
solvating the stabilizing moieties govern particle-
particle interaction35, 45). When two colloidal particles 
approach each other, the stabilizing tails on the par-
ticles’ surfaces may interpenetrate. If the medium is a 
good solvent for the stabilizing moiety, the interpen-
etration is thermodynamically disfavored, leading to 
stable colloidal suspensions84).
　CFM studies are relevant not only in the context 
of the traditional solution and dispersion pMDI for-
mulations, which generally require surfactants as 

§ Some initial force measurements related to pMDI formu-
lations were conducted in air75).

＊＊ Vendors for HPFP include Synquest Labs, Inc; TMC In-
dustries, Inc; Apollo Scientific, Inc; and Dupont.

†† An exhaustive search was performed on SciFinder®. 
Works published by April 2008 (which was the deadline 
for submission of this manuscript) have been included in 
this review.
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Table 1 A summary of the literature work (journal articles) on AFM, CFM and CPM related to pMDI formulations

AFM AFM probe Substrate Excipient Medium Purpose Year

Imaging

a silicon  tapping-
mode tip

Epoxy-coated
aluminum

None Air Characterization of the properties 
of the wall lining after exposure to 
propellants, up to 40 ℃

199764

Silicon  tapping-
mode tip

SS, BUD and FF 
crystal

None Air Determination of drug crystal 
roughness

200520

Silicon  tapping-
mode tip

Aluminum 
coated with 
various 
materials

None Air Determination of canister surface 
roughness coated with various 
materials

200673

CFM AFM probe Substrate Excipient Medium Purpose Year

Solvation
forces

bSilane-modified 
AFM tip

Silane-modified 
substrate

None HPFP Investigation of HFA-philicity of 
hydrogenated and fluorinated 
moieties

200734

Silane-modified 
AFM tip

Silane-modified 
substrate

None HPFP Investigation of HFA-philicity of an 
ester-based moiety

200785

Silane-modified 
AFM tip

Silane-modified 
substrate

None HPFP Investigation of HFA-philicity of an 
ether-based moiety

200735

CPM Drug probe Substrate Excipient Medium Purpose Year

Design of
pMDI

hardware

cSingle 
micronized 
Salbutamol 
sulfate (SS) 
particle

Borosilicate 
glass, 
aluminum, 
PTFE-coated 
aluminum

None HPFP Evaluation of forces between a 
single SS particle with different 
pMDI canister materials

200372

Formoterol 
fumarate (FF) 
particle cluster

Aluminum
PEG, PVP 
and FF coated 
aluminum

PEG, PVP HPFP Evaluation of the effect of excipients 
on the interaction between drug 
particles and canister wall

200490

Single 
micronized SS, 
budesonide 
(BUD) and FF 
particles

Aluminum 
coated with 
various 
materials

None HPFP Evaluation of the interaction of 
various drugs with a series of pMDI 
canister lining materials

200673

Formulation
design
without

excipients

Single 
micronized SS 
particles

Pyrolytic 
graphite

None HPFP d Determination of the effect of 
particle geometry on forces

200365

Single 
micronized SS, 
BUD and FF 
particles 

SS, BUD and FF 
crystals

None HPFP Determination of cohesive/adhesive 
balance for various drugs in 
excipient-free medium

200520, 89

Excipient
Design

Single 
micronized (SS)

SS crystal PEG, PVP HPFP Investigation of the effect of 
polymeric excipients on inter-
particulate forces for SS

200751

Single 
micronized 
Salbutamol base 
(SB)

SB crystal Ethanol,
PLA-PEG-PLA,
Oleic acid,
Pluronic® 
surfactant

HPFP Evaluation of the effect of various 
excipients on the inter-particulate 
forces for SB

200745

Particle
Surface

Engineering

Single SS 
sphere,
Single PEG-
coated SS 
sphere

SS spheres,
PEG-coated SS 
spheres

PEG 300 HPFP Evaluation of effect of PEG-coating 
on inter-particulates forces

200847

Single SS core-
shell particle,
Single BSA 
core-shell 
particle

SS core-shell 
particles,
BSA core-shell 
particles

Oligo(lactide)-
grafted-
chitosan

HPFP Evaluation of the effect of an HFA-
philic shell on the inter-particle 
forces for both small drug solutes 
and biomolecules

200846

a first AFM; b First CFM; and c first CPM study involving a system of relevance to pMDIs.  d the geometrical profile of the drug probe (and 
area of contact) was evaluated, and the work of cohesion quantitatively determined by CPM.
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excipients, but also for the development of novel 
HFA-based formulations that can be potentially used 
for the delivery of drugs (small molecule and large 
therapeutic biomolecules) to and through the lungs, 
such as reverse aqueous microemulsions and emul-
sions in HFAs, and other particle-based approaches 
that require the presence of well-solvated stabilizing 
moieties23).
　Our group has utilized CFM to evaluate the forces 
of interaction between a chemically modified AFM 
tip and substrate in HPFP34, 35, 85). The tip and sub-
strate were modified by silane chemistry, using both 
solution and vapor phase approaches34, 35, 85). Contact 
angle measurements and extensive force measure-
ments were conducted to confirm quality of the silane 
monolayer at each step during the surface modifica-
tion procedure34). Several dif ferent types of chem-
istries were investigated, including a methyl-based 
(CH) moiety (octyltrichlorosilane, CH3(CH2)7SiCl3), 
and a more polar ether- (COC) (3-methoxyprop-
yltrimethoxysilane, CH3O(CH2)3Si(OCH3)3) and 
ester- (C(O)OC) (2-acetoxyethyltrichlorosilane, 
CH3COO(CH2)2SiCl3) terminated silanes34, 35, 85). The 
CH moiety represents the tails of surfactants in FDA-
approved pMDI formulations, which have low solu-
bility in HFAs33). It thus represents the baseline moi-
ety. COC and C(O)OC contain polar sites that may 
provide for an opportunity for enhanced interactions 
with the propellant HFAs.
　The CFM results, plotted as the normalized adhe-
sion forced Fad / R (where R is the radius of curvature 
of the AFM tip) are shown in Fig.9. For a methyl-
modified tip and substrate in HPFP Fad / R was found 
to be 68.2 mN･m-1.34) The Fad / R for the ether and 
ester-based moieties is 24.8 and 4.8 mN･m-1, respec-
tively. A lower Fad indicates a smaller enthalpic pen-
alty for creating an interface between the chemical 
groups of interest (on the tip and substrate) and the 
liquid HFA; i.e., the ester-based moiety is the most 
HFA-philic, followed by the ether group. The moiety 
that is least solvated, as expected, is the CH. Such fa-
vorable enthalpic interactions between HFA and the 
ester and (to a less extend) ether groups is important 
for the development of novel pMDI formulations as 
those moieties are biodegradable and biocompatible, 
and have been used as excipients in several (other 
routes) formulations45, 48, 49, 51). It is worth mentioning, 
however, that the solvation of the ester-based moiety 
is still far away from ideal; i.e., there is still room for 
improvement in terms of an optimal candidate chem-
istry. The ideal solvation is represented by Fad / R～
0 mN･m-1, as is the adhesive force of methyl-based 

modified tip and substrate in an alkane (iso-octane) 
solvent34).
　We have also evaluated the Fad of a fluorinated moi-
ety (CF) (1H,1H,2H,2H-perfluorooctyltrichlorosilane, 
CF3(CF2)5CH2CH2SiCl3) in HPFP. The Fad / R of 6.4 
mN･m-1 was comparable to that observed for the 
ester group34), indicating that the fluorinated moiety 
can be solvated very well by HPFP. The application 
of fluorinated tail in pMDI formulations is limited ow-
ing to its potential toxicity40, 43). However, it is a good 
model system as there is detailed information on the 
nature and characteristics of fluorinated self-assem-
bled monolayers69, 86, 87) - and for methyl-based silanes 
as well, thus allowing a direct comparison between 
those two systems. Using the JKR theory, the Fad was 
further normalized for the CF and CH systems in 
HPFP down to the single molecule (pair) force (Fs). 
Fs for the fluorinated tail in HPFP was found to be 
86 pN, which is significantly less than that observed 
between a pair of equivalent methyl-based molecules 
(156 pN)34).
　The discussion above illustrates how Fad results 
from CFM can provide an absolute scale for HFA-phi-
licity, and are thus of great relevance for the rational 
design of HFA-philes that can be utilized in both tra-
ditional pMDIs and also in the development of novel 
pMDI formulations as will be demonstrated below. 
Such scale has been successfully utilized to identify 
and develop novel amphiphiles capable of forming 
stable reverse aggregates of water in HFA36, 37), and to 
aid in the stabilization of solid-based dispersion in the 
form of traditional dispersion formulations45, 85) and 

Fig.9   Normalized Fad with respect to the radius (R) of the AFM tip.  
Candidate chemistries (CH, COC and C(O)OC) in HPFP and iso-
octane.
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novel particle engineering technologies46, 47). It is also 
worth pointing out that the CFM results discussed 
above have been corroborated and complemented 
by computational studies where the binding energy 
between the HFA propellants and fragments repre-
senting the chemistries above have been determined 
by ab intio calculations34, 35, 85). The limitation associ-
ated with single molecule force calculation is that it 
is hard to obtain precise parameters regarding the 
properties of the silane monolayer, such as Poisson 
ratio, modulus and the area per molecule.

4.2.  CPM in the development of pMDI formula-
tions

　There have been several studies that have high-
lighted the applicability of CPM to the dif ferent 
aspects of the formulation in pMDIs, from the hard-
ware design, to the screening of new excipients, to 
the development of novel particle engineering ap-
proaches.

4.2.1. CPM and the pMDI hardware design
　pMDI containers are generally manufactured with 
glass or aluminum, with or without an inert organic 
coating14). The interaction between drug particles 
and the walls of pMDI canisters should be taken into 
account in the pre-formulation stage of formulation 
development72). The adhesive forces between drug 
particles and the internal walls give rise to irrevers-
ible adsorption of the particles, thus leading to the 
so-called “wall loss”72), and a subsequent reduction 
(and/or non-reproducibility) in the emitted dose73). 
Such losses can be detrimental to the aerosol perfor-
mance of pMDIs, especially for those formulations 
with low drug dosages, as it is the case for high po-
tency drugs, as the total surface area of drug may be 
less than that of the canister walls72). It is also impor-
tant to observe that the internal coating of the canis-
ter should be chemically stable to the propellant-ex-
cipient mixture during the shelf life of the pMDI, so 
that no undesirable chemicals are extracted64). This 
(and the stability of the coating) may be a challenge 
in certain HFA-based pMDIs, where ethanol is typi-
cally a required excipient33). The adsorption of drugs 
onto valve gaskets and plastic valves has also been 
reported88), and should thus be considered during 
pre-formulation as well. Several AFM studies have 
addressed the adhesive forces between therapeutics 
of interest in pMDI formulations and the walls of 
pMDI canisters72, 73), and also the stability of the lin-
ing of canisters in the presence of propellant HFAs64). 
Those studies are reviewed next.

　The first application of AFM in the formulation of 
pMDIs was in 1997, with a study on the compatibility 
of an epoxy lining (of aluminum cans) with propellant 
HFAs (HFA134a and HFA227)64). The effect of the 
propellants on the chemical stability of the lining was 
assessed by measuring the topography of the coat-
ing after exposure to HFAs at different temperatures 
(0 to 40 ℃) by contact mode AFM64). The results 
showed that the surface roughness of the lining was 
affected by the storage temperature and propellant 
type. At higher temperatures, the ‘jaggedness’ of the 
coating decreased, thus decreasing the sites for drug 
nucleation64). At the same time, it was demonstrated 
that alternative techniques, including contact angle, 
SEM and reflection-absorption FTIR, were not able to 
identify any changes in the morphology of the coat-
ing. These results illustrate the uniqueness of the 
AFM in the study of the compatibility of the coating 
in the presence of propellant HFAs.
　CPM studies have been per formed to directly 
probe the adhesive interactions between drugs 
and the walls of pMDI containers, which was previ-
ously possible only by indirect measurements72). 
The adhesion of salbutamol sulfate (SS, a shor t 
acting β2-agonists) and various pMDI canister ma-
terials including borosilicate glass, aluminum, and 
poly(tetrafluoroethylene) (PTFE) coated aluminum 
was measured72). A single micronized SS particle was 
mounted onto the AFM tip using an epoxy resin. The 
force measurements were conducted in the model 
propellant HPFP. The separation energy was deter-
mined by integration of the area under the force-dis-
tance curve. The surface topography of each material 
was also measured with tapping mode AFM in air72). 
The force-distance curves and the AFM images are 
shown in Fig.10.
　The CPM results showed that glass has the high-
est separation energy with SS particles, followed by 
aluminum, and PTFE coated aluminum, suggesting 
that low surface-energy PTFE is the best canister 
coating72). It is important to note here that the rough-
ness of the materials in question is significantly 
different from each other, as indicated by the AFM 
micrographs. This is important as a smooth substrate 
is typically desired so that the contact area between 
probe and substrate remains approximately constant 
in all measurements (for the same colloidal probe 
tip), thus allowing the results for different substrates 
to be directly compared72).
　More recently, a similar CPM study from the same 
group extended the range of drugs and surface mate-
rials73). More importantly, they developed a combined 
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AFM/surface component approach (SCA) to study 
the nature of the drug-substrate interaction. The 
study helps to partially address one serious short-
coming of the CPM technique, which is the fact that 
the contact area between probe and substrate is typi-
cally unknown, thus preventing normalization of the 
force, and consequently preventing the results from 
different probes from being compared directly. The 
SCA allows one to estimate the interaction energy 
between drug and substrate indirectly, by using the 
surface tension components of both substrate and 
drug to determine the work of adhesion73). Because 
the work of adhesion is directly proportional to the 
adhesive force as measured by CPM via DMT or 
JKR theories - see Fig.6, a theory that describes well 
the cohesive forces is expected to correlate with the 
CPM results.
　The adhesion of micronized SS, budesonide (BUD) 
and formoterol fumarate (FF) to various canister ma-
terials including aluminum, anodize aluminum and 
aluminum coated with perfluoroalkoxy, fluorinated 
ethylene propylene-polyether sulphone and PTFE 
was investigated73). The separation energy between 
each drug and various substrates was evaluated by 
CPM. The CPM results indicate that anodized alumi-
num has the highest adhesive force with SS, while 
PTFE has the lowest. The results had excellent cor-
relation with the SCA only when the polar surface 
tension components of the substrate and drug par-
ticles were used, thus highlighting the relevance of 
polar forces on the (attractive) adhesive interactions 
between drug and substrate. Here again it is worth 
mentioning that differences in the roughness of the 
substrates exist. The authors point out, however, that 
they do not expect those to impact significantly the 
observed trends, as roughness less than 100 nm have 
been shown not to impact the interaction energy val-
ues73). Another important aspect of the work is that 
the surface tension of HPFP was assumed to be all 

dispersive, while HPFP is known to have a significant 
dipole moment78).
　For completeness, it is worth mentioning yet an-
other CPM work where the adhesive interactions 
between SS and glass and PTFE (model coating for 
aluminum canisters) have been studied75). However, 
the CPM experiments in that work were performed 
in air, and are thus of little relevance to pMDIs.
　Due to the challenges in the reformulation of 
pMDIs with HFAs, ethanol is generally used in the 
formulations to help solubilize excipients or active 
pharmaceutical ingredients33). The presence of etha-
nol may affect the physical and/or chemical stability 
of the canister lining and/or the interaction between 
the drug particles and the canister wall. CPM is 
uniquely suited to address those issues, and can thus 
be used to guide the design of pMDI hardware, in-
cluding the valve stem, metering chamber, actuator 
orifice, and the effect of different excipients on drug-
surface interactions. The studies above also indicate 
that AFM imaging may at times be the only tool (sen-
sitive enough) to capture changes in the morphology 
of the lining in contact with the propellant-excipient 
mixtures. It may prove to be, therefore, an important 
characterization tool to investigate the effect of etha-
nol and new excipients as they are introduced in the 
market.
　Perhaps one of the biggest challenges in the CPM 
studies lies in the inability to accurately determine 
the area of contact between micronized drug crystals 
(typically used as inhalants) and the substrates of in-
terest, which prevents the comparison of the results 
between any two probes (between different labs and 
even within the same lab). That in turn makes it hard 
to compile a large body of understanding from work 
published in the literature. While some success has 
been achieved in terms of deconvoluting the contact 
area from a grid template65), this is still an area where 
improvements would be welcome. The combination 

Fig.10  Representative topographical AFM images of (A) borosilicate glass, (B) aluminum, and (C) PTFE-coated aluminum canisters.  Note different degrees 
of roughness.  (Inset): Representative force–distance curves for salbutamol sulfate (drug probe) with the corresponding substrates.  The order of 
decreasing interaction energy with SS is: glass > aluminum > PTFE-coated aluminum.  Reprinted from ref. [72], with permission from Elsevier.
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of complementary tools as CPM and SCA may prove 
to be very useful, as intrinsic material properties can 
be obtained, and thus extrapolated to other systems 
of interest.

4.2.2.  CPM and adhesive/cohesive forces in 
excipient free environment

　Currently there are some marketed pMDI prod-
ucts where no excipients are used in the formulations 
such as Ventolin HFAⓇ (micronized SS in HFA134a) 
and Advair HFAＲ (combination of micronized 
fluticasone propionate and salmeterol xinafoate in 
HFA134a). The aerosol efficiency of these formula-
tions is governed by the adhesive or cohesive inter-
particulate / particle-device surface forces, mediated 
by the propellant medium. The quantitative under-
standing of the interaction between drug particles 
is, therefore, of importance for the development of 
excipient-free formulations.
　The effect of particle manufacturing techniques on 
the work of adhesion (Wad) of SS was determined by 
CPM65). This is the only report attempting to quanti-
tatively relate the Fad to the work of adhesion, as de-
termination of the area of contact (demanding propo-
sition) is required. The Fad between SS and a smooth 
(HOPG) substrate was related to Wad by means of the 
JKR theory. It was observed that micronized SS is 
more cohesive (13 mN･μm-2) than SS particles made 
via solution-enhanced dispersion by supercritical fluid 
(SEDS) (3.0 mN･μm-2). The CPM results were noted 
to be in qualitative agreement with IGC trends. The 
authors rigorously characterized the area of contact 
between the (irregular) probes and the (atomically 
smooth) substrate utilizing a grid template deconvo-
lution approach65). The results suggest sub-micron 
asperities on the SS particles. Challenges arise in 
such determinations as damage during the imag-
ing processing of the particle against the calibration 
grating may occur. Furthermore, the contact radius 
is still an estimate (a fitted value) to the dimensions 
(X-Y) of the area believed to be in contact with the 
particle. The roughness at the nanoscale, which can 
also affect the Fad

59), cannot be resolved either.
　Inter-particulate forces between SS, BUD and FF 
have been determined by CPM20). The drug probes 
were prepared for all the three drugs on tipless can-
tilevers, and large crystal substrates were obtained 
by a sitting drop cr ystallization technique. The 
surface topography of the large drug crystals was 
examined by tapping mode AFM in air, and shown to 
be smooth, with the root-mean-squared roughness 
less than 2 nm over a 25 μm area, thus providing 

a uniform contact area for the CPM experiments. 
The forces of adhesion and cohesion between the 
drug probes and crystal substrates were measured 
in HPFP, and the cohesion/adhesion ratios were 
obtained. A single probe was utilized to measure 
the cohesive/adhesive forces - the results can thus 
be directly compared for that same probe. The ex-
periments were done in triplicate to guarantee that 
consistent trends were observed. The results demon-
strate that cohesive forces between SS particles are 
much stronger than the adhesive interactions with 
BUD and FF. BUD and FF are shown to be more 
adhesive with SS than cohesive. Finally, CPM results 
indicate that the cohesive and adhesive forces involv-
ing BUD and FF are very close. The experimental 
CPM results correlated very well with cohesive/ad-
hesive ratios that were calculated from contact angle 
and IGC, only when the polar surface components 
were included20). The results again suggest that polar 
forces are important contributions in HFA solvents. 
Although the calculations based on the contact angle 
results correlated with the experimental CPM obser-
vations in terms of the cohesive/adhesive balance 
trend, there was still a significant quantitative dis-
crepancy between the two methods20).
　A later study by the same group focused on cor-
relating the adhesive/cohesive forces from contact 
angle and CPM with the physical stability of the 
formulations and the corresponding aerosol charac-
teristics89). The results indicate that a strong cohesive 
force correlated well with poor physical stability and 
a small sedimentation volume (strong cohesion) of 
the flocculated micronized crystals. The emitted dose 
also decreased for the more cohesive particles, as 
did the fine particle fraction (concentration of drug 
expected to reach the lower airways). For systems 
where the determined adhesive forces were lower 
that cohesive, higher emitted doses were observed 
with the combination drugs89).
　As a microscopic characterization tool, CPM can 
be thus successfully used to determine the work of 
cohesion/adhesion and to evaluate adhesive/cohe-
sive balance. In spite of the fact that the contact area 
between probe and substrate may not be known, the 
absolute value of the ratio of work of adhesion and 
cohesion can still be determined (as that is indepen-
dent of the contact area for the same probe). Another 
important result is that there seems to be a strong 
correlation between the CPM results (in HPFP), 
physical stability (in propellant HFA) and the aerosol 
characteristics of the corresponding formulations.
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4.2.3. Excipient design by CPM
　While chlorofluorocarbons (CFCs) were em-
ployed as the propellants in pMDI formulation for 
decades, concerns about their ozone depletion poten-
tial prompted the search for more environmentally 
friendly alternatives15). Due to certain favorable prop-
erties, particularly low toxicity, low flammability, and 
zero ozone depletion potential, hydrofluoroalkanes 
were selected as acceptable alternatives to CFCs8). 
However, the transition from CFCs to the more envi-
ronmentally friendly HFAs has been difficult due to 
the significantly different solvent properties between 
these classes of fluids15). For instance, the hydroge-
nated excipients in FDA-approved CFC-based formu-
lations have very limited solubility in the semi-fluori-
nated HFA propellants33), thus restricting their direct 
application in HFA-based pMDIs33). Such challenges 
have sparked significant interest on the design of 
HFA-philic excipients for pMDI formulations33). Due 
to its sensitivity and unique force detection capability, 
CPM has been successfully employed in the design 
of excipients for pMDI-based formulations. These re-
sults are summarized below.
　The ability of polyethylene glycol (PEG) and poly-
vinylpyrrolidone (PVP) to screen adhesive/cohesive 
forces in systems containing FF was investigated by 
CPM.90) These two excipients were chosen since they 
have been reported as acceptable excipients for use 
in HFA-based pMDIs91), and are readily available. 
The drug particle probe was prepared by attaching 
a cluster of drug particles with the size of around 
50 μm to an AFM tip. CPM was used to investigate 
the interaction between FF particles and various 
substrates including bare aluminum and aluminum 
spin-coated with FF (in that case, the drug-drug co-
hesive forces would be determined), PEG, PVP, or 
a mixture of PEG and PVP in HPFP solution.90) The 
CPM results demonstrate that the presence of PEG 
homopolymer in solution can only slightly reduce the 
interaction forces between FF particles or FF with 
the canister aluminum wall. PVP or the mixture of 
PEG and PVP was shown to be more effective than 
PEG alone in decreasing the adhesive forces, but 
not greatly.90) However, a new probe was prepared in 
each experiment, making direct comparison between 
the substrates difficult (even though several probes 
were measured for each system), as the forces can 
vary drastically from one probe to the next20, 51, 65), and 
averaging is not necessarily representative.
　The inability of PEG and PVP homopolymers to 
completely screen the cohesive/adhesive contact 
in the systems described above are not necessarily 

related to the (in)ability of HPFP to solvate the homo-
polymers. As a matter of fact, PEG interacts well with 
HFA134a and HFA22779, 91). Moreover, when tethered 
to the surface of drug particles, PEGs have been 
shown capable of imparting stability to dispersions 
in propellant HFAs47). Perhaps the poor performance 
of the homopolymers in those system can be more 
closely related to an inadequate balance/partition 
between HFA and the drug / lining surface90). The 
authors also suggest the poor performance of the 
excipients to bridging flocculation, as indicated by 
the jagged nature (snap-outs) of the force profile (re-
traction) in the presence of PVP. This is an important 
result that points out to the relevance of AFM in the 
design of excipients with appropriate balance and sta-
bilizing moieties.
　The influence of PEG (concentration and molecular 
weight) in the presence and absence of PVP homo-
polymers on the interaction forces between micron-
ized SS particles and a smooth SS substrate was also 
studied by CPM51). Individual micronized SS particles 
were attached to AFM tips using a quick-setting ep-
oxy resin. A large SS crystal substrate was prepared 
by recrystallization in ethanol51). The force measure-
ments were conducted in purified HPFP. The concen-
tration and molecular weight of PEG was shown to 
have a significant impact on inter-particulate forces51). 
Increased PEG concentration resulted in a reduction 
in inter-particulate forces, with the most pronounced 
effect in the concentration range between 0.05～0.1 
v/w % for the PEGs investigated (MW of 200, 400 and 
600).
　The screening of cohesive forces was reported 
to be more effective with higher molecular weight 
PEGs. PEG 600 at the concentration of 0.5 v/w % can 
reduce the cohesive forces in SS by 89 %. This was at-
tributed to the fact that higher molecular weight PEG 
is expected to provide a longer steric barrier, thus re-
ducing the effect of the van der Waals forces51). How-
ever, the cohesive forces between the SS particles 
were not completely screened.51) Similar reasons as 
those discussed above (for FF) can be attributed to 
the inability of the PEG homopolymer in completely 
shielding the interactions between SS particles. It 
is important to note, however, that in this study, the 
results from different probes were compared, and 
some variability is expected as Fad may be greatly af-
fected by changes in contact area. The effect of PEG 
on the Fad was not correlated with the physical stabil-
ity in propellant HFAs nor the aerosol characteristic 
of the corresponding formulations. More recently, 
our group investigated the ability of a series of bio-
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compatible and biodegradable lactide-based copoly-
mers in screening the cohesive forces of salbutamol 
base (SB) particles45). Copolymers are designed such 
that one of the blocks contains an ‘anchor’ segment 
that strongly interacts with the dispersed phase, and 
a well-solvated ‘tail’ segment that extends into the 
bulk/dispersing medium thus proving for the steric 
barrier required for screening cohesive forces that 
arise due to van der Waals interactions45).
　A series of triblock copolymers of the type 
poly(lactide)-poly(ethylene glycol)-poly(lactide) 
(LAmEOnLAm) with varying molecular weight (MW) 
and % EO were synthesized. CPM was used to quanti-
tatively examine the effectiveness of the amphiphiles 
to screen the cohesive forces between SB particles. 
The effect of cosolvent (ethanol), oleic acid (surfac-
tant present in FDA-approved pMDI formulations), 
and a nonionic triblock copolymer with the propylene 
oxide moiety as the HFA-phile were also investigat-
ed.45)

　These results are of relevance as they are the first 
to directly assess the ef fectiveness of excipients 
typically used in FDA-approved pMDI formulations. 
While cohesive forces between SB crystals were 
shown to be somewhat suppressed upon the addition 
of ethanol and oleic acid to HPFP, the forces are only 
partially screened. In sharp contrast, the presence 
of LAmEOnLAm is capable of reducing the cohesive 
forces between the bare SB particles down to ap-
proximately zero, even in the absence of co-solvent. 
The results indicate that the LA moiety can be well 
solvated by HPFP, and is thus able to provide a steric 
barrier to flocculation45). This is in direct agreement 
with the CFM results discussed earlier where the 
C(O)OC moiety was shown to be well-solvated by 
HPFP85), and also to binding energy results from 
ab initio calculations that studied the interaction 
between HFA134a and HFA227 and a C(O)OC frag-
ment85). These results directly validate the CFM ex-
periments and the theoretical results from ab initio 
calculations, indicating that those may indeed be ap-
propriate tools for screening moieties for HFA-based 
pMDI formulations.
　The effect of the concentration of LAmEOnLAm am-
phiphiles on drug-drug interaction was also investi-
gated. A minimization of the surfactant concentration 
is important to reduce potential toxicity of the formu-
lation, and its impact on the physical properties of the 
propellant-excipient mixture, which in turn may af-
fect the aerosol characteristics45). CPM results also al-
lowed the evaluation of the effect of the LA tail length 
on the adhesion force between SB drug particles. 

This is relevant as colloidal stabilization is dependent 
on the thickness of the barrier provided by the tail 
(LA moiety), which is directly related to the number 
of LA repeat units and the solvent environment45). 
The length of the LA is also relevant to its biodegrad-
ability52). The results revealed that amphiphiles with 
very short tails (less than about 2×4 repeat units) 
could not completely screen cohesive forces between 
SB (at least at moderate to low concentrations)45).
　In the study discussed above, the CPM results 
(performed in HPFP) were directly correlated to the 
physical stability of the formulation in a propellant 
HFA (HFA227). The results are shown in Fig.11. 
The physical stability of the formulations in HFA227 
was in excellent agreement to the Fad results from 
CPM; i.e., low Fad in HPFP correlate well with good 
suspension stability of the formulations in HFA227.
　While the use of the (above mentioned) particular 
amphiphiles is limited to drugs where the PEO an-
chor is expected to interact with, the results regard-
ing the applicability of LA as a stabilizing moiety are 
fairly general. It was, thus, proposed that LA-based 
amphiphiles could be extended to other suspension-
based formulations, provided a suitable head-group 
could be identified. This hypothesis was demonstrat-
ed on a study with BUD (hydrophobic drug). The 
PEG group was replaced with the more hydrophobic 

Fig.11  Dispersion stability of micronized salbutamol base particles in 
HFA227 (2 mg·ml-1) at 298 K and saturation pressure. (a) Pure 
HFA227; (b) HFA227 in presence of 0.1 mM LA53EO22LA53.  Note 
the enhanced stability in the presence of the amphphiles.  The 
enhanced stability correlates well with low Fad from CPM experi-
ments.  Reprinted from ref. [45] with permission from American 
Chemical Society.
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polycaprolactone (PCL) group. A random copoly-
mer of PCL-PLA provided an effective steric barrier 
capable of imparting stability to micronized BUD in 
HFA227, while the PEG-based amphiphile does not85). 
With the addition of the synthesized PCL-PLA copo-
lymer, the interaction force between BUD particles 
was reduced nearly 10 fold, indicating the presence 
of a steric barrier on the surface of the drug par-
ticles. There was also a significant improvement in 
terms of the physical stability of the BUD formulation 
in HFA227 in presence of PCL-PLA compared to that 
without the copolymer. The PCL-PLA copolymer is 
not applicable to HFA134a due to its limited solubility.
　Although macroscopic information regarding the 
colloidal stability of suspension-based pMDI formula-
tions can be obtained by traditional bulk sedimen-
tation rate experiments, such techniques cannot 
provide quantitative microscopic information on 
inter-particulate forces. CPM is especially suited for 
that task, and in the design of excipients for pMDIs. 
Moreover, CPM allows decoupling of the confound-
ing information regarding the physical stability of 
the dispersion and the aerosol characteristics of the 
corresponding formulation, which may also be af-
fected by the device components and other formula-
tion parameters. One important issue that is still left 
unresolved is the inability to directly compare the 
results from different groups or to use them to gener-
ate a broad knowledge on the effect of excipients on 
cohesive/adhesive interactions as the probes used in 
those studies do not have a regular geometry and the 
results are generally not normalized.

4.2.4. Particle surface engineering by CPM
　The stabilization of solid dispersions in propellant 
HFAs can be also achieved via modification of the 
particle surface or particle morphology23, 35). Such 
approaches may offer the possibility of formulating 
(besides small molecular weight drugs) large thera-
peutic biomolecules to either target the lungs locally 
or for systemic delivery in the form of dispersion pM-
DIs35). Compared to surfactant-stabilized colloids, the 
surface and morphological modification of particles 
may reduce (or avoid altogether) the presence of free 
excipients in solution, which may serve to reduce the 
toxicity of the formulations. Moreover, the challenges 
associated with the synthesis of well-balanced amphi-
philes are circumvented47). The study of the forces 
between particles with engineered surfaces and mor-
phology is thus of relevance to the development of 
novel pMDIs.
　One important breakthrough in particle engineer-

ing for pMDIs was the introduction of the concept of 
porous particles55). The propellant is allowed to pen-
etrate into the pores of the particles, thus decreasing 
the density mismatch between the propellant and 
the particles. This results in an improved dispersion, 
as the sedimentation (creaming) velocity decreases. 
The van der Waals attractive interactions are also 
expected to be reduced, thus minimizing cohesive 
forces between particles50). The physical stability of 
such formulations in pMDIs and the resulting aero-
sol characteristics point out to the fact that indeed 
porous particles impart those characteristics to the 
dispersions50). An opportunity for CPM studies here 
would be to demonstrate how much each effect (den-
sity matching and decrease in cohesive forces) is 
contributing to the overall stability of the system, and 
how similar approaches could be used in the future 
to enhance the aerosol characteristics of pMDIs.
　Our group has recently proposed a novel meth-
odology for engineering polar drug particles with 
enhanced stability and aerosol characteristics in 
propellant HFAs by ‘trapping’ HFA-philic moieties (in 
that case PEG) onto the surface of drug particles us-
ing a modified emulsification-diffusion method47). The 
trapped moieties act as stabilizing agents, thus pre-
venting flocculation of the otherwise unstable drug 
particles in propellant HFA. The interaction between 
single SS particles was evaluated in HPFP using 
CPM. A single particle was directly attached onto an 
AFM tip (epoxy), while the other particle was physi-
cally (and strongly) adsorbed on the substrate.
　The CPM results demonstrated that the surface 
of SS particles can be densely covered by PEG 300 
molecules, as indicated by a reduction in the cohe-
sive force from 1.36 nN for bare SS spheres, down to 
approximately zero (0.07 nN) for PEG-coated SS par-
ticles. The results are summarized in Fig.12.
　Thus, the cohesive forces between PEG-coated SS 
particles are almost completely screened upon trap-
ping the HFA-philic groups (PEG) at the surface47). 
The excellent physical stability of PEG-coated SS in 
HFA propellant (both HFA134a and HFA227) also 
corroborated the CPM force results. Another im-
portant piece of information from this work was the 
establishment of a correlation between the CPM, 
the physical stability of the formulation and the cor-
responding aerosol characteristics. It was demon-
strated that the CPM results correlate very well not 
only with the physical stability of the formulations, 
but also with the aerosol properties. A large fine par-
ticle fraction (FPF) was achieved for the PEG-coated 
SS formulations (65.1%) that had small Fad and good 
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physical stability. These results can be contrasted 
with those for the unmodified SS formulation with a 
FPF of 39.1%, which had large Fad and poor physical 
stability.
　CPM was also used in the development of particles 
with a core-shell morphology46). In this modified 
emulsification-dif fusion approach, particles were 
formed with the active component (water soluble or 
dispersible) in the core, and with a shell (biodegrad-
able and biocompatible) designed so as to impart 
stability to the particles when dispersed in propel-
lant HFAs46). Studied cores include a model small 
polar drug (SS) and a model biomolecule (bovine 
serum albumin, BSA). The particle shell consisted 
of oligo(lactide) (LA) grafts attached onto a short 
(degraded) chitosan (CS) backbone. LA was selected 
based on the CFM studies and its biocompatible 
and biodegradable nature. CS was utilized to impart 
interfacial activity to the polymer at the water-ethyl 
acetate interface, required in the selected particle 
engineering approach46). CPM was utilized to quan-
titatively evaluate the effectiveness of the shell in 
screening the attractive forces by measuring the Fad 
between two single particles in HPFP46). The CPM 
results demonstrate that the cohesive forces between 
drug particles are significantly reduced (to nearly 
zero) upon the coating of the shell around the drug 
particle, again demonstrating the fact that HFAs are 
capable of solvating LA moieties.

　The CPM results also correlated well with the bulk 
physical stability in HFA277. However, the core-shell 
particles cannot be well dispersed in HFA134a, which 
seems to indicate that that HPFP is a better mimic of 
HFA227 than HFA134a. This is an important particle 
engineering approach as it may create the opportu-
nity of using pMDIs for the delivery of nanothera-
peutics to and through the lungs92). In the studies 
discussed above, CPM results were shown to be to 
provide a novel predictor of the suspension stability 
of pMDI formulations and offer an opportunity to de-
couple the effect of particle-particle interactions from 
the other formulation variables on the performance of 
the aerosol. Because smooth spherical particles can 
be made using the emulsification-diffusion technique, 
this could perhaps be utilized as a means of normal-
izing the force of interaction, and thus allowing the 
comparison from experiments done with dif ferent 
CPM probes. It remains to resolve, however, whether 
such particles are sufficiently smooth59) and whether 
the morphology (amorphous) of the particles has a 
significant effect on the cohesive forces as measured 
by CPM93).

4.2.5. Particle density measurements by CPM
　A novel method based on the CPM technique has 
been suggested to determine the density of par-
ticles81, 82). A single spherical particle is initially glued 
onto the AFM cantilever as in a typical CPM experi-
ment. The mass of the single particle on the canti-
lever can be determined based on the shift in the 
resonant frequency of the cantilever, as is typically 
done in the determination of the spring constant94). 
The density is then obtained based on the particle 
volume, measured by a microscope. Using this tech-
nique, the effective density of spray-dried carbon-
hydrate particles was determined and compared to 
the result from nitrogen pycnometry81). The CPM to-
gether with various microscopic techniques revealed 
that the particles with an effective particle density 
close to the true density showed a solid appearance 
while hollow particles gave a lower effective particle 
density. The results from nitrogen pycnometry, how-
ever, could not detect the density difference for solid 
and highly gas permeable particles81). It may be con-
cluded that AFM can provide valuable information on 
both particle structure and density, which is not pos-
sible to be acquired by pycnometry. The limitation 
of this method is the requirement for regular shaped 
particles so that the volume can be easily determined 
from microscopy81). There is also a limitation associ-
ated with the size of particles since the attachment of 

Fig.12  Adhesion force (Fad) histogram between bare- (distribution to the 
right of the diagram) and PEG-coated SS spheres (distribution to 
the left of the diagram) in HPFP.  The black lines represent the 
Gaussian fit of the histograms.  (Inset I): average force curves for 
bare- and PEG300-modified- SS particles.  (Inset II): SEM image 
of PEG300-coated SS spheres.  As PEG is trapped onto the sur-
face of the particles, it is capable of reducing the cohesive forces 
down to about zero, indicating that it can be well solvated by 
HPFP.  Reprinted from ref. [47] with permission from Elsevier.
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the particles to the AFM tip becomes more challeng-
ing as particle decreases to less than 10 μm.

4.2.6. Hamaker constant by CPM
　Interactions between colloidal particles in the low-
dielectric HFAs are dominated by the attractive van 
de Waals (VDW) forces as electrostatic interactions 
have little or no relevance in non-aqueous media. 
VDW forces are thus responsible for colloidal in-
stability in HFAs. The determination of Hamaker 
constant is, therefore, of great relevance for the un-
derstanding of fundamental colloidal phenomena as-
sociated with pMDIs95).
　The Hamaker constant (AH) can be calculated from 
spectral or optical properties of materials through 
various approaches96-97), and also using AFM59, 83). For 
the interaction between particles with a spherical 
geometry and a flat surface, the Hamaker constant 
can in principle be obtained by fitting the attractive 
part of the force-distance AFM curve to equation F= 
-AHR/6D2, where R is the radius of curvature of the 
tip and D is the separation distance.
　The applicability of this method is somewhat lim-
ited due to the jump-to-contact, which occurs when 
the force gradient exceeds the spring constant of the 
cantilever, as described in section 3.3. An alternative 
method to determine AH is based on the measure-
ment of adhesion force as the AFM tip is pulled out 
of contact with sample surface. This approach takes 
into account various parameters such as surface 
roughness, particle geometry, and elastic properties 
of the interacting materials59, 83). There have been sev-
eral theories that have addressed the determination 
of AH from CPM experiments98-100). The challenges 
associated with this approach include difficulties in 
estimating the contact geometry, and in determin-
ing the surface roughness of the probe. Readers are 
directed to excellent reviews on this subject for more 
details59, 62).

5. Concluding Remarks

　In this review we have highlighted the applicabil-
ity of the AFM and related techniques to systems of 
relevance to pMDIs. Despite the limited number of 
publications in the area and the recent nature of the 
studies (most articles having been published in the 
last 5 years), it is clear that the AFM can provide valu-
able information to address a range of formulation 
issues from hardware design, to excipient screening, 
to particle engineering. Other areas where the AFM 
could be potentially used to gain relevant information 

to the formulation of pMDIs have been identified, in-
cluding viscosity measurements, true particle density 
measurements, and the determination of Hamaker 
constants. The capability of the AFM to provide 
unique microscopic information with a degree of sen-
sitivity often not achievable with alternative / bulk 
techniques has also been discussed. However, cer-
tain challenges, most notably the difficulty in deter-
mining the area of contact in CPM, and the structure 
and properties of adsorbed monolayers on the AFM 
probes in CFM, are clear constraints that need to be 
addressed. While experimental AFM results under 
pressure (propellant HFAs) are not available, further 
validation of the model solvent (HPFP) used in the 
AFM experiments is also granted. A combination of 
results from AFM and bulk techniques (e.g. contact 
angle) or computational studies (e.g. ab initio calcu-
lations) seem to be a powerful approach to address 
the many challenges in the formulation of pMDIs. 
It is the expectation that such fundamental informa-
tion could provide for an opportunity for pMDIs to 
rebound on the oral inhalation market, and perhaps 
achieve new grounds on the overall drug delivery 
market, as for example in the local and systemic de-
livery of nanotherapeutics and (large) therapeutic 
biomolecules.
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1. Introduction/Background

　The effects of surface-energy and image-charge 
forces and how their relative strength varies with 
particle size and with distance was a major part of a 
recent NASA sponsored review of the potential ef-
fects of various fundamental forces acting on lunar 
dust particles [Walton, 2007].  Although primarily 
based on that NASA report, this paper attempts to de-
emphasize special lunar conditions, like an ultra-high 
vacuum and high incident solar UV flux and solar 
wind effects, and instead, describes primarily those 
aspects of fine particle adhesion which are applicable 
under terrestrial conditions.  Adhesion forces acting 
on fine particles can arise from a variety of causes 
including van der Waals (i.e., surface energy) interac-
tions, electrostatic interactions, static-electric image 

charges in nearby conductors, and, under high hu-
midity conditions, surface tension in menisci of ad-
sorbed water surrounding contact points.  The effects 
of adsorbed water was not covered in the lunar dust 
review, since there is virtually no in-situ atmosphere 
on the moon and adsorbed water would likely only be 
a significant contribution to adhesion inside of human 
habitats.  A perusal of the literature on the effects of 
humidity on particle-scale forces, however, indicates 
that for many particle/surface combinations there is 
a dramatic increase in adhesion at high humidities.  
The threshold value for this dramatic increase in ad-
hesive force appears to depend relatively strongly on 
the degree of surface roughness near contact points 
with rougher surfaces requiring higher humidity 
before the threshold is observed.  Rabinovich [2000] 
and Rabinovich et al [2002] hypothesized that the 
dramatic increase in cohesion/adhesion occurs when 
the thickness of a layer of adsorbed water is great 
enough for the liquid water to ‘bridge’ the gap be-
tween the near surfaces (over a height comparable to 
the surface roughness).  A number of AFM studies of 
the effect of humidity on adhesive forces have been 
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consistent with the ideas of Rabinovich and Moudgil.  
A few have found that increasing humidity decreases 
adhesion; however, this appears to occur most often 
when the initial adhesion is electrostatic in nature, so 
that the humidity allows the charge to leak away from 
the contact area.  On the other hand, under very low 
humidity conditions, charge leak-off rates are quite 
low and particles can maintain charges for long pe-
riods of time.  This paper does not directly examine 
the effects of humidity on adhesion; however analytic 
models exist for the distance and particle-size scal-
ing of liquid meniscus forces for contacting spheres 
[Lian et al, 1993; Xue, 2007].
　Fine non-conducting par ticles are strongly af-
fected by surface-energy related (i.e., van der Waals) 
interactions and by electrostatic forces.  In powder 
handling operations conductive materials, or thin 
partially-conductive coatings, are often utilized to 
minimize charge buildup, and thus reduce prob-
lems from static-electric attraction of fine particles 
to surfaces.  Utilization of conductive coatings or 
conductive materials can minimize the attraction of 
uncharged fine particles to charged surface regions; 
however the use of conducting surfaces does not 
eliminate static-electric forces between particles car-
rying charge and those conductive surfaces (even 
if the surface is ‘grounded’ so that it has no net 
charge).  Some processes, like xerography, rely on 
being able to ‘adjust’ static-electric adhesion to be 
stronger than, or weaker than, van der Waals attrac-
tion between particles during different phases of the 
process [see box on xerography later].  In powder 
handling equipment, problem locations subject to 
charge build-up can sometimes be equipped with ion 
generators which flood the air at those locations with 
bipolar ions to neutralize the charge on the powder.  
Such charge cancellation processes are not evaluated 
in this paper.
　In the most simplistic terms, two atoms ‘touch’ 
when the repulsion of the outer electron orbitals pre-
vents the atoms from approaching closer.  For atomic 
numbers greater than 10 this closest-approach dis-
tance is about 4Å, increasing slightly for higher atom-
ic number atoms.  When surface atoms in two ap-
proaching objects are separated by distances slightly 
greater than ‘contact’ or the closest-approach dis-
tance, a net attraction occurs due to induced dipole 
(and permanent dipole) interactions between the at-
oms.  These dipole and other polar forces constitute 
surface-energy interactions which exist for all materi-
als.

2. Surface-energy-related Attractive Forces

　Van der Waals originally modified the ideal gas 
equation of state with two additional terms, one to 
account for the finite volume of the gas molecules 
and the other to account for an attractive force acting 
between molecules － which is responsible for liq-
uid/vapor phase changes, among other macroscopic 
phenomena.  For spherical atoms, the van der Waals 
forces can be thought of as arising from the instanta-
neous effective dipole of an orbiting electron (and its 
nucleus) inducing an effective instantaneous dipole 
in a nearby atom.  The resulting dipole-dipole poten-
tial energy varies with, 1/d 6, where d is the distance 
between the dipole centers of mass.  A full quantum 
mechanical treatment of the energy of different con-
figurations for two adjacent atoms [Feynman, 1939] 
confirmed that the classical electrodynamic equa-
tions were, for the most part, correctly describing 
these quantum-mechanical atom-atom interactions.  
Polar molecules (i.e. molecules with a permanent 
dipole moment) experience this interaction, and also 
interact with nearby molecules via permanent dipole/
dipole and dipole/induced-dipole interactions.  These 
interactions also have potential energies that vary as 
1/d 6, and are known as the Keesom and Debye ener-
gies, respectively.  Collectively these three molecular-
scale dipole interactions (London-dispersion [1930; 
1937], Keesom [1921] and Debye [1920] energy) 
comprise what are currently known as van der Waals 
interactions (or forces) between molecules.  All mol-
ecules (whether they are charged or not, have dipole 
moments or not, form Hydrogen bonds or not) are 
attracted to other nearby molecules by, at least the 
London-dispersion part of, the van der Waals interac-
tions.
　Surface energy (per unit area) is the work re-
quired to separate a unit area of two surfaces which 
are initially in intimate contact (on a molecular scale), 
and move them apart (doing work against the inter-
molecular forces of attraction) until the surfaces are 
infinitely far apart.  Isrealachvili [1991] provides a 
thorough discussion of interaction energies between 
molecules and evaluation of the integrated effects of 
intermolecular interactions between all molecules 
in each of two spherical or planar objects separated 
a distance, s, apart (with particular emphasis on the 
case where the intermolecular potential varies with 
d -6, where d is the distance between a pair of interact-
ing molecules).

　Planar Surfaces － Abreviating the discussion by 
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Isrealachvili [1991] consider a substance comprised 
of molecules which interact with an attractive pair 
potential of the form ψ(dz) = -Cf/d 6, where d is the 
distance between the molecules, and Cf is a constant.  
Next, consider a unit area of two planar surfaces, 
made of that material, which are a distance s apart.  
If we add all the contributions from all the 1/d 6 pair 
interactions, and further integrate the resulting 
energy with distance, from the distance s to infinity, 
the result is the surface energy per unit area, as a 
function of the separation distance between the two 
planar faces, s, 

　wp(s) =−πCfρ2
a

12s2 =− A
12πs2

　(per unit area) (1)

where ρa is the volume density of atoms (molecules) 
in the material, and A= π2Cfρ2

a , is the Hamaker 
constant for the material [Hamaker, 1937].

　Spheres － It can be shown [Derjaguin, 1934; 
Krupp, 1967; Isrealachvili, 1991] that the force, Fs, be-
tween two spheres of radii, R1 and R2, as a function of 
separation, s, is related to the surface energy per unit 
area (as a function of separation) for two planes (i.e., 
Eqn 1) by,

　Fs(s) =−2πR∗wp(s), (2)

where,　R∗ =
R1R2

R1+R2
.

If one sphere is very large, R2 >>R1 (approaching a 
sphere and a plane) Eqn 2 reduces to

　Fsp(s) =−2πRwp(s)  (3) 

or, for two equal spheres,

　Fss(s) =−πRwp(s). (4)

Two important characteristics of van der Waals forc-
es for spherical bodies can be deduced from these 
relationships (Eqns 1 － 4).  First, we can substitute 
the expression of wp(s) from Eqn 1 into Eqn 2 to ob-
tain the particle size and distance dependence of the 
attractive van der Waals force between two approach-
ing spheres, or a sphere and a planar surface, 

　FvdW =−
A

6s2 R∗ . (5)

　Contact limit － Second, we can consider the lim-
iting case when two bodies are in ‘contact.’  For two 
spheres in contact, where s ≈ so = molecular diameter 
≈ 4Å, the value of w(so) can be associated with 2γ, 

where γ is the conventional energy per unit area of 
a surface.  Thus, the force of adhesion (at contact) 
between two (undeformed) spheres, in terms of their 
surface energy is [Iseralachvili, 1991],

　Fs(so) = Fc =−4πγR∗; (6)

which, for R2 >>R1, reduces to

　Fsp(so) =−4πγR  (7)

and, for two equal size spheres becomes,

　Fss(so) =−2πγR. (8)

This intimate relation between the planar surface 
energy per unit area and the cohesive force act-
ing for sphere/plane contacts is one reason that 
surface energy is such a useful parameter charac-
terizing cohesive forces of macroscopic bodies in 
contact.  Real macroscopic bodies in contact seldom 
have intimate (i.e., molecular-scale) planar surfaces 
touching.  Instead, multiple surface asperities are 
in contact; however, each of these asperity-contacts 
can often be approximated as a sphere-sphere or 
a sphere-plane contact.  The maximum dif ference 
between the attractive force for a sphere-sphere or 
for a sphere-plane contact is a factor of two [Krupp, 
1967; Derjagiun, 1934].  Despite Isrealachvili’s [1991] 
insistence that a sphere/plane contact can never 
respond like a plane/plane contact, when significant 
plastic deformation occurs in the contact region, the 
material within that region may closely resemble a 
plane/plane configuration wherein the cohesive force 
would be determined by the derivative of the energy-

displacement relation, −∂wp(s)
∂ s

, evaluated at contact,  

s = so, multiplied by the actual contact area (at the 
molecular level).  For materials interacting with a van 
der Waals potential, varying with d -6, this results in a 
force of cohesion at a planar contact (per unit area) 
of,

　Fcp =−
4γ
so

 (9)

The significance of surface energy to cohesive/adhe-
sive forces is apparent from Equations (6-9).  
Refinements to these relations, taking into account 
elastic and/or plastic deformations in the contact 
region have been made by many researchers, but in 
all cases, the cohesive force at contact is directly pro-
portional to the surface energy per unit area of the 
materials involved, whether the contact consists of an 
undistorted sphere touching a plane, a set of nearly 
spherical asperities in contact, or ‘flattened’ nearly 
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planar sub-regions in the contact area.  Various theo-
ries differ in their interpretation of the effects of de-
formations in the contact region, yet all approaches 
show a direct relationship between the cohesive forc-
es and the surface energy of the materials in contact.  
Knowledge of the surface energies of materials of 
interest, and estimates of the true area of contact are 
the key factors in being able to predict these surface-
energy-related adhesive/cohesive forces acting on 
fine particles.  
　The Johnson, Kendall, Roberts (JKR) [1971] model 
for elastic cohesive contacts does not integrate the at-
tractive forces over the two geometries of the contact-
ing bodies, but instead, uses energy arguments and 
elastic deformation theory to account for the surface 
energy associated with separating elastically deform-
able spheres touching over a finite contact area.  The 
model accounts for elastic deformation of the surface 
both in terms of the repulsive force ‘flattening’ the 
contact area (similar to a Hertzian elastic contact 
[Hertz, 1882]), and also a tensile region around the 
compressively loaded core region, increasing the size 
of the contact area over a purely compressive, Hertz-
ian deformation.  The JKR model predicts a pull-off 
force value of, 

　FcJKR =−3πγR∗, (10)

or a 25% lower value for the pull-off force over that 
predicted by Eqn (6) or the DMT [Derjaguin et al., 
1975] model.  It is interesting to note that, while the 
JKR model is based on an analysis that includes elas-
tic deformation of the spheres in the contact region 
(based on the Young’s modulus and Poisson ratio 
of the material), the final expression for the pull-off 
force predicted by the JKR model is independent of 
the elastic constants used to obtain the force-displace-
ment behavior.

　Plastic deformation － By comparing the cohe-
sive force between two spherical particles (Eqn 6, 
or 10) with the maximum load achievable for elastic 
spheres in contact before plastic deformation occurs, 
it can be shown that as particles get smaller they will 
eventually reach a size where the cohesive force will 
cause plastic deformation, even without any applied 
load.  For example, for two equal-sized, non-cohesive, 
elastic spheres pressed together, the applied load 
at which plastic yielding begins, FY, varies with the 
square of the particle size [Johnson, 1985], i.e., 

　FY =
π3R2(1−ν2)2

6E2 (1.6)3Y 3 , (11)

where E is Young’s modulus, ν is the Poisson ratio 
for the material, and Y is the yield strength. 
For cohesive particles in contact the pull-off force, Fc 
(e.g., Eqn 10) scales linearly with particle size, and 
it is generally accepted that at least a portion of the 
contact region will experience a repulsive force of the 
same order of magnitude as the pull-off force, Fc.  For 
example, the force displacement relation for the JKR 
model is very similar in magnitude and shape to an 
elastic Hertzian force-displacement curve that has 
been shifted vertically by subtracting the cohesion 
force, Fc, from it (and also, perhaps, displacing it hori-
zontally from the origin by an amount αs/2,  see Fig. 
1).

Setting Fc from Eqn 10 to Fy from Eqn 11, and further 
making the approximation (valid for many materials[ 
Rabinovich, 1965]) that Y ≈ 0.003E, and selecting  ν 
= 0.3 as a representative Poisson ratio, we obtain an 
estimate for the particle size, RcY, below which plastic 
deformation would be expected for cohesive contacts, 
even with no applied loads, 

　RcY ≈ 1×107 γ
E

. (12)

Table 1 shows the particle size (diameter) below 
which plastic deformation is likely due simply to the 
cohesional forces for two spheres in contact, without 
any external loads, for various values of Young’s mod-
ulus, E, and surface energy, γ(assumingν= 0.3, and 
Y ≈ 0.003E).

Fig. 1   Force-displacement curves for the cohesive JKR model and for a 
non-cohesive linear elastic Hertzian contact between two spheres.  
Fc is the cohesive pull-off force and αs is the (outward) elastic dis-
placement at final separation [Mei, 2000].
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　When the effects of plastic deformation, such as 
the broadening of the stress distribution and the wid-
ening of the contact area, are taken into account, it is 
observed that the plastically deformed contact region 
is ‘flattened,’ but is not truly flat.  Upon unloading, 
the region often behaves like an elastic sphere with 
a larger radius.  As the effective radius of the ‘flat-
tened’ area increases, the ef fective pull-of f force 
increases.  By the time significant plastic deforma-
tion is occurring in the contact region the effective 
radius of the contact spot during unloading might 
be increased by as much as a factor of two.  One ap-
proximation of the adhesive-elastic unloading from 
such a contact is simply a JKR model with a factor of 
two greater radius of curvature, Rp → 2R  [Thornton 
& Ning, 1998].  The net effect is to increase the pull-
off force, Fc by up to a factor of two,

　Fc−plastic ≈−6πγR∗. (13)

More complex expressions describing the transition 
from elastic to plastic behavior have also been devel-
oped (e.g., Margus & Pollock [1974]) however, the 
net attraction force is within the bounds already dis-
cussed.  An additional case, for extremely compliant 
surfaces, where total particle engulfment is possible, 
is described by Rimai, et al [1994; 1995]; however 
such soft surfaces are not often used in powder han-
dling equipment.

　Measurements of surface forces and energy 
－ A variety of methods exist to measure surface en-
ergy of solid surfaces and powdered materials utiliz-
ing various ‘probe’ liquids or gases.  Typical surface 
energies range from 20 to 2000mJ/m2, and are often 
in the range of 40 to 100mJ/m2.  Evaluation of Eqn 7 
with surface energies in this range, predicts a pull-
off force of a few micro-Newtons for a 10μm diam-
eter particle.  AFM measurements on 8μm diameter 
spherical particles (of glass, polystyrene, and tin) 
contacting atomically flat surfaces, however, resulted 
in lift-off forces which were typically a factor of 50 
less than ‘predicted’ values [Schaefer et al, 1995].  A 
detailed AFM mapping of the surface asperities and 
reinterpretation of the contacts as occurring between 
multiple asperities and the flat substrate, brought the 

theory and experiments to within a factor of 3 of each 
other (with the predicted pull-off force still greater 
than the measured values, but close enough that pos-
sible surface contamination could explain most re-
maining differences).  Similarly, centrifuge measure-
ments of the average adhesion forces on uncharged 
irregularly shaped toner particles, of nominally 10μm 
diameter, are as high as 50nN [Hays, 1994] (but near-
ly two orders of magnitude smaller than would be the 
case for perfectly smooth spheres of the same size).  
Also, many irregularly shaped pharmaceutical pow-
der particles, ranging in size from 1μm to 200μm, 
have been tested on ‘functionalized’ AFM tips by 
numerous researchers.  Generally the (statistical av-
erage of the) forces measured, scale directly with the 
particle size － as expected from JKR (or Derjaguin) 
theory; and they also, usually scale directly with sur-
face energy (when it has been separately measured).  
Typical pull-off forces range from 2 to 40nN for mi-
cron-scale particles and from 10’s of nN up to ~500nN 
for 100μm scale particles under low humidity [Nagai, 
2005].  These values are considerably lower than 
values predicted for smooth spherical particles (e.g. 
Eqn 7 or 8).  An evaluation of the distance depen-
dence of van der Waals forces for particles near sur-
faces (e.g. Eqn 5) and a comparison with the range-
of-effect of other ostensibly inverse square forces 
(such as electrostatic forces) can elucidate why the 
surface energy related forces are so sensitive to sur-
face roughness and estimates of the area of contact, 
yet, electrostatic forces are relatively insensitive to 
surface roughness in the contact region.  This range-
of-effect behavior is discussed in more detail after the 
section below describing image-charge forces acting 
on particles.  Walton [2007] provides a brief review of 
various methods utilized to measure surface energies 
of solids and particulate materials.

3. Image-charge Forces 

　When a charged particle is near a conducting sur-
face, the charge on the particle induces a redistribu-
tion of charge in the conductor.  Because the electric 
field at the surface of a conductor is always perpen-
dicular to that surface (or there would be currents 
flowing on the surface), it follows that the potential 
on that surface is always a constant.  That boundary 
condition can be satisfied by considering the field 
produced by an ‘image’ charge of opposite sign, lo-
cated the same distance ‘inside’ the conductor that 
the center of charge is ‘above’ the surface.  By 
uniqueness, the combined electric field from the pri-

Table 1   Particle diameter below which plastic deformations occur at 
contacts

E↓  and  γ→ 20  mJ/m2 200  mJ/m2 2000  mJ/m2

1GPa 400μm 4mm 40mm

10GPa 40μm 400μm 4mm

100GPa 4μm 40μm 400μm
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mary charge and the image charge correctly de-
scribes the electric field in the vicinity of the charge 
near a conducting surface.  The electrostatic Cou-
lomb force acting on a point charge, Q , due to its im-
age ‘inside’ the conductor is 

　FI =−
QQ

4πε0D2
, (14)

where Q  is the image charge (equal in magnitude to 
Q), and D is the distance between the charge and its 
image D = 2h, where h is the height of the charge 
above the surface.  For a finite-size particle, of diame-
ter Dp, carrying a charge uniformly distributed on its 
surface, a similar relation holds, and D ≈ (Dp+s), 
where s is the ‘gap’ spacing between the sphere and 
the conducting surface.  To correctly account for fi-
nite sized particles comprised of real dielectric mate-
rials the dipole and higher moment distributions in-
duced by the image charge also need to be taken into 
account.  The orientation of the dipoles are such as to 
increase the attraction due to the monopole terms, so 
that Eqn (14) represents a lower bound on the image 
charge force on a spherical particle (near a conduct-
ing surface) with a uniformly distributed charge Q  
on the particle’s surface.
　Approximating an irregularly shaped dielectric 
particle as spherical, and further approximating the 
additional contribution from polarization with a cor-
rection factor, β, the electrostatic image force on the 
particle near a planar, conductive substrate is given 
approximately by,

　FI ≈−β
Q2

4πε0(Dp + s)2  (15)

where Q  is the particle charge, Dp is the average di-
ameter, εo is the permittivity of free space and β is a 
correction factor which depends on the polarization 
of the dielectric particle.  (For a dielectric constant of 
κ = 4, β = 1.9 [Hays, 1988]). For a typical toner par-
ticle used in xerography with a charge-to-mass ratio 
of 15 mC/kg and an average toner diameter of 10μm, 
the particle charge, Q  is 8fC, and the electrostatic im-
age charge as calculated from Eqn (15) with s << Dp 
is ~10nN.
　Particles can attain charge from a variety of causes; 
however, the most common source of charge build-
up in powder handling is triboelectric charge transfer.  
Tribocharging is likely to result in non-uniform dis-
tributions of charge over particle surfaces.  The non-
uniformity in charge distribution on particles can play 
a significant role in the adhesive effects of the charge.
　Fig. 2 shows measured average toner adhesion 

forces obtained from centrifuge measurements com-
pared to the image force model calculations (i.e., 
Eqn. 15 with s ≈ 0) as a function of the average toner 
charge-to-diameter ratio [Hays, 1994].  The measured 
values exceed the predictions of the uniform surface 
charge model by factors of from 5 to 50.  The depen-
dence of the measured adhesion on charge ratio 
eliminates van der Waals adhesion forces as an expla-
nation for the difference, since surface adhesion forc-
es would be independent of charge.  (Note that typi-
cal toner particles are usually ‘dusted’ with a small 
quantity of ultra-fine fumed-silica to reduce the van 
der Waals forces to something on the order of ~10nN, 
see box on xerography).  Hays [1994] proposed that 
the total charged area At on a tribo-electrically 
charged toner particle represents a small part of the 
total toner particle’s surface area.  Based on Hays’ 
model, the total charge would be Q  = σAt, where σ 
is the surface charge density (in the charged re-
gions).  A small fraction, like 20%, of the charged sur-
face area, Ac, might be in close proximity to the con-
ducting surface.  If the extent of the charged areas in 
close proximity, Ac, is much larger than the average 
distance between the charged surface and the con-
ducting substrate, the magnitude of the electrostatic 

forces of adhesion can be expressed as, FE =−
σ2Ac

2ε0
, and the total adhesion can be written as,

　FA =−
σ2Ac

2ε0
−WAc , (16)

where WAc represents a non-electrostatic (i.e., sur-
face-energy based) adhesion contribution.  Literature 
estimates indicate contact charging can produce sur-
face charge densities ranging from 0.5 to 5mC/m2 de-
pending on the materials involved [Horn and Smith, 
1992].    For σ = 1mC/m2 and Q  = 8fC, the electro-
static contribution to the adhesion force is ~100nN, 
which is comparable with measured values for toner 
particles [Hays, 1995].
　Gady [1996] performed a series of AFM measure-
ments on 3μm and 6μm polystyrene spheres (at-
tached to an AFM cantilever and) brought toward 
an atomically flat, highly oriented pyrolytic graphite 
(HOPG) substrate.  Polystyrene and HOPG lie at op-
posite ends of the tribocharging sequence (i.e., they 
have large differences in their respective work func-
tions) and thus can produce significant tribo-charging 
upon contact and separation.  Gady used the change 
in frequency of a small driven oscillation of the can-
tilever to precisely determine the force and force 
gradient as functions of separation from the sub-
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strate.  By first contacting the substrate, to establish 
a precise position for ‘contact’, and then separating 
the sphere from the substrate and operating in a non-
contact mode, Gady was able to map the force-sepa-
ration relation (until the snap-to-contact point when 
the sphere was a few nano-meters above the surface).  
Since local charge patches in the region of contact 
produced high local electric fields (~2.5×108 V/m), 
these measurements were conducted under a mod-
est vacuum (10-2 Torr) in order to avoid discharge 
via breakdown in air.  Fig. 3 shows a representative 
force displacement curve for a 3μm polystyrene 
sphere.  Also shown are theoretical curves for van 
der Waals force and an electrostatic force based on 
an assumed charge patch located within a sphere (in-
side the particle) collocated with the contact spot and 
having a radius equal to the JKR contact spot radius.  
The solid line on the Fig. 3 is the sum of the two 
theoretical curves.  The cross-over point where the 
van der Waals exceeded the charged-patch electro-
static force (for these highly-charged contacts) varied 
from 3nm to 10nm depending on the charge on the 
sphere.  At separations closer than the crossover 
point van der Waals forces dominated the attractive 
force measured.  (Not shown is a curve that would be 
appropriate for a charge uniformly distributed over 

the surface of the polystyrene sphere.  Such a force-
displacement curve would be lower in magnitude 
and much lower slope than the patch-charge curve at 
close separations). 
　Gady’s small charged sphere analysis simplifies 
the mathematics somewhat over having the charge 
located only on a patch of the particle surface materi-
al; however, it still captures most of the physics of 
having the tribo-electric charge located near the con-
tact region.  Gady’s approach is equivalent to modify-
ing Eqn 15 to represent the image charge force due 
to a local charge patch of diameter DQ = 2a, where a 
is the JKR contact spot radius,

　FIL ≈−β
Q2

L
4πε0(DQ + s)2

. (17)

　A more complex mechanism than localized charge-
patches, involving a non-uniform distribution of effec-
tive electron work-function values over the surface of 
particles, has also been proposed as an explanation 
of the high electrostatic attraction for small charged 
particles [Pollock, et al, 1994]; however, the simpler 
localized tribo-charged patches as described by Hays 
[1994] and/or Gady [1996; and Gady et al, 1996] ap-
pear to adequately describe the observed phenom-
ena.  In Gady’s experiments with spherical particles 
near a smooth substrate, the van der Waals force did 
not dominate over image-charge forces until the gap 
spacing was on the order of 10nm.  Most irregularly 
shaped particles produced through comminution would 
have surface roughness at least as great as 10’s of 
nanometers, lowering the effective attraction at con-
tact by an order of magnitude or more.

4.  Distance-dependence and Range-of-ef fect of 
Fine-particle Adhesive Forces

　Range of effect － The electric field in the vicinity 
of a large charged surface (like the nearly uniformly 
charged lunar surface) decreases very slowly with 
distance away from the surface.  The static-electric 
force on a charged particle in such a slowly varying 
electric field, likewise, varies slowly with distance.  
Because of their relatively long range nature, elec-
trostatic forces have the potential to contribute both 
as long-range forces affecting motion of fine particles 
(especially for suspended particles) and as short-
range forces affecting their adhesion/cohesion, de-
pending on the net charge on a particle and on the 
surface charge-density near a contact point.  While 
van der Waals forces, electrostatic forces between 

Fig. 2   Toner adhesion forces obtained from centrifuge measurements 
compared with image force model calculations (Eqn. 15 with s ≈ 0, 
which assumes charge is distributed uniformly over the particle’s 
surface) as a function of the average toner charge-to-diameter ra-
tio [Hays, 1994].
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charges, and electrostatic image-forces, all vary as 
the inverse square of distance; the effective distance 
at closest approach (where the force has its maxi-
mum value) differs in each case.  As described by 
Eqn 5, the net van der Waals force for a single spheri-
cal/planar contact (asperity or particle) depends 
on the distance between the centers of the surface 
atoms in the two bodies at their point of closest ap-
proach.  This inverse square relation is not a funda-

mental property of the dipole forces which comprise 
the van der Waals interaction.  Those forces all decay 
with the inverse seventh power of the distance on a 
molecular level.  The inverse second power comes 
from the integrated effect of all (relatively near) at-
oms in a sphere and in the nearby plane.  It should 
also be noted that at distances greater than approxi-
mately 10nm, retardation effects, of induced dipoles 
on the molecular level, begin to reduce the effective 
van der Waals interaction below that predicted by 
Eqn 5.  Such effects are usually modeled as reduc-
tions in the Hamaker constant with distance beyond 
10nm [Isrealachvili, 1991].  Thus, for a variety of 
reasons, surface-energy related adhesion forces are 
very short range and primarily affect fine particles 
when they are in contact with each other or touching 
surfaces.  The electrostatic force on the other hand 
varies as the inverse second power of the distance 
between the two apparent centers of charge.  If we 
consider the distance over which a force decreases 
by a fixed factor, say two orders of magnitude, below 
its maximum value at ‘closest approach,’ as one 
measure of the range-of-effect of that force, then we 
can see significant differences between the ef fective 
ranges of these three inverse-distance-squared forces 
(i.e., Eqns 5b, 15b, and 17b),  

　FvdW =
KvdW

s2
 van der Waals interaction (5b)

　
FI ≈

KI

(Dp + s)2

  Image charge force － uniform 
charge on particle of diameter, 
Dp (15b)

　
FIL ≈

KLI

(DQ + s)2

  Image charge force － local 
charge patch, diameter ≈ DQ

 (17b)

Fig. 3   AFM-measured force-displacement for a triboelectrically charged 
3μm polystyrene sphere near an atomically flat HOPG substrate 
(symbols), van der Waals force (i.e., Eqn. 5) (dashes), and a local 
charged-patch (of a JKR-contact-spot size, i.e., Eqn 17) with QL 
adjusted to best fit the data (dotted line).  Solid line is sum of van 
der Waals and charged-patch curves [Gady et al, 1997].

Xerography 
(A technology utilizing tribo-charging and electrostatic transfer of fine particles)

Researchers and technologists developing and improving electrophotographic processes (Xerography) have 
been successfully charging, transporting, removing and precisely depositing 10 micron-scale toner particles 
onto and off of various surfaces for nearly 50 years.  Since its introduction (late 1950’s) much of the develop-
ment in xerographic technology has been by cut-and-try engineering methods.  During the last two decades, 
our understanding of the underlying principles and forces involved in xerography have advanced dramatically, 
especially with the advent of various surface-force and scanning-probe measurement methods.  Nonetheless, 
a cursory survey of current literature on particle adhesion, shows that, even today, several aspects of the pro-
cess remain incompletely understood.  [The following qualitative description, most closely fits the dry-powder 
xerographic technology of about a decade ago, when it was dominated by black-and-white dry-powder meth-
ods, but it still provides insight on methods that have been utilized to 'control' electrostatic- and tribo-charging 
of fine particles].
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　where the K ’s and D’s depend on material, size 
and/or charge but do not change with distance, s.

　At ‘contact’ the distance between surface mol-
ecules centers, so, is approximately 4Å (or ~0.4nm), 
and Dp >> DQ  >> so, so that the closest approach val-
ues of the denominators in these relations are usually 
much larger for electrostatic forces than the molecu-
lar-scales of van der Waals forces. 

　The van der Waals force which varies as the in-
verse second power of the gap spacing (e.g., Eqn 
5b), is a very short-range force compared to typical 
particle dimensions － falling by two orders of magni-
tude by the time the surfaces are 40Å (~4nm) apart, 
and by four orders of magnitude by the time they are 
40nm apart.  In comparison, an image-charge force 
for a charged particle near a conducting surface, Eqn 
15b, would decrease two orders of magnitude over 
a separation distance from touching (e.g. 1-diam-
eter) to ten particle diameters (a distance of 10μm 
for a 1μm particle, or 100μm for a 10μm particle).  
The image-force from a small patch of concentrated 
charge on a particle’s surface (Eqn 17b), say 100nm 
across, would also decrease more slowly than the 
van der Waals force (Eqn 5b).  On a 10μm particle, 
a 100nm diameter patch-charge image-force would 

decreasing two orders of magnitude going from con-
tact with a conductor to a separation distance of ap-
proximately 1μm, according to Eqn 17b.  This is 250 
times the distance over which van der Waals force 
would decrease by two orders of magnitude.  Thus it 
can be inferred that the image-force for a uniformly 
charged particle is, in effect, longer-range than the 
local charged-patch force, which is, in effect, longer-
range than the van der Waals force.
　Because their values change less rapidly with dis-
tance (near contact), the static-charge forces are less 
affected by surface asperities and roughness than are 
van der Waals forces.  Thus, for small irregular par-
ticles coated with a light dusting of nano-scale fines 
(as is the case for xerographic toner particles) it is 
possible, with sufficient local charge deposition, for 
localized charge-patch forces to dominate over van 
der Waals surface forces even when the particles are 
‘contacting’ the surface.  Such may also be the case 
for small tribocharged lunar dust particles, or other 
fine irregular particles.

5.  Effects of Particle Size on Fine-particle Ad-
hesive Forces

　One of the aims of this review is to determine un-
der what conditions various forces are likely to domi-

Xerography  (continued)

The mechanics of the xerographic process require both electrostatic adhesion/cohesion and interparticle 
surface-energy-related forces to dominate at different stages.  The average surface cohesive forces acting 
among the toner particles are usually 'adjusted' to a fixed (relatively low) value by blending the toner particles 
with nano-scale (~20nm － 40nm) fumed-silica fines with a weight －fraction of fines in the range of 0.01% to 
1%.  These fines, deposited on the larger-particle surfaces, act as props to keep most of the potential surface 
area at contacts far enough apart that the short-range van der Waals surface forces are greatly reduced.  The 
relatively small contact area of the few propping fines, and the remaining contacting asperities on the particles, 
provide an appropriate level of cohesion for the process to work.
In xerography the toner particles are triboelectrically charged by mixing with larger carrier beads.  The 
charge on the toner particles enables the electrostatic transfer of these particles between surfaces, allowing 
the development of an electrostatic latent image and subsequent transfer of the developed image to paper.  
Because of the requirement for toner transfer, the cohesion and adhesion properties of toner particles are of 
considerable importance in optimizing the electrophotographic process [Hays, 1995; Pai and Springett, 1993].
In xerography tribocharging is controlled through selection of the material, for the carrier beads (with an ap-
propriate value for its work-function) and toner particles, and by the intensity and duration of 'mixing'.  The 
surface energy forces are controlled by adjusting the mass fraction of ultra-fine fumed silica blended with the 
toner; and, the electro-static force is controlled by the electric fields/potentials applied externally.  Many of 
these quantities will be beyond the control of lunar explorers and in-situ resource utilization designers dealing 
with fine particles occurring on the moon's surface (and they may not be controllable in terrestrial powder 
processing operations).
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nate in the adhesion of particles to surfaces.  Because 
of the way surface forces scale relative to body forces 
and drag forces, surface phenomena are usually ex-
pected to dominate at small particle sizes.  Gravity 
and inertial forces (e.g., response to vibration, shak-
ing or acceleration) scale with the mass of an object, 
M = ρV = ρ(4/3)πR 3, where ρ is density (e.g., kg/
m3), V is volume (e.g., m3) and R is the ‘radius’ of the 
object (assuming a spherical shape).  Thus, as parti-
cles decrease in size the force of gravity, and that due 
to accelerations, would decrease with the cube of the 
particle size.  The aerodynamic drag at high Reyn-
olds numbers scales with the cross-sectional area 
of an object in the flow.  As particle size decreases 
high-Reynolds-number drag forces decrease with the 
square of the particle size.  Likewise, the surface area 
of a particle decreases with the square of its diame-
ter.  Thus, we might expect that most surface related 
phenomena will scale with the square of particle size 
(like the surface area).  In fact, many phenomena, 
including some surface related ones, decrease more 
slowly with particle size than the square.  Several im-
portant phenomena scale nearly linearly with particle 
size.  As particle size decreases, phenomena which 
scale linearly with size will eventually dominate over 
phenomena that scale with higher powers of the 
size (like gravity, inertial forces, or high-Reynolds-
number drag forces).  Among phenomena that scale 
linearly with size, other controlling parameters need 
to be examined in order to determine which will have 
a greater influence on particle motion or behavior.  
　As previously described, the integrated effects of 
van der Waals interactions acting on a spherical par-
ticle near a surface (e.g., Eqn 5) depends linearly on 
the radius of curvature in the contact region (e.g., the 
van der Waals force varies linearly with particle size).
　It is also well known that the electrical capacitance 

of an isolated conducting sphere depends linearly on 
the size of the sphere [Corson & Lorrain, 1962], 

　C = 4πεoRp. (18)

The charge carried by a particle with a uniform sur-
face potential, Φs, is proportional to its capacitance,

　Q  = CΦs = 4πεoΦsRp, (19)

a quantity which varies linearly with particle size.  In 
a uniform electric field, E, the force on a charged par-
ticle, also, would vary linearly with particle size, 

　FE = QE = 4πεoΦsERp. (20)

While the formula for capacitance (Eqn 18) is strictly 
valid only for conducting spheres, experimental evi-
dence indicates that triboelectric charging of non-
conducting particles, also,  varies nearly linearly with 
particle size.
　Fig. 4 shows the dependence of tribocharge with 
particle size for simulant JSC-1-Mars-1 particles, each 
experiencing the same type and duration of repeated 
contact with a Co surface [from Sternovsky et al, 
2002]. 
It should be noted that, the static image-charge 
force, FI, acting on a charged particle depends on the 
square of the charge on the particle, and if non-con-
ducting particles carried uniformly distributed sur-
face charges varying with size according to Eqn 19 
and they were in contact with a conducting surface, 
they would experience an attractive image-charge 
force of,

　FI ≈πεoΦ s
2 ≈ 0.05 Φ s

2 (nN/V 2), (21)

independent of particle size!  For particle sets com-
prised of particles with net charges proportional to 
their size, we would expect that below some thresh-
old size, image-charge adhesion forces would domi-
nate over surface-energy related forces.  
　Under certain circumstances, sets of particles are 
more likely to acquire charges that vary according to 
their effective cross-sections, and thus would be ex-
pected to have net charges that vary with the square 
of the particle size.  For example, charging of micron-
scale conductive aerosol water droplets via capture of 
like-charged ultra-fine particles in the upper reaches 
of thunderstorms results in a maximum charge per 
droplet that varies approximately with the square of 
the droplet size [Pruppacher & Klett, 1997, as cited 
in Tinsley et al, 1999].  For particle sets with charge 
distributions that scale with the square of particle 
size, the ef fective image-charge forces at contact 
would decrease in direct proportion with the particle 

Fig. 4   The charge on JSC-Mars-1 from a contact with a Co surface for 
different dust sizes [Sternovsky et al, 2002].



KONA Powder and Particle Journal No.26 (2008) 139

size, and fine-particle adhesion would be dominated 
by surface-energy interactions. 

Discussion

　From the works of London, Hamaker, Feynman, 
Lifshitz, Keesom, Debye and others we have a rea-
sonably good understanding of the molecular-scale 
sources of van der Waals forces; however, the inte-
grated macroscopic effects of van der Waals forces as 
described above are only straightforward to calculate 
for idealized configurations.  For most real contacts 
between macroscopic objects, the adhesive forces 
can differ substantially from what would appear to 
be a straightforward integration of a known intermo-
lecular potential over all nearby molecular centers.  It 
is the relatively short-range nature of van der Waals 
forces (from a macroscopic perspective) which give 
rise to much of the ‘uncertainty’ in calculating their 
effects for real macroscopic contacts.  As pointed out 
by Isrealachvili [1991] one source of uncertainty in 
predicting adhesion forces from models of van der 
Waals interactions is uncertainty associated with the 
effective surface energy, since even monolayers of 
gas molecules adsorbed on a surface can affect the 
value of the adhesive force at contact.  Two other fac-
tors which contribute significant uncertainty to mak-
ing quantitative predictions of adhesion forces are 
surface morphology (or roughness), and deformation 
(elastic and plastic) in the contact region.  Measure-
ments of pull-off forces for small particles, can be 
substantially less than the values predicted a prori 
from known surface energies or Hamaker constants 
for the materials involved, with the over prediction by 
the theory increasing as the particle size decreases.  
Large soft spheres, on the other hand, adhere in 
almost exact agreement with the Johnson, Kendall, 
Roberts (JKR) theory [1971].  JKR theory accounts 
for elastic deformation in the contact region, but is 
still within 30% of the Derjagian approximation for un-
deformed spheres, e.g. Eqn (6), at contact.  Surface 
roughness (e.g. detailed surface morphology) has 
been identified as one major contributor to the dis-
crepancy between measured pull off forces for ‘real’ 
par ticles and theoretical predictions for smooth 
surfaces [Rabinovich, et al, 2000 and 2002; Rimai & 
Quesnel, 2001; Mizes, 1994; Schaefer et al, 1995].  
Likewise as the particle size (or the radius of curva-
ture in the contact region) decreases, it is possible 
for plastic deformations to occur at the contact, even 
with no external loads; however, plastic deformation 
are usually expected to cause less than a factor of two 

increase in effective adhesion forces (unless external 
loads are also applied to the contacting bodies). 
　Because of the short-range nature of adhesive 
surface forces, it can be said with some certainty that 
adhesive surface forces are likely to be a major con-
cern only when attempting to remove particles from 
surfaces.  Under most circumstances, surface forces 
will have only a minimal contribution as to whether 
or not particles make contact with surfaces.  [This 
is contrary to the potential effects of surface forces 
on particles in a third media, like in aqueous suspen-
sions, where net surface forces can have a strong 
influence on whether ‘contact’ occurs].  Static elec-
tric forces, and in particular, image-forces, can be a 
significant factor in adhesion.  These forces have a 
much longer effective-range than surface energy in-
teractions. Thus they can have a significant effect on 
both the motion and on the adhesion of fine particles 
on surfaces.
　Rough estimates of distance ranges over which 
various force are likely to dominate (for 10-micron-
scale particles under dry conditions) might be sum-
marized as follows, where, s is the distance between a 
particle and a (conducting) surface:

・ s > 0.1 micron, electrostatic forces due to the net 
charge on particles may dominate

・ 100nm > s > 10nm, electrostatic forces due to local-
ized charge patches on particle surfaces may have a 
significant effect

・ s < 10nm, van der Waals (surface energy related) 
forces may dominate (if sur faces are smooth 
enough and/or surface energies high enough).

　Very rough, irregular particles or particles with a 
dusting of nano-scale fines may have very low effec-
tive van der Waals adhesion forces.  For such cases, 
the electrostatic and image forces can exceed surface 
energy forces for particles considerably larger than 
10 microns (and/or with lower charge densities than 
are typical in xerographic processes).
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Nomenclature

A Hamaker constant  [J]
At Total surface area (of a charged particle)  [m2]
Ac Area of the charged portion of a particle’s surface  [m2]
Å Angstrom － length unit = 10-10 m,  or  0.1nm
α Relative approach distance (after initial contact) be-

tween two spheres, also amount of overlap that would 
have occurred without surface deformation)   [m]

αs Surface displacement (negative) in tension at separa-
tion (JKR model)   [m]

C Capacitance  [C/V]
Cf Material dependant constant (for interatomic force 

relation)  [m7kg-1s-2]
d Distance between centers of atoms  [m]
D Distance between charges  [m]
Dp Diameter of a (charged) particle  [m]
DQ Diameter of a local charge patch  {m]
ε0 Permittivity of free space  [8.8542×10-12 C2 N-1 m-2]
E Youngs modulus  [GPa]
E Electric field (in Eqn 20 only)  [V/m]
F Force  [N]
Fc Cohesive (attractive) pull-off force  [N]
FcJKR Cohesive pull-off force JKR model  [N]
Fcp Cohesive force per unit area for two planes in contact 

 [N/m2]
Fc-plastic  Approximate cohesive force for plastically deformed 

spheres in contact  [N]
FE Electrostatic portion of the force of adhesion  [N]
FT Total force of adhesion including both electrostatic 

and surface-energy terms  [N]
FI Electrostatic image-charge force acting on a charge 

near a conducting surface  [N]
FIL Electrostatic image-charge force due to a local charge 

patch near a conducting surface  [N]
FvdW van der Waals cohesive/adhesive force  [N]
Fs Cohesive (attractive) force acting between (unde-

formed) contacting spheres  [N]
Fss Cohesive force acting between two equal size spheres 

 [N]
Fsp Cohesive force acting between a sphere and a plane 

 [N]
FY Applied load at which plastic yielding begins  [N]
Ψ(d) Interatomic pair potential (as a function of dis-

tance, d).   [J]
Φs Surface (electrical) potential  [V]
γ Surface energy (per unit area)  [mJ/m2]
h Height above planar conducting surface (to where 

electric charge is located)  [m]
ν Poisson’s ratio
M Mass  [kg]
ρ Density  [kg/m3]
Q Static electric charge  [C]
Q′ Image charge  [C]
QL Charge located in a localized charge-patch (near the 

contact point)  [C]
R Radius  [m]
Rp Particle radius  {m]
RcY Particle radius below which plastic deformation ex-

pected with no applied load  [m]
R* Effective or reduced radius for two spheres of radii, R1 

and R2; R*=R1R2/(R1+R2)
s Gap spacing (distance between surfaces atom centers) 

for two near objects  [m]
s0 Distance between surface atoms of contacting bodies 

at closest approach  [m]
σ Surface charge density  [C/m2]
V Volume  [m3]
wp(s) Energy per unit area as a function of separation dis-

tance, s, between two planar surfaces  [mJ/m2]
Y Yield strength [GPa]
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Introduction

　It is well known that the majority of pharmaceu-
ticals in the market are oral solid dosage form. It is 
said that the oral solid dosage form will continue to 
be the mainstream of the pharmaceutical formula-
tions in the future and tablet is the major formulation 
within the oral solid dosage form. Tabletting seems 
grownup technology, but there still remain the un-
known factors of the technology and there are many 
points which should be improved. Tablets consist of 
a lot of pharmaceutical excipients and active ingre-
dients. Compactibility is one of the most important 
functions within the various functions of pharmaceu-
tical excipients. 
　There are many substances which describe the 
function of high compactibility within the pharmaceu-
tical excipients. These materials are divided into two 
categories: a saccharide group and a microcrystal-
line cellulose group. In this paper, I have summed up 
the technology for the high-compactibility excipients 
from the viewpoint of particle design, mainly focused 
on the microcrystalline cellulose which considered 
as the most efficient ingredient for compaction. 

1.1　High-compactibility saccharide

1.1.1　High compactibility lactose
　Lactose is one of the most commonly used phar-
maceutical excipients. It is known that the compact-

ibility of lactose highly depends on the process. 
Fig. 1 shows the correlation between compactibility 
and the grade of lactose (offered by DMV Japan). 
Since beta anhydrous lactose (DCL-22) has dif fer-
ent crystal form, we cannot compare it simply in the 
same system, but we can compare the other lactose 
which has the same crystal form: alpha lactose mono 
hydrate (DCL-14, DCL-11, DCL-15 and 100M). Within 
the alpha lactose mono hydrate group, crystalline lac-
tose 100# (100M) shows the lowest hardness. Then 
pre-granulated lactose (DCL-15) gives higher hard-
ness of the tablet. Next to the pre-granulated lactose 
comes the spray-dried lactose. It is well known that 
pre-granulation or spray drying make goods better 
compactibility. Both DCL-14 and DCL-11 are made 
by spray drying methods with the same crystalline 
form. But the lactose which carried out spray drying 
of the fine-ground alpha lactose (DCL-14) shows the 
highest compactibility in the chart. It means that the 
compactibility of lactose relates to the size of crystal 
in granules also. Fig. 2 shows the scheme. 
　Beta anhydrous lactose is made by drum drying 
followed by grinding. It is said that the sharp particle 
shape of beta anhydrous lactose particle is the reason 
of the   high-compactibility function. Correctly speak-
ing, beta anhydrous lactose contains about 10% of al-
pha lactose. The content of alpha lactose depends on 
the production temperature. Because beta anhydrous 
lactose consists of a mixture of two crystal phase, 
and because it dry up before crystal grown up, it con-
sists of small sized beta anhydrous crystal. The small 
sized crystal might be another possible reason for 
the high-compactibility of beta anhydrous lactose.

Hiroto Miyamoto
KNOWKATSU1
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　Cellulose and saccharide are commonly used filler-binder. This summary refer to the technology for 
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1.1.2　The other high compactibility excipients
　Fig. 3 shows high compactibility mannitol and 
Fig. 4 shows high compactibility sorbitol respective-
ly. Each product seems to be made by spray-drying 
method. It shows that the primary particle in each 
photo consists of fine crystal. It seems that the same 
concept as alpha lactose is also used to attain the 
high compactibility excipients for each saccharide 
system.

1.2　 Comparison of saccharide system and mi-
crocrystalline cellulose system 

　The high compactibility saccharides, which con-
sidered to be made by spray drying, were studied 

through the brochure. Each of them uses granulated 
lactose as a comparative example to show the high 
compactibility of their products. 
　Since each company uses different unit systems 
and also they use the different evaluation systems in 
their brochure, we cannot compare each high com-
pactibility product correctly form the presented data. 
I converted each unit and plotted it to a graph (Fig. 
5) to see rough image of these systems, although 
unified comparison cannot be made. Even though we 
cannot compare in detail for each products in Fig. 
5, it shows that there is big difference between the 
microcrystalline cellulose group and the saccharide 
group. It says that the microcrystalline cellulose 
group show much higher performance of compact-
ibility compared with the saccharide group1).

1.3　Microcrystalline cellulose system 
　Microcr ystalline cellulose is well known high 
compactibility products. In recent years, high-perfor-
mance microcrystalline celluloses were lunched as 
research of the material progressed. I would like to 
focus on microcrystalline cellulose and to describe 
the history of invention, the feature of a material, de-
velopment of the new material, and the characteristic 
of new materials. 

1.3.1　Discovery of microcrystalline cellulose 
　Microcr ystal l ine cel lulose is  repor ted by 
O.A.Battista and others of the American viscose 
Co., Ltd. in 19622). At that time, the authority of cel-

Fig. 1   Hardness of the tablet made from various lactose.

Lubricated with 0.5% mg stearate (5min. mixing), Kilian rotary press, 
30,000 tab/hr,250mg tablet, 9mm flat punches.
 (Offered by DMV –Fonterra Excipients)

Pharmatose
DCL14
(Spray Dried)

Pharmatose
DCL11

(Spray Dried)

Lactose crystal
100#

Small primary 
particle

(Photos were offered by DMV- Fonterra Excipients)

Pre- granulation

Fluidized Bed

Spray Dry 
Granulation

Fig. 2  Development for better compactibility.
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Fig. 5  Compactibility of cellulose and saccharide an overview.

Fig. 4  Sorbitol for direct compression.

Sorbitol for direct compression

［Spray dry methods］

Low 
magnification

High 
magnification

（Photos were offered by Merck Japan）
Sorbitol crystal

SPD

Fig.3  Mannitol for direct compression.

Mannitol for direct compression

［Spray dry methods］

Low 
magnification

High 
magnification

(Photos were offered by Merck Japan ) 
Mannitol crystal

SPD
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lulose had gathered in the company of viscose rayon: 
American viscose. When cellulose was hydrolyzed 
and dried, white powder was made. But they did not 
know how to use it. They try to use it to diet food 
etc. Just then a researcher of SmithKline Corp. was 
studying direct compression technology. He heard 
of this new white powder and tried to use it to direct 
compression. It turned out to be the best matched 
material for direct compression.
　As it was often heard in a success story, the micro-
crystalline cellulose was not aimed to develop for the 
direct compression. 

1.3.2　Microcrystalline cellulose
　I would like to explain microcrystalline cellulose 
a little more in detail. A cellulose molecule has the 
structure in which the glucose ring chained to make 
a straight line. Many glucose ring chain ran in paral-
lel, formed the hydrogen bond between molecules 
into next chain, and became bunch-like structure. 
This is a crystal of microcrystalline cellulose. These 
cellulose crystal structures exist in natural cellulose, 
and make a repetition unit (micro crystalline) with 
constant size of bunch and length. Micro crystallines 
are connected to form the long fiber (micro fibril). 
Cotton is the common example of the cellulose fiber 
usually seen in which cellulose micro fibril gathered. 
Cellulose micro fibril looks the similar image as the 
train (micro crystallite portion) which was connected 
many cars. The connection part of micro crystallite 
and micro crystallite and the crevice between micro 
fibril and micro fibril are roughly combined by the 
polysaccharide such as free cellulose which is not 
making crystalline, and or mannose and or xylose. 
It is the so-called amorphous portion of cellulose. If 
acid hydrolysis of the cellulose is carried out, acid 
will penetrate into the amorphous portion, and then 
hydrolysis will take place in this portion. But as acid 
cannot penetrate into the inside of micro crystallite, it 
remains micro crystalline in the cellulose structure. 
This is microcrystalline cellulose. In the electron mi-
croscopic picture of microcrystalline cellulose, willow 
leave-like micro crystallite is observed on the surface 
(photo. 1). It is said that microcrystalline cellulose 
works as a dry binder of tablet that it will be easy to 
carry out plastic deformation if compression force is 
received for such a structure. 

1.4　 Development of the high compactibility 
tablet binder: SMCC (Silycated Microcrys-
talline Cellulose) 

　When we use the microcrystalline cellulose for wet 

granulation methods, we often experience the low ac-
tivity of microcrystalline cellulose as a tablet binder. 
It is said that this phenomena is caused by the horn-
ing of the microcrystalline cellulose. If microcrystal-
line cellulose soaked water then dried, water between 
the micro crystallite of cellulose make liquid bridge 
construction between micro crystallite particles at 
the first stage of drying, and then the liquid bridge 
let the micro crystallite particles attach tightly each 
other, making the hydrogen bond between particles, 
along with drying. Finally a horn like hard cellulose 
block is produced. This is called horning. Once horn-
ing is occurred, the hard particles of cellulose will 
not carry out plastic deformation when it receives 
compression force: reduced compactibility. If we 
adjust the water content precisely or by adding etha-
nol during wet granulation to avoid hydrogen bond 
formation, horning does not take place3). But the 
controlling method is very delicate and troublesome 
work. SMCC was developed to prevent the horning4). 
　When SMCC was used for the direct compression 
methods, it gave higher hardness of the tablet than 
the tablet from microcrystalline cellulose4). SMCC 
is consists of about 2% of colloidal silica and 98% of 
microcrystalline cellulose. SMCC is made by mixing 
these two materials in process, so that silicon particu-
lates are distributed over the surface of microcrys-
talline cellulose particle then dried. The function of 
SMCC depends on the way of in-process mixing. The 
function of high compactibility cannot be obtained 
only by mixing the two kinds of composing powder 
products. Such product as SMCC is called “co-pro-
cessed products,” which gets the special function by 
the synergistic effect of in-process mixing. Sherwood 
said that by the in process mixing, the fine particu-
lates of colloidal silica covered on the surface of mi-

Photo. 1

←→
500 nm
(Offered by Asahi-Kasei chemicals)



KONA Powder and Particle Journal No.26 (2008)146

crocrystalline cellulose, and this construction is fixed 
by drying. He said that this construction prevent the 
horning of microcrystalline cellulose, caused by liq-
uid bridge formation4).  
　The two types of microcrystalline cellulose mix-
ture: a simple mixture of microcrystalline cellulose 
and colloidal silica, and a co-processed mixture of 
microcrystalline cellulose and colloidal silica (PRO-
SOLV SMCC90: trade name of JRS Pharma) is com-
pared in Fig. 6. The co-processed mixture of micro-
crystalline cellulose and a colloidal silica (PROSOLV 
SMCC90) shows the higher compactibility in this 
chart, which is not obtained in simple mixture. When 
microcrystalline cellulose(VVAPUR MCC102: trade 
name of JRS Pharma) and PRPSOLV SMCC90 are 
compared, it turns out that PROSOLV SMCC90 gives 
higher compactibility compared with the compactibil-
ity of microcrystalline cellulose (VVAPUR MCC102) . 
(Fig. 6)
　SMCC is supplied by JRS Pharma under the trade 
name of “PROSOLV SMCC.”  There are three grades 
which has different particle size and bulk density.  

1.5　 High compactibility microcrystalline cellu-
lose by particle shape control methods

　As I mentioned above, composite is one resolution 
to get high compactibility microcrystalline cellu-
lose. Asahi-kasei Chemicals Ltd. developed another 

method to get high compactibility microcrystalline 
cellulose. That is to control the particle shape of mi-
crocrystalline cellulose. Dr. Obae explains that the 
compactibility of microcrystalline cellulose is related 
to the aspect ratio of particles in the microcrystalline 
cellulose powder5). If the particles in microcrystal-
line cellulose powder excel in the direction of a long 
axis, it is supposed to make an oriented structure by 
compression force, causing the compression pres-
sure transmits to an inside of the tablet effectively, 
together with tangling of fibrous particles to make 
hard tablet. The high compactibility microcrystal-
line cellulose product developed by this concept was 
named Ceolus KG-802(trade name of Asahi-kasei 
Chemicals). The per formance of Ceolus KG-802 
against Ceolus PH-101(trade name of Asahi-kasei 
Chemicals): the standard type of microcrystalline cel-
lulose is given Fig. 7. 
　The particle shape of Ceolus PH-101 is given in 
Photo. 2 and the particle shape of Ceolus KG-802; 
the high compactibility microcrystalline cellulose is 
given in Photo. 3. Ceolus KG-802 consists of lon-
ger particles than the particles of Ceolus PH-101. 
Dr. Obae studied the mechanism of Ceolus KG-802 
by fractionating powder and studied the difference 
between Ceolus KG and Ceolus PH. It is showed in 
Fig. 8. It shows that Ceolus KG, which has long axis 
of particle, attained high hardness of tablet for each 

Fig. 6  Compactibility of 3types of dry binders ( SMCC/physical Mixture/MCC).

(Offerd by JRS Pharma)
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compression force5).
　Fig. 9 shows an image diagram of each particle in 
die when KG-802 and PH-101 receives compression 
force. When compressed, the particles of KG-802, 

which has larger aspect ratio (L/D) than PH-101, 
oriented, tangled and make a hard tablet, but the par-
ticle of PH-101, which has smaller aspect ratio (L/D), 
little oriented, which prevent the transmittance of 
compression pressure, make medium hardness of 
tablet5). 
　Fig.10 shows the transmittance of compression 
force between upper punch and lower punch, and 
Fig. 11 shows the relation between upper punch 
pressure and tablet thickness. It can be said from 
these data that Ceolus KG-802: the high compactibil-

(Offered by Asahi-Kasei Chemicals)

Photo. 2  Ceolus PH-101: Standard Grade.

(Offered by Asahi-Kasei Chemicals)
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Fig. 7  Performance of Ceolus KG-802.
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Photo. 3  Ceolus KG-802: High Compactibility grade.
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Fig. 8  Relationship between logT and L/D.

T; hardness of tablet, L/D; average length/diameter ratio of particles,
PH grade: the standard grade, and KG grade: the high compactibility 
grade, were sieved to fractionated to four particle size. Compactibility of 
each fraction was studied for the average L/D of particles in each frac-
tion. Where:
PH grade/ P1=0.41-0.43: open circle, P2=0.52-0.54: open triangle, 
P3=0.61-0.65: open square, P4=0.68-0.74: open diamond
KG grade/ P1=0.41-0.43: closed circle, P2=0.52-0.54: closed triangle, 
P3=0.61-0.65: closed square, P4=0.68-0.74: closed diamond
 （Offered by Asahi-Kasei Chemicals）

Fig. 9  Image diagram of the compaction mechanism of Ceolus KG-802.
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ity grade, transmit the compression force effectively 
to the tablet to make the tablet efficiently and pre-
cisely at compaction, compared with Ceolus PH-101. 
　In addition to the compatibility, particle shape of 
microcrystalline cellulose influences the other pow-
der properties of microcrystalline cellulose. Fig. 12 
shows the relation between the compactibility and 
the powder properties for various microcrystalline 
celluloses. Ceolus KG-802 is bulkier than standard 
grade, and it is relatively poor flowability of powder. 
For this reason, Ceolus KG-802 seems to be rejected 
from the dry binders for high-speed tabletting, but 
in the case of the mixed powder of an actual formu-
lation, it is not always true. Ozeki reported that a 
formulation with Ceolus KG 802 is suitable for high-
speed tabletting rather than the formulation with 
standard grade6). It means that the powder suitable 
for high-speed tabletting depends not always on the 
properties of each component powder but on the 
properties of formulated powder mixture. Fig. 13 
shows the tablet weight variation under the tablet-

ting condition of 8mm phi and 180mg tablet with the 
formulation 70% of the lactose (Super-Tab/ DMV In-
ternational) and 30% of microcrystalline cellulose for 
direct compression. It says that the formulation with 
Ceolus KG 802 which has angles of repose 49 degree 
was stabilized at high speed tabletting from the for-
mulation with PH-102 which has angles of repose 42 
degree, and the formulation with PH-302 which has 
angles of repose 38 degree. 

1.6　 A super-high compactibility microcrystal-
line cellulose                

　Ceolus KG-1000 which exceed Ceolus KG-802 are 
lunched from Asahi Chemical Chemicals in recent 
years. The concept of Ceolus KG-1000 is the same as 
that of KG-802, which controlled the aspect ratio of 
particles in the powder. Photo. 4 shows the differ-
ence of particle shape between various microcrystal-
line cellulose and Ceolus KG-1000. It shows that the 
L/D value of particles in Ceolus KG is much larger 
than Ceolus KG-802. 
　Fig. 14 shows compatibility of various microcrys-
talline cellulose grades. The number in the figure 
shows the contents (%) of microcrystalline cellulose 
in each formulation. The remainder is the spray-dry-

(Offered by Asahi-Kasei Chemicals)

0

01

02

03

04

05

05040302010

）aPM（hcnuprepputaerusserP

P
re
ss
ur
e 
at
 lo
w
er
 p
un
ch
（
M
P
a）

)1(208-GK

)2(208-GK
)1(101-HP
)2(101-HP

）slacimehCiesaK-ihasAybdereffO（

noissimsnarterusserP

59

%86

Fig. 11  Pressure at upper punch and Tablet thickness.

(Offered by Asahi-Kasei Chemicals)

0

1

2

3

4

5

6

7

0 10 20 30 40 50
Pressure at upper punch（MPa）

）
m
m

（ ssenkciht telbaT

PH-101 (1)
PH-101 (2)
KG-802 (1)
KG-802 (2)

Fig. 12  Powder properties of various microcrystalline cellulose grade.

(Offered by Asahi-Kasei Chemicals)

Fig. 13  Formulation suitability for high speed tabletting.
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(Offered by Asahi-Kasei Chemicals)

Fig. 14  The performance of Ceolus KG-1000.
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ing lactose (Super-Tab/DMV International). A rotary 
tabletting machine with 8mm phi punch at 53rpm to 
make 180mg tablet are used. Ceolus PH-102 is the 
standard grade which has same compactibility as 
Ceolus PH-101.  In this chart, Ceolus KG-1000 of 10% 
gives the same tablet hardness as the Ceolus PH-102 
of 30%.  Ceolus KG-1000 of 20% gives the same effect 
as Ceolus KG-802 of 30% in this chart. 

1.7　 Applications for the high compactibility 
microcrystalline cellulose 

　The high compactibility microcrystalline cellulose 
sometimes makes the difficult application possible, 
which could not be attained in the past. Several ex-
amples of these applications are shown below. 

1.7.1　 Applications for the direct compression 
of enzyme 

　Enzyme is one of the delicate active pharmaceuti-
cal ingredients, which is easy to lose its enzymatic 
activity by handling. It is known if we make alpha 
amylase tablet by direct compression methods, alpha 
amylase lose enzymatic activity by the compression 
force during tabletting. Since Ceolus KG-802 require 
relatively lower tabletting force to get sufficient tab-
let hardness, when we applied Ceolus KG-802 to the 
formulation of enzyme, it will keep the enzymatic ac-
tivity during direct compression. Fig. 15 shows the 
enzymatic activity of alpha amylase which remained 
in the tablet. The experimental method of Fig. 15 is 
shown in Fig. 16. The enzymatic activity of alpha-
amylase in the formulation with PH-101 drop to 80% 
of the original activity, at tablet hardness of 50N, 
which is the limit hardness of tablet for practical use, 
on the other hand, in the formulation with Ceolus 
KG-802, enzymatic activity maintained to 95% of the 
original activity for the same tablet hardness. 

Photo.4  Ceolus KG-1000 and the other microcrystalline cellulose
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(Offered by Asahi-Kasei Chemicals)

Fig. 15  Alpha amylase activity remained in the tablet.
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1.7.2　 Direct compression of the tablet with 
high content of active ingredients 

　Generally speaking, the tablet including large 
amount of active ingredients is difficult to apply direct 
compression methods. Because of that wet granula-
tion methods is often used for these formulation. By 
using high compactibility microcrystalline cellulose, 
people can chose direct compression methods even 
in the case of high content of active ingredient. 
Fig. 18 shows the properties of the tablets obtained 
by direct compression including various microcrys-
talline celluloses in the model formulation with large 
amount of ascorbic acid. In the model formulation 
of 80% ascorbic acid contents, we could get enough 

hardness of the tablet for practical use by direct com-
pression, by formulating Ceolus KG-802. 

1.7.3　 Direct compression of active ingredients 
with oily physical properties7)

　The formulation which includes the active ingre-
dients with oily physical properties is dif ficult to 
make the tablet with enough hardness by direct com-
pression methods. When we make tablet using the 
powder with oily physical properties, we require the 
excipients in the formulation not only the function 
of compactibility but also the function of oozing out 
the oily ingredient. Since Ceolus KG-1000 is bulky 
powder, it can absorb the oily active ingredients ooz-
ing out during tabletting, and at the same time, it can 
bind the mixed powder as the highest performance 
tabletting agent. For this reason, Ceolus KG-1000 is 
one of the suitable excipients for the direct compres-
sion tablet with the oily active ingredients. The exper-
imental method is shown in Fig. 18 and the tablet 
hardness and the frying rate of the tablet for the oily 
active ingredient is shown in Fig. 19. In this formu-
lation system, only the formulation with KG-1000 sys-
tem attains the hardness of 50N and low frying rate, 
showing it can be used for the practical application in 
the market. 

1.8　Final Comments  
    In this summery, I referred to the high compact-
ibility tabletting agent, the mechanism of its function, 
and several applications of these materials, focusing 
on the microcrystalline cellulose, which is known 
to the highest compactibility excipients. As far as I 

(Offered by Asahi-Kasei Chemicals)
Fig. 16  Experimental Methods.

Formulation; Alpha amylase composition/MCC/Mg-St
＝（40/60/0.5）        8mm diameter 180mg tablet

Mix for 3  min.

Mg-St               Mix for 30 sec.

Tabletting rotary tabletting machine（12punches）
at 53 rpm（open feed sue）

MCC(microcrystalline  cellulose)
Ceolus KG -802
Ceolus PH -102

Alpha amylase composition
alpha amylase  5
Corn starch    90
CaCO3 5

MCC Alpha amylase composition

Evaluation
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know, the excipients which show the highest com-
paction performance is Ceolus KG-1000 at present. 
In the tabletting formulation, the balance of mixed 
powder (a particle size, particle size distribution, par-
ticle shape, chemical properties of the particle, etc.) 
is critical. Therefore, a high compactibility tabletting 
agent is not simply evaluated by only compatibility. It 
is important to employ the characteristic of each ma-
terial efficiently and it is important also to use prop-

erly according to the purpose of its use. In the actual 
formulation, it often raises difficult problems every-
where. I hope that the high performance tabletting 
agent introduced in this report may serve as effec-
tive solution in such a case. It is well-known that the 
high compactibility tabletting agent solved the film 
braking problem of the granule contain tablet. The 
high compactibility tabletting agent is also applicable 
for the sustained release drug, orally disintegrating 

(Offered by Asahi-Kasei Chemicals)

Fig. 18  Tabletting methods for the formulation including oily API.
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＜Experimental Methods＞

VE preparation
Toｃopherol Acetate 50 wt%
Colloidal Sil ica        50 wt%

MCC: Ceolus ® KG- 1000
KG- 802
PH- 102

SD lactose : SUPER-TAB 

PCS:Pregeratinized starch

MAS：MｇAlminometasilicate

Formulation/ ascorbic acid: 80%, calcium silicate: 3%, MCC: 15%,croscarmellose:2%, Magnesium stearate 3 external%.
  (MCC=microcrystalline cellulose)
Rotary tabletting machine at 50rpm with 12 punches. 12mm diameter, 600mg tablet. (Offered by Asahi-Kasei Chemicals) 

Fig. 17  Tablet with high Ascorbic acid contents by direct compression.
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tablet in the mouth, etc. It seems that high compact-
ibility excipients have wide range of applications. I 
am pleased if this summary stands on your work.
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Fig. 19  Direct compression tablet with oily API.
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1. Introduction

　A system in which a large number of gas bubbles 
are dispersed in a continuous liquid or solid is called 
a foam. The gas can be air, nitrogen, carbon dioxide 
and so on, that coexists with the liquid vapour. While 
the liquids can be water (aqueous solutions), oils 
(organic solvents), ionic liquids or molten metals, we 
consider, in particular, air bubbles dispersed in aque-
ous media in this paper. In general, ionic or non-ionic 
surfactants and surface-active polymers (including 
proteins) are used as the stabilizing agents for foams, 
because they can be adsorbed at the air-water inter-
face and thereby reduce the interfacial energy of the 
interface. In addition to such molecular foam stabiliz-
ers, it has been also well known for over a century 
that particles can act as stabilizers for foams1). There 

have been a relatively large number of systematic 
studies of particle-stabilized emulsions consisting 
of oil and water: oil-in-water emulsions are formed 
if the particles are more wetted by water than by 
oil (relatively hydrophilic particles), while water-in-
oil emulsions are formed for relatively hydrophobic 
particles2). Considering that air can be considered as 
an oil with an extremely low polarity and density, it 
is not surprising that solid particles stabilize foams 
by adsorbing to air-water interfaces. Such foams 
stabilized by the particles are observed and utilized 
in a wide range of industrial fields such as flotation, 
washing, food, water treatment, treatment of radioac-
tive wastes, and distillation in the petroleum industry, 
etc3).
　In recent years, after a dormant period of nearly 
half a century, there have been a resurgence of inter-
ests in the field of solid particles adsorbed at air-water 
interfaces. There are a large number of researches 
on foams using solid particles as foam stabilizers (or 
foam breaking agents) in the presence of molecular 
surfactants2b,2d,4). In such surfactant-particle mixture 
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systems, as both surfactants and particles can ad-
sorb at the air-water interface competitively and the 
surfactants can adsorb to the surface of particles, 
the mixture systems would be more complex to be 
analyzed than the independent systems. Therefore, 
it is thought to be important to carry out researches 
on foams stabilized solely with particles to obtain 
fundamental knowledge about the role of particles 
in foam stabilization. Moreover, sometimes it would 
be desirable not to add surfactants in some practical 
applications. Under such circumstances, recently, 
researches have been started on the foams solely 
stabilized with particles in the absence of any mo-
lecular surfactants5). These particle-stabilized foams 
are formed by using relatively hydrophilic particles. 
The question arises what will happen if relatively 
hydrophobic particles are mixed with water (or polar 
liquids). The materials prepared by aeration of the 
relatively hydrophobic particles and water have been 
shown to be water drops dispersed in air (water-in-
air material), represented by dry water (liquids) and 
water (liquid) marbles6,7). The dry water consists of 
small water drops coated by the hydrophobic par-
ticles in air and behaves as a powder. This kind of wa-
ter-rich powdery materials was first described in the 
1960s6) and the inversion between aqueous foams and 

water-in-air materials has been realized by control-
ling the stabilizing particle hydrophobicity and the 
air-water volume ratio7). This new class of methods of 
water (polar liquids) encapsulation in air would lead 
to promising applications in cosmetics, pharmaceuti-
cals and food industry8). 
　In this overview, we focus on the researches relat-
ed to aqueous foams and liquid marbles (dry liquids) 
that are stabilized by particles. The particles present-
ed in this article are inorganic particles and organic 
polymer particles. The inorganic particles such as 
silica and alumina can be commercially obtained in 
relatively large quantities from a number of compa-
nies9) and are frequently used for fundamental stud-
ies on particle-stabilized foams and liquid marbles. 
In addition to the inorganic particles, the organic 
particles have recently been used as particulate foam 
and liquid marble stabilizers. Due to the development 
of technologies to design, synthesize and character-
ize the particles, the organic particles with precisely 
controlled surface/inner structures have found their 
applications in various industrial and academic sec-
tions10). Successful particle synthesis would inspire 
the construction of well-defined and functionalized 
particle-stabilized foams and dry liquid systems.

(a) Small spherical particles adsorbed at an air-water surface; a relatively hydrophilic particle (θaw < 90º, left) and relatively 
hydrophobic particle (θaw > 90º, right). (b) Four quadrants of dispersed systems comprising of water, oil and air stabilized 
by particles. In mixtures of oil and water (upper quadrants), relatively hydrophilic particles stabilize oil-in-water type emul-
sions, while relatively hydrophobic particles stabilized water-in-oil emulsions. In mixtures of air and water (lower quad-
rants), air-in-water materials (bubble, foam) are formed by  using relatively hydrophilic particles and water-in-air materials 
(water marbles, dry water) are formed by using relatively hydrophobic particles. (c) Whipped cream-like foams produced 
by aeration of water and relatively hydrophilic silica particles. (d) Dry water comprising water drops coated by hydrophobic 
particles in air, showing a free-flowing property. [Quoted from reference 7(a). Copyright, Nature publishing group.]
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2.  Particles Adsorbed at Air-Water Interfaces 
and Methods of Their Evaluation

2.1  Adsorption of particles at air-water interfac-
es

　Based on the discussion regarding the effect of 
the particle wettability toward oil-water interface on 
a type of particle-stabilized emulsions2b-2f), it is ex-
pected that relatively hydrophilic particles (contact 
angle which particles make at the air-water interface 
measured through the water phase, θaw, is less than 
90°) are suitable to stabilize air bubbles dispersed in 
water and that relatively hydrophobic particles (θaw 
> 90°) are suitable to stabilize water droplets dis-
persed in air (see Fig. 1)7). Binks et al.7) have dem-
onstrated a phase transition between a system of air 
bubbles dispersed in water (foam) and that of water 
droplets dispersed in air (dry water: a free-flowing 
powder consisting of water drops coated by hydro-
phobic particles) by controlling the hydrophobicity 
of silica nanoparticles (see Fig. 1). Therefore, it is 
considered that even in particle-stabilized dispersed 
systems consisting of air and water, similar to those 
consisting of oil and water, the wettability of particles 
can be handled as one of very important factors that 
control the characteristics of the systems.
　Assuming the particle is small enough (typically 
less than a few micrometers in diameter) so that 
the effect of gravity is negligible, the energy change 
when a spherical particle adsorbed at the air-water 
interface is removed from the interface (ΔG) is ex-
pressed by the following equation11).

Here, γaw is the surface tension of the air-water in-
terface, a  is the radius of the particle and the sign 
inside the bracket is negative for removal into the wa-
ter phase and positive for removal into the air phase. 
This equation indicates that ΔG is related not only to 
the contact angle but also to the air-water interfacial 
tension: the energy of adsorption becomes large as 
the particle diameter and the interfacial tension in-
crease and the contact angle is close to 90°. Once the 
particles are adsorbed to the interface, it is difficult 
for them to desorb from the interface because of the 
high adsorption energy (relative to the thermal en-
ergy kT). This is in sharp contrast to surfactant mol-
ecules which adsorb and desorb on a relatively fast 
timescale. Hence it is expected that the stability of 
the foams stabilized by particles with a suitable wet-
tability to air-water surfaces is higher compared to 
those stabilized with the molecular foam stabilizers.

2.2  Experimental evaluation of particles ad-
sorbed at fluid interfaces

　For many years, research has been conducted 
on the establishment of the method of measuring 
the contact angle of colloidal particles adsorbed at 
fluid-fluid interfaces. In the past several years, sev-
eral types of new measurement methods have been 
proposed and have attracted attention. Paunov12) has 
proposed a method called the gel trapping technique. 
After adsorbing particles at an air-aqueous solution of 
gelatine interface at 50˚C, the aqueous phase is made 
into a gel by lowering the temperature to room tem-
perature, and the particles are fixed at the interface. 
Next, poly(dimethylsiloxane) (PDMS) was slowly 
poured above the gelatine having the particles fixed 
at the surface and then PDMS was crosslinked. Then, 
by pulling apart this PDMS layer from the gelatine, 
the particles transferred onto the surface of PDMS, 
and this is observed by scanning electron micros-
copy. Butt et al.13) have succeeded in measurement 
of the contact angle of the particles at an air-water 
interface using a colloidal probe atomic force micro-
scope (AFM) (see Fig. 2). In this method, the single 
particle was attached to a cantilever of the AFM and 
a force curve obtained from the relationship between 
the particle and the air bubble using the cantilever 
was studied. It is worthy to note that the energy for 
the particle absorbed at the air-water interface to de-
sorb particles from the interface to the water phase 
can be also measured by using this method.
　Recently, a simple and rather direct method to 
measure contact angles of relatively hydrophilic par-
ticles (θw < 90°) adsorbed at an air-water interface 
in situ has been developed14). In this method, named 
film-calliper method (FCM), some particles adsorbed 
at an air-water thin film bridging both surfaces by 
sucking liquid out of the film meniscus are utilized 
(Fig. 3a). Once the particles bridge both two air-
water interfaces, characteristic interference patterns 
of dark and bright fringes are observed. The pat-
terns are recorded using a horizontal microscope in 
reflected monochromatic light (Figs. 3b, 3c). By 
analysing the interference pattern, the film thickness 
profile and the film thickness at the location of the 
bridging particle he at a different degree of shrinking 
of the film achieved by pumping water into the me-
niscus can be plotted against the radial distance from 
the center of the film (Fig. 3d). The bridging par-
ticle location is independent of the film profile as any 
deformation of the film surface associated with the 
particle immigration causes an increase in surface 
free energy. Hence, the contact angle of the bridg-

∆G = γawπa2 (1± cosθaw)2∆G = γawπa2 (1± cosθaw)2
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ing particles are simply determined by an equation. 
cosθaw = he/d , where d is the particle diameter. The 
contact angle values of micrometer-sized particles 
obtained by the FCM are in excellent agreement 
with those determined by previously developed other 
optical methods (side imaging and film trapping 
techniques)15). Moreover the FCM has an advantage 
of applicability to measurement of contact angles of 
particles with a diameter of submicrometer.

3. Foams Stabilized with Smart Particles
　Foams stabilized with particles are observed and 
utilized as either intermediates or as end-products in 
various industrial sections, such as flotation, wash-
ing, food, water treatment, treatment of radioactive 
wastes, and distillation in the petroleum industry3). In 
many other unit operations, which frequently involve 
mixing of gas and liquids by pumping or stirring, the 
presence of solid particles can lead to undesirable 
foaming. For example, in the paper industry, detri-

)c(

)d(

Schematic of a force-versus-position curve between a spherical colloidal particle and a bubble. The position is the height 
position of the bubble. It was assumed that no long-range forces are active between the particle and bubble before contact 
and that the particle surface is not completely wetted by the liquid. At large distances the cantilever is not deflected (A). 
When the particle comes into contact with the air–water interface, it jumps into the bubble and a three-phase contact line 
is formed (B). The reason for the jump-in is the capillary force. Moving the particle further toward the bubble shifts the 
three-phase contact line over the particle surfaces (C). The important factor is the receding contact angle. When retracting 
the particle again (D) at some point the force is high enough to draw the particle off the air–water interface (E). [Quoted 
from reference 13(c). Copyright, Elsevier.]

Fig. 2

Contact angle measurement by using film-calliper method. (a) Sketch of the experi-
mental setup. (b) Image of a vertical water film in air with bridging 2μm polysty-
rene latex particles in reflected light where the interference fringes are well seen. 
The arrow points toward one of the particles at a distance r from the film center. (c) 
Images of a water film in air with one bridging polystyrene latex particle of 2μm 
diameter taken at different stages (1-3) during the shrinking of the film by pump-
ing water into the meniscus. The particle moves closer to the film center O, so the 
radial distance, r, decreases (r1 > r2 > r3). (d) Film thickness at the location of the 
bridging particle, he, versus radial distance from the film center during the shrink-
ing of the film by pumping water into the meniscus (●). The dashed line shows 
the average he ) 1.090 ± 0.008 μm. The solid lines are the thickness profiles of the 
meniscus corresponding to the images in part c. The other profiles are omitted for 
clarity. [Quoted from reference 14. Copyright, American Chemical Society.] 

Fig. 3
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mental foams are frequently generated which are 
stabilized by fibre, tars, and minerals such as clays. 
Such foaming can cause problems by blocking pipes 
and filters, and it makes monitoring of flow in pipes 
difficult. In the oil industry, obnoxious foams are pro-
duced in boilers and at various stages of distillation 
which are thought to be stabilized by asphaltene par-
ticles. In other cases, insoluble precipitates (partially 
hydrophobic particles from washing or hydrolyzed 
cationic precipitates such as iron oxide from steel 
mills) are adsorbed at air-water interfaces and can 
also cause foaming in effluent discharges feeding into 
rivers. However, in the fields of ore flotation and de-
inking flotation, foams are used effectively in order to 
make particles adsorbed at air-liquid interfaces and 
to recover the target materials. The particle-stabilized 
bubbles are also observed in space. Vanderhoff and 
Shaffer reported that nitrogen bubbles were stabi-
lized with monodisperse polystyrene (PS) particles 
adsorbed at a nitrogen-water interface: the nitrogen 
bubbles would be formed by decomposition of azoini-
tiator during seeded emulsion polymerization experi-
ment aboard the space shuttle orbiter Challenger 
(STS 7, June 1983). In space, the bubbles show no 
tendency to cream; therefore, the bubbles are stable 
against breakage caused by liquid drainage16). 

3.1  Features of foam (air bubbles) stabilized by 
particles

3.1.1  Stabilities against coalescence and dis-
proportionation 

　Foams, which are generally formed by stirring 
gas and liquids or by injection of gas into liquids, are 
thermodynamically unstable and eventually return to 
the initial separated two phases due to coalescence 
between bubbles and diffusion of gas from smaller 
bubbles to larger ones (disproportionation). Howev-
er, it has been reported that foams stabilized by par-
ticles exhibit high stability against both coalescence 
and disproportionation2d, 17).
　For emulsions, consisting of oil and water, stabi-
lized with particles, two stabilization mechanisms 
have been proposed18). One is the mechanism of pre-
venting the three-dimensional coalescence between 
liquid droplets and the diffusion of dispersed phases 
(oil, water) owing to densely packed adsorbed par-
ticle layers on the interface of the liquid droplets, 
i.e., formation of two-dimensional solid (steric stabi-
lization mechanism: SSM). The other mechanism is 
formation of a single particle layer simultaneously 
wetted by two liquid droplet interfaces, preventing 

the coalescence between the liquid droplets (bridg-
ing stabilization mechanism: BSM). In foam systems, 
although any examples of the BSM have not yet been 
reported at this stage, stabilization by the SSM has 
been reported2d). Furthermore, it has been shown 
that air bubbles sufficiently covered with particles 
own enough surface elasticity to prevent dispropor-
tionation of bubbles17).

3.1.2  Non-spherical shapes and wrinkled skins 
of particle-stabilized foams

　While bubbles stabilized by molecular surfactants 
take the spherical shape in order to minimize the 
interfacial area between air and liquid, in the case of 
air bubbles stabilized by particles, the bubbles can 
take not only the spherical shape but also the non-
spherical shapes (elliptical, rod shape, etc.)19,20). This 
occurs because particles with a suitable wettability 
are irreversibly adsorbed to the air-water interface, 
and it is not practically possible for particles to be 
detached from the interface even if the area of the 
air-water interface decreases when two air bubbles 
covered (partially) with particles coalesce with each 
other. The inability of the particles to be expelled 
from the bubble surfaces also leads to the wrinkled 
bubble skins (see Fig. 4).

3.2 Foams stabilized with inorganic particles
　Some typical inorganic particles used as a foam 
stabilizer are inorganic oxides such as silica, alumina 
and clays, and their surface characters are generally 
hydrophilic. As has been shown in the research on 
ore floatation, the adjustment of the hydrophobic-
ity of particles is generally performed by addition of 
amphiphiles (surfactants) into the aqueous phase.4) 
By selecting appropriate combination of amphiphi-
les and particles, the synergistic effects (enhanced 
foam volumes and stability) can be induced21). In the 
amphiphile-particle mixture systems, however, both 
of them are adsorbed at air-water interfaces competi-
tively, and their contribution to foam formation and 
stability may overlap. Therefore, it is expected that 
studies on foams stabilized by particles in the ab-
sence of amphiphiles enable us to obtain fundamental 
knowledge on the role of particles in the stabilization 
of foams. In this section, an outline is presented of 
research on foams stabilized by inorganic particles; 
(1) mixture systems of amphiphiles (surfactants)-
inorganic particles where the wettability of particles 
is modified by adsorption of amphiphiles onto the 
particles, and (2) single systems of inorganic par-
ticles where the wettability of particles is controlled 
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by changes in particle surface chemistry and pH or 
salt concentration in water.

3.2.1  Foams stabilized by mixtures of amphi-
philes (surfactants) and inorganic parti-
cles

　Ionic surfactants with opposite charge against 
particle surface charge have been used to control hy-
drophobicity of the particles diversely. For example, 
silica particles are negatively charged in aqueous 
dispersions at pH > 2 due to dissociation of proton 
from the surface silanol groups. In the presence of 
cationic surfactants such as alkylammonium salts, it 
has been known that positively charged hydrophilic 
groups are bound to the negatively charged surface 
silanol groups, with the hydrophobic groups of the 
surfactant orientating to bulk water phase, due to the 
electrostatic interaction21,22). The silica particle sur-
faces are covered by hydrophobic alkyl chains with 
increasing the surfactant concentration in water, and 
hence the hydrophobicity of the particles becomes 
increased. Further increase in the surfactant concen-
tration, however, leads to the formation of bilayer of 
the surfactant at the silica particle surfaces, which 
render the silica particles back to hydrophilic21）. The 
maximum foam production occurs at the intermedi-
ate surfactant concentration, where the particles are 
barely charged and the most hydrophobized.
　Recently the group in ETH-Zurich have adjusted 
the wettability of inorganic particles (Al2O3, ZrO2, 

Ca3(PO4)2, SiO2), that are charged positively or 
negatively in aqueous media, by mixing with amphi-
philes with short hydrocarbon chains (carboxylates, 
amines and gallates)23). The amphiphilic substances 
adsorb and orient onto the particle surfaces with the 
hydrophilic groups towards the surface of the par-
ticle through the electrostatic interaction or ligand-
exchange interactions, and the hydrophobicity of the 
particles increases with increasing the amphiphile 
concentration in the aqueous phase (see Fig. 5). 
Using a relatively large quantity of particles (35 wt % 
at maximum), the foams show significant stabilities 
against coalescence, disproportionation, and cream-
ing. 

3.2.2  Foams stabilized by inorganic particles 
alone

　Among inorganic particles, silica particles are used 
frequently as the model particles as they are relative-
ly easily available as high purity products. Further-
more, as reactive SiOH groups are present on the 
surface of silica particles, using suitable hydropho-
bilizing agents (for example, dimethyldichlorosilane: 
DCDMS), it is facile to adjust the hydrophobicity 
on the surface of particles chemically. The extent 
of hydrophilicity of the silica particles is quantified 
by the unreacted surface SiOH groups (100%SiOH: 
extremely hydrophilic, 20%SiOH or less: extremely 
hydrophobic). Binks and Horozov have shown that, 
the particles with a suitable hydrophilicity can form 

Fig. 4 Fig. 3. Optical microscopy images of aqueous foams stabilized by silica nanoparticles that contain 32% SiOH on their sur-
faces. Conditions and time after formation by homogenization: a) no salt, 3 wt/v% particles, 40 h, b) 8.5 mM NaCl, 0.86 wt/v% 
particles, 5 min, and c) 1 M NaCl, 0.37 wt/v% particles, 5 min. Also shown in d) is the image of a planar monolayer of silica 
nanoparticles (with 50% SiOH) at the air–water surface after compression to a surface pressure of 70 mN m-1. The corruga-
tions are parallel to the trough barriers. All scale bars: 50 μm. [Quoted from reference 18. Copyright, Wiley.]
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foams that are stable with respect to coalescence 
and disproportionation, although hydrophilic ( ≥70% 
SiOH) and extremely hydrophobic (14% SiOH) par-
ticles can not stabilize air bubbles20). The individual 
air bubbles obtained are not spherical in shape, and 
the surfaces of air bubbles are not smooth but wrin-
kled. In addition, from the fact that the silica particles 
developed at a plane air-water interface form such 
wrinkles at a high surface pressure, it is suggested 
that the air bubbles are covered with dense particle 
layers (see Fig. 4).
　The silica particles wettability can be adjusted by 
controlling compositions in water7b,20, 24). By using 
nanometer sized fumed silica particles, the same type 
of particles as described above, the effects of pH and 
electrolyte concentration in water on the wettabil-
ity of the particles and the foam stability have been 
investigated7b). For example, aeration of relatively 
hydrophilic silica particles (66% SiOH) and water 
results in an aqueous dispersion of the particles, 
however when the particles are aerated with aqueous 
solutions of NaCl7b), foams are formed. The stability 
of the foams (referred by foam volumes after a period 
of preparation) increases with increasing the NaCl 
concentration (see Fig. 6). It has been suggested 
that the addition of electrolyte to the water phase in-
duces not only shortening the Debye length, but also 
changing the hydration structure on the surface of 
the silica particles are responsible for the observed 
increase in the hydrophobicity of silica particles.

3.3  Foams stabilized with organic particles 
alone

　Organic polymer particles have mainly been used 
in the form of film in paint and adhesive industrial 
sections. In addition to the usage in the form of the 
film, there have been increasing interests in using 
the polymer particles in their particulate form9,10). 
The polymer particles have been used as absorbents, 
ion-exchangers, affinity bioseparators, drug and en-
zyme carriers, viscosity modifiers, support materials, 
calibration standards, and functional beads for medi-
cal diagnostics. The utilization of the organic polymer 
particles as a building block toward colloidal crystal 
is also attracting attention. The latex particles have 
also found their application as emulsion and foam sta-
bilizers2f,5). Studies on the aqueous foams stabilized 
with   polymer particles have recently been started, 
and advanced applications of these foams should be 
expected, considering the varieties of polymers. In 
aqueous dispersion of such organic particles, the 
particles themselves are electrostatically and/or ste-

rically stabilized against flocculation. In this section, 
researches on aqueous foams stabilized by organic 
polymer particles with their respective stabilization 
mechanisms are described.

3.3.1 Charge-stabilized organic particles
　Wilson25) explored the foaming behavior of charge 
stabilized anionic PS latex particles with diameters 
ranging from 1.02 to 3.89μm. Foaming could only be 
achieved after addition of either salt or cationic sur-
factant, or by making the latex highly acidic (pH < 1). 
Thus, the conditions required for generating stable 
foams either approached or exceeded those required 
for aggregation of the latex particles in bulk aqueous 
solution. Moreover, the foam quality decreased as 
the latex diameter was reduced, with the minimum 
particle diameter required to obtain stable foams be-
ing approximately 1.50μm; stable foams could not be 
prepared using 1.02μm PS latex. Wilson’s observa-
tions appear to be closely related to the ‘surface co-
agulation’ phenomenon previously studied by Heller 

Fig. 5 Example of surface lyphobization and foaming behavior using 
alumina particles and short fatty acids as amphiphiles (■: pro-
pionic acid (C3), ●: butyric acid (C4); ▲: valeric acid (C5), ▼: 
enanthic acid (C7)). (a) The symbols Γ and C denote the amount 
of amphiphile adsorbed per unit surface area of alumina and the 
initial concentration of the amphiphile added to the suspension, 
respectively. (b) The ability of lyophobized particles to attach at 
air–water interfaces results in a significant decrease in the sur-
face tension of colloidal suspensions (γsusp). (c) The decrease 
in surface tension resulted in remarkably high foamability upon 
high mechanical shearing. R is the foam expansion ratio given by 
the volume of foam divided by the volume of the initial suspen-
sion. The volume percentage of air incorporated in the foams is 
also indicated on the right y-axis in (c). All data were obtained 
from 35 vol% alumina suspensions at pH 4.75. [Quoted from refer-
ence 23(a), Copyright, Wiley.]
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and coworkers26), in which colloidal dispersions of 
low charge density coagulated at an air-water inter-
face after addition of salt. The critical salt concentra-
tion required to induce surface coagulation was just 
less than that required for coagulation in bulk solu-
tion26).
　Kettlewell et al.27) have synthesized three types of 
micrometer-sized PS latexes by the precipitation or 
dispersion polymerization method using a cationic 
azo initiator, an anionic persulfate initiator, or the 
cationic azo initiator in combination with a non-ionic 
polymeric stabilizer, and the foam stabilization per-
formance of each latex was examined in detail. Below 
pH 7, two of the three latexes had cationic character: 
under these conditions, latex concentrations as low 
as 3.0 wt % were sufficient to generate highly stable 
foams. The same latexes proved to be inef fective 
foam stabilizers above their isoelectric points (where 
they possessed net negative surface charge). In con-
trast, the permanently anionic PS latex did not pro-
duce stable foams under any conditions. Considering 
that the air-water interface is negatively charged 28), 
it can be considered that the electrostatic attractive 
force is the driving force for the particle to attach to 
the air-water interface, and the positively charged 

particles can be adsorbed to the air-water interface.
　Velev and co-workers29) described preparation of 
highly stable foams using polydisperse bisphenol 
A-based epoxy resin microrods with an average 
length of 23.5μm and an average diameter of 0.6μm, 
in the absence of any surfactant. Due to their rigid, 
entangled structure and resistance to mechanical 
perturbation, these microrod-stabilized foams were 
very stable, even after drying.

3.3.2 Sterically-stabilized organic particles
　Fujii et al.30) serendipitously discovered that PS 
latex particles with diameters ranging from submi-
crometer to micrometer, which were synthesized 
by emulsion and dispersion polymerizations using 
poly(N-vinylpyrrolidone) (PNVP) as a colloidal stabi-
lizer, can stabilize air bubbles in water by adsorbing 
to the air-water interface (see Fig. 7a). Such foams 
can survive for more than two years in a wet state and 
remain intact even after drying. In contrast, foams 
stabilized with molecular surfactants such as sodium 
dodecyl sulphate and PNVP were destroyed after 
removal of the aqueous phase. Optical microscopy 
studies revealed hexagonally close-packed arrays of 
PS particles within the foam (Fig. 7b), which sug-
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Transitional phase inversion from aqueous dispersion to foam induced by an increase in the salt concentration at a fixed 
particle hydrophobicity (66% SiOH). (a) Photographs illustrating the formation of foam in the presence of salt 2 days after 
preparation. (b) Foam volume versus NaCl concentration at natural pH and different times after preparation (○ : 10 min; 
▲ : 1 h; □ : 2 days; ●: 2 months). At high [NaCl], the foam volumes apparently decrease with time due to sedimentation of 
excess flocculated silica particles in the foams. [Quoted from reference 7(b). Copyright, American Chemical Society.]

Fig. 6
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gests high colloidal stability for the PS particles prior 
to their adsorption at the air-water interface. This 
hexagonally close-packed latex arrays in the walls 
of the dried foam leads to localized moiré patterns 
(see Fig. 7c) being observed by optical microscopy. 
Moreover, the dried foams are highly iridescent in 
bright transmitted light (Fig. 7d), which may offer 
potential applications in security inks and coatings. 
Fujii et al. 30b,31 have also reported that poly(methyl 
methacr ylate) par ticles, poly(4-bromostyrene) 
particles, and polyacrylonitrile (PAN) particles syn-
thesized by dispersion polymerization using PNVP 
as the colloidal stabilizer can stabilize foams, but 
poly(2-hydroxypropyl methacrylate) particles do not 
stabilize a foam. These results have suggested that 
the polarity of particles should have an effect on the 
stabilization of foams.
　In order to add smart functions to the foam stabi-
lized with particles, researches have been started on 
a construction of stimuli-responsive foam system. In 
order to control the stability of the foam by external 
stimuli such as pH, temperature, etc. on demand, 
polymer particles containing stimuli-responsive com-
ponent were used as the foam stabilizer. In such sys-
tems, control of the hydrophilicity and hydrophobic-

ity of the particle surface (control of the wettability 
relative to the air-liquid interface) by some external 
stimuli leads to the adsorption of particles to the in-
terface or the desorption from the interface, that is, 
foam stabilization or defoaming. Binks et al.32) have 
constructed a pH-responsive foam system using PS 
particles coated with poly(acrylic acid) (PAA) as a 
colloidal stabilizer on the particle surfaces (see Fig. 
8). When the pH value of the aqueous media is be-
low pKa of PAA (< pH4.5), PAA colloidal stabilizer on 
the surface of the particles is protonated and the PS 
particles have affinity to air: the PS particles can ab-
sorb to the air-water interface, hence stable foam was 
prepared. On the other hand, at pH6 or more, PAA 
on the PS latex surface is de-protonated and the PS 
surface has highly anionic character: the PS particles 
can only disperse in the aqueous media due to the 
high hydrophilicity and no stable foam was stabilized. 
In addition, it has been clarified that, by adding alkali 
to the stable foam that is prepared at low pH, it is pos-
sible to destabilize the foam on demand (see Fig. 8). 
More recently, Dupin et al. have found out 33) that the 
pH-responsive poly(2-vinylpyridine) (P2VP) microgel 
particles can work as an effective stimuli-responsive 
foam stabilizing agent and it is possible to destabilize 
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Optical micrographs of the latex foam prepared using 1.57 μm sterically stabilized polystyrene latex particles. (b) Magni-
fied image that shows hexagonally ordered latex particles at the surface of one of the air bubbles shown in (a).  Confocal 
laser scanning microscopy studies on an individual bubble (see inset shown in Fig. 7a) revealed a red halo, which demon-
strates that fluorescently labeled PNVP-stabilized PS particles were adsorbed at the air-water interface, which is a necessary 
and sufficient condition for stabilization of the air bubbles. (c) Moiré patterns produced by polystyrene latex bilayers as 
observed by optical microscopy. (d) Digital photographs of polystyrene latex-stabilized foam fragments redispersed in water 
viewed under transmitted sunlight after annealing at 105 ˚C for 10 min.  Note the iridescence from the fragments. [Quoted 
from reference 30(a). Copyright, American Chemical Society.] 

Fig. 7
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the foam by the addition of acid.
　The particle-stabilized foams have also been ex-
ploited as a technology platform for the production of 
novel porous materials. Fujii et al.31) have succeeded 
in creating porous carbon materials from the particu-
late foams. First, PAN latex particles were synthe-
sized by dispersion polymerization as a precursor of 
carbon materials and prepared the particulate foam 
using the particles. After drying, the PAN-based 
particulate foam was heated up to 1000℃ in an N2 
atmosphere, which led to porous carbon materials 
with pore sizes dependent on the original air bubble 
diameters.

4.  Method of Evaluating Foam Stabilized Using 
Particles

4.1 Microscope observation of air bubbles
　Optical microscopy is suitable for observation of 
air bubbles with diameters ranging from micrometer 
to sub-millimeter in the wet and dry states, and is 
useful for obtaining the average diameter of the air 
bubbles. Sample preparation for the optical micros-
copy study is simple. Confocal laser scanning micros-
copy (CLSM) is also suitable for observation of air 
bubbles in the wet and dry states. CLSM studies on 
air bubbles stabilized with fluorescently labelled par-
ticles have revealed halos, which demonstrated that 
the particles were adsorbed at the air-water interface, 
which is a necessary and sufficient condition for sta-
bilization of the air bubbles (Fig. 7a inset)30).

4.2  Observation of bubble size and stability of 
foam

　Generally, the foam was observed by the naked eye 
in order to evaluate the bubble size and their distri-
bution or the stability. Foam columns equipped with 
glass frits are widely used to generate and character-
ize foams34). The foam columns were also used in the 
particulate foam system. Fujii and Armes et al.30) have 
evaluated particulate foam generation, and stability 
of the foam against drying, and change in the volume 
using the foam column. Horozov and Binks35) have 
developed an automated dispersion stability analyzer 
(DiStA 24) using a commercially available scanner, 
and have succeeded in evaluating coalescence and 
creaming of foams automatically well before it is pos-
sible by the naked eye at regular intervals of time.

4.3 Bubble preparation using microchannels
　The use of microchannels makes possible not only 
preparation of bubbles with a uniform size, but also 
kinetic studies on adsorption of particles at air-water 
interfaces. Subramaniam et al.36) have used a hydro-
dynamic focusing device with three channels (one 
channel for air, and the other two channels for aque-
ous medium), and have adjusted accurately the size 
and stability of air bubbles stabilized by particles (see 
Fig. 9). The air bubbles covered with the particles 
are formed with good reproducibility only at high 
flow speeds (10 cm s-1), suggesting that the particles 
are adsorbed at the interface in a time scale on the 
order of several tens of microseconds. In addition, by 
loading particles differentially labelled with rhoda-
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Left Fig. pH-dependent behavior of foams prepared in batch mode using PAA-stabilized PS latex particles (2.6 wt %, 0.1 M 
aqueous NaCl),. Height of the foam layer versus pH of the aqueous dispersion recorded at different times: immediately 
after preparation (▲), after 1 week (□), and after 1 month (○). Right Figure: Photographs illustrating the pH-responsive 
behavior of foam prepared using PAA-stabilized PS latex particles (2.6 wt.%, 0.1 M aqueous NaCl). (a) At pH 2.5 after 24 h, 
(b) immediately after pH adjustment from 2.5 to 5 with gentle inversion, and (c) at pH 5 after 24 h. [Quoted from reference 
32. Copyright, American Chemical Society.] 
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Production of air bubbles covered with particles by using a three-channel hydrodynamic focusing device. (a) Delivery of 4.9-
μm diameter polystyrene particles dyed with rhodamine (yellow) and 4.0μm particles dyed with fluorescein (green) on an 
air/water surface. (b) An example of tailored production of an air bubble covered with approximately two hemispheres of 
different size particles (Janus shell). [Quoted from reference 36. Copyright, Nature Publishing Group.]

Fig. 9

mine and fluorescein in the two outer channels of the 
microfluidic device, it was shown possible to produce 
hemi-shells, or Janus armour. The ability to assemble 
two or more types of particles on a single shell is the 
first step in producing chemically patterned shells 
that may be useful for targeting or sorting purposes.

5. Water Drops Stabilized by Particles in Air
　As already shown in Fig. 1, preparation of water-
in-air inverse foam systems has been demonstrated7). 
One example of these systems is liquid marbles. 
Droplets of polar liquids, such as water, glycerol, ion-
ic liquids, coated by hydrophobic particles show non-
sticking behaviour against substrates on which the 
liquids readily wet without the particle coating6-8,37-42).
　Aussillous and Quéré reported that liquid marbles 
could be obtained by making a small amount of liquid 
(typically between 1 and 10 mm3) roll in a very hydro-
phobic powder (lycopodium grains of typical size 20 
μm covered with fluorinated silanes)37).  The grains 
spontaneously coat the drop, which can eventually be 
transferred onto other substrates. Fig. 10a shows a 
water marble of radius 1 mm, placed on a glass plate 
(which is wetted by water), where it is observed to 
adopt a spherical shape. Thanks to the adsorbed 
grain layers at the liquid-air interface, the wetting be-
tween the glass and the water is suppressed. These 
liquid marbles roll off an inclined plane rather than 
slide and also can be manipulated by applying exter-
nal fields such as electric and magnetic fields37,38). 
Interestingly, these liquid marble can float on a water 
pool thanks to the hydrophobic particles on the mar-

ble surface (Fig. 10b). Bon and co-workers indicat-
ed that a water droplet with a diameter of ca. 5 mm in 
air could be stabilized with cross-linked poly(divinyl 
benzene) (PDVB) particles synthesized via precipi-
tation polymerization39). The water droplet deviates 
from a spherical shape and appears oval on the glass 
plate, as the drop size is greater than the capillary 
length. Moreover, the evaporation process of the wa-
ter droplet was investigated and deformation of the 
colloidal assembly on the air-water interface was ob-
served. The PDVB particles are irreversibly adhered 
to the air-water interface and the total surface area of 
the droplet can no longer decrease. The only alterna-
tive for the droplet is to change its surface-to-volume 
ratio, which means it has to deform. 
　Much smaller water drops (tens to hundreds of 
micrometer) dispersed in air can be prepared by mix-
ing hydrophobic particles and water at high shear 
speed by using a food blender or by using a planetary 
low shear mixer7,40). This water-in-air inverse foam 
system is termed dry water, as it shows free-flowing 
powder behaviour as shown in Fig. 1d, reflecting 
the powdery nature of the particles themselves. The 
water droplets in the dry water are armoured by the 
adsorbed hydrophobic particles (DCDMS-modified 
nano-sized silica particles), which prevent the drop-
let coalescence (Fig. 10c). Up to 98 wt.% of water 
can be incorporated into the powder. The dry water 
would potentially play a carrier of ingredients. By 
applying shear onto the dry water, for example, rub-
bing it on skin surfaces, small water drops are forced 
to coalesce. This leads to appearance of macroscopic 

ａ ｂ
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Water marbles stabilized by hydrophobic particles placed on (a) a glass surface (side view) and (b) on a water pool (top 
view). [Quoted from reference 37(a). Copyright, The Royal Society.] (c) Optical micrograph of particle-stabilized water 
drops in air (dry water) prepared from 5wt% hydrophobic silica particles at a low volume fraction of water relative to the total 
volume of air and water (= 0.056). Non-spherical shapes are observed due to jamming of the adsorbed particles and their in-
ability to be expelled after water drop coalescence during preparation. Excess particles contiguous with drop surfaces bind 
the drops together in a network. Scale bar = 200 μm. [Quoted from reference 7(a). Copyright, Nature Publishing Group.]

Fig. 10

water and delivery of ingredients to the skin. In fact, 
skin whitening products consisting of toner lotion 
drops stabilized by particles have been already on 
the market (Benefiance luminizing powder-C essence 
poudre éclat C whitening, Shiseido). Recently, Coo-
per et al.41) reported that the dry water stabilized with 
hydrophobic fumed silica nanoparticles is effective 
in methane storage application. They showed a great 
increase in the rate of methane uptake in methane 
gas hydrate by forming the hydrate in preformed dry 
water powders, comparing with bulk water.
　Almost all the liquid marbles described in papers 
have been composed of either water or glycerol as 
the liquid and hydrophobized lycopodium, reactive 
polymer or silica as the stabilizing particles. These 
particles and liquid are potentially reactive and do 
not permit the use of organic chemistry; the liquids 
are volatile. Gao and McCarthy42) reported the use of 
perfluoroalkyl particles (oligomeric and polymeric 
tetrafluoroethylene, which are unreactive) to stabilize 
a range of ionic liquid marbles. Ionic liquids are not 
volatile and have been demonstrated to be versatile 
solvents for chemical reactions. 

6. Conclusion

　An overview of foams and liquid marbles (dry liq-
uids) stabilized by the colloidal particles was given. 
It is considered important to conduct researches on 
design, preparation, characterization of particulate 
foams and dry liquid systems using the particles 
whose surface characteristics are strictly controlled 
by utilizing particle surface engineering technology. 
The research for clarifying the correlation between 
the characteristics of the particles and the character-
istics of foams and dry liquids should be also impor-
tant. Further, it is required to develop foams and liq-
uid marbles systems whose stability can be controlled 
by physical stimuli (temperature, light, electric fields, 
magnetic field, etc.), and/or by chemical stimuli (pH, 
ionic strength, solvent change). In addition, synthesis 
of functional materials using foams and dry liquids 
stabilized by particles as templates is also a field of 
research that will attract a lot of attentions.
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Abstract

　Dry blended fertilizers are known to segregate. Furthermore, researchers have documented that the 
size of blended fertilizers is the most dominant physical property contributing towards segregation. 
Additionally, it is known that flowability is also affected by the size and moisture content of blended 
fertilizers. Therefore, segregation and flowability of binary size mixtures were studied at three 
dif ferent equilibrium relative humidity conditions 40%, 50%, and 60% with the goal to evaluate 
the feasibility to mitigate segregation using moisture content. To that end, binary size mixtures 
were prepared using coarse and fine size urea of size ratio 2.0 and 1.7 mixed in weight proportions 
33:67 and 50:50, respectively (commonly found in 10-10-10 blends). Urea is the most hygroscopic 
and expensive component of the blended fertilizers. Percolation segregation was quantified using the 
Primary Segregation Shear Cell (PSSC-II). Based on experimental results using the PSSC-II, the 
segregated fines mass, normalized segregation rate (NSR), and segregation rate (SR) of fines for 
binary urea mixtures were higher at equilibrium relative humidity of 40% vs. 50% and 60%. The 
NSR is defined as the amount of fines percolated from the total initial fines in the binary mixture 
based on the total time of PSSC-II operation (kg/kg-h).  For size ratios 2.0 and 1.7, only 2.8% and 
7.0% decrease in NSRs were recorded for the increase in relative humidity by 10 points (from 40% 
to 50%), respectively, whereas 36.0% and 45.0% decrease in NSRs were recorded for increase in 
relative humidity by 20 points (from 40% to 60%), respectively (P<0.5).  Additionally, the flowability 
of binary size mixtures was quantified using a true Cubical Triaxial Tester (CTT). For size ratios 
2.0 and 1.7, angle of internal friction increased from 31.3°to 35.9°to 39.0° and 27.4° to 32.0° to 
36.0° when relative humidity increased from 40% to 50% to 60%, respectively.  The angle of internal 
friction values were significantly dif ferent (P<0.05) but cohesion values, at dif ferent relative 
humidity conditions were not significantly dif ferent (P>0.05). Based on experimental results, 
relative humidity, if implemented carefully, could be used as a tool to mitigate segregation in blended 
fertilizers.

Keywords:  cubical triaxial tester, primary segregation shear cell, segregation rate, normalized segregation rate, 
angle of internal friction, and cohesion
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Introduction

　Particulate materials are handled in several indus-
tries such as agriculture, ceramic, construction, food, 
nutraceutical, pharmaceutical, power, and powder 
metallurgy. The physical and mechanical properties’ 

difference during handling, mixing, conveying, and 
storage causes an unwanted phenomenon known as 
segregation. Segregation is defined as “demixing” or 
reverse mixing (Popplewell et al., 1989; and Rollins 
et al., 1995). Segregation causes uneven quality of 
fertilizers and tablets, fluctuating packet weights, low 
mechanical strength of compacts and abrasives, poor 
refractory materials, and low rates of contact and re-
action (Shinohara, 1997).  For example, different size 
granules in blended fertilizers separate from one an-
other during conveying, transportation, and storage 
causing uneven distribution of fertilizer in the field 
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that leads to localized over- and under-supply. For 
blended materials, the uniformity of blend is highly 
dependent on physical attributes, such as, density, 
particle size and size distribution, shape, hardness, 
surface texture, and moisture content. 
　Several researchers have reported that size of 
granular materials is the most important parameter 
responsible for segregation (Tang and Puri, 2004; 
Bridle et al., 2004; and Bradley and Farnish, 2005). 
However, size segregation in conjunction with other 
physical parameters has greater detrimental effect 
than segregation by size alone. In addition, flowability 
of the blend is dependent on physical and mechanical 
properties of the constituents. Flowability of hygro-
scopic granular materials is one of the key mechani-
cal properties for the quality of mixing and potential 
for segregation. High flowability of material has posi-
tive and negative effects: for mixing, high flowability 
is essential, whereas for segregation high flowability 
is detrimental. In the literature, relative humidity has 
been documented to reduce flowability and hence is 
expected to lower segregation. However, systematic 
and quantitative study correlating segregation with 
flowability of hygroscopic blended fertilizers could 
not be found in the literature. Therefore, percolation 
segregation and flowability were studied under differ-
ent equilibrium relative humidities, with the objective 
to evaluate the use of relative humidity for mitigating 
segregation while maintaining flowability at accept-
able level of blended fertilizers. 
　To know the flow properties at different equilib-
rium relative humidity conditions, quantifying their 
flowability is very important. Herein, a low pressure 
(<100 kPa) cubical triaxial tester (CTT) developed by 
Kamath and Puri (1997) was used to measure flow-
ability using the Mohr-Coulomb model. The flexible-
boundary of CTT allows unrestrained deformations 
in the samples and minimizes die-wall friction effect. 
The low pressure CTT is capable of measuring the 
three-dimensional response of cohesionless and co-
hesive particulate materials (Li and Puri, 1996).
　The Mohr-Coulomb model, which states that the 
effective shear strength, τ , increases with effective 
normal stress, σ , on the failure plane, is the most 

commonly used yield criterion in bulk solids flow 
theory. It can be represented by equation 1.

　 (1)

where, c, is the cohesion of the material, andφ is the 
angle of internal friction. 

　For both of the parameters, c and φ lower values 
indicate higher flowability and higher flowability 
leads to higher segregation (Duffy and Puri, 1997). 
Therefore, the specific objectives of the study were: 
1) to quantify the percolation segregation under 
three equilibrium relative humidity conditions, and 2) 
to evaluate flowability of binary size mixtures for the 
same three equilibrium relative humidity conditions.

2. Materials and Methods 

2.1  Test material selection, preparation, and 
parameter determination

　Urea is a readily available but the most expensive 
constituent of dry blended fertilizers, which was 
selected for studying segregation and flowability at 
three equilibrium relative humidity conditions, i.e., 
40%, 50%, and 60%, for two size ratios with differing 
mixing ratios (Table 1). The shape of urea particles 
was round with sphericity of 0.97 (SD = 0.02). For 
this study, different size ranges of urea were obtained 
using US standard sieves of 21/4 series. The three 
equilibrium relative humidities (ERHs) were selected 
based on long-term weather data of University Park, 
PA, i.e., the stored fertilizer component urea is likely 
to be subjected to these types of conditions. All the 
samples were equilibrated at test ERHs by placing 
the material in microprocessor controlled humidity 
chamber (Model 9000L, VWR international, Sheldon 
Manufacturing Inc, Cornelius, Oregon) for 48 hours 
spread in a single layer on sieves. Samples were 
placed on sieves to allow air to circulate through 
sieve per forations all around the urea granules. 
All tests were performed after mixing coarse and 
fine urea granules (Table 1) to form binary size 
mixtures using lowest speed setting of a six-speed 
bench-top 225-W mixer (Model-106772N, Type-M27, 

τ = c+σ tanφτ = c+σ tanφ

Table 1  Binary size mixtures of urea used for both segregation and flowability studies

Coarse Size 3350-4000 (dmean= 3675μm) and 2800-3350 (dmean = 3075 μm)

Fine Size＊ 1700-2000 (dmean= 1850μm)

Size Ratio Coarse: Fine 3675:1850 = 2.0**, Mixing ratio = 33:67 3075:1850 = 1.7＊＊, Mixing ratio = 50:50

Equilibrium Relative Hum idity 40%, 50%, and 60%
＊Based on segregation observed in dry blends that are normally stored in bagged fertilizers
＊＊Rounded up
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General Electric, Marketed by Wal-Mar t Stores 
Inc., Bentonville, AR). The purpose of testing binary 
size mixtures was to lay the foundation for studying 
segregation potential of fines in multi-size mixtures 
leading to multi-size plus multi-component mixtures. 
The results from multi-size and multi-component mix-
tures will be presented in subsequent articles. Two 
size ratios 2.0 and 1.7, i.e., ratio of coarse:fines, were 
mixed by weight in the proportions 33:67 and 50:50, 
respectively. The two different size ratios and cor-
responding mixing proportions were selected based 
on size distributions of 10-10-10 and 10-20-20 fertilizer 
blend formulations collected from three blend plants 
in Pennsylvania. For flowability quantification, the 
binary size mixtures were tested at two confining 
pressures of 3.5 kPa and 7.0 kPa based on pressure 
in fertilizer bins under static storage conditions. All 
tests for segregation and flowability were conducted 
in an environment-controlled laboratory with average 
temperature of 22℃ ± 3℃ and relative humidity less 
than 40%. On the average, each test lasted for 40 min-
utes when urea was exposed to these environmental 
conditions, which is expected to have minimal influ-
ence on urea granules’ moisture content.

2.2  Segregation 
　For segregation study, three parameters including 
material bed depth of 85 mm (comparable to depth 
of 22.7 kg bagged blended fertilizers), particle bed 
strain of 6% (corresponding to available head space 
in bags), and strain rate 0.5 Hz (similar to conveyors 
used to transport bagged fertilizers) were selected 
for operating PSSC-II as shown in Table 2 (Tang 
and Puri, 2005; Vursavus and Ozguven, 2004). The 
dr y blended formulation 10-10-10 (i.e., 10% total 
nitrogen-10% available phosphate-10% soluble pot-
ash) was selected for test parameter determination 
because of the high demand (inexpensive) and its 
higher susceptibility to segregation under handling 
and operating conditions. The higher amount of fill-
ers in the low analysis (10-10-10 and others) bags is 
the primary reason for large head space that leads 
to non-uniformity. For each treatment, segregated 
fines mass was collected using the eight load cells 
(range ±0.001 g) installed at eight different locations 
and recorded using LabView (Version 6.0, National 
Instruments, Austin, TX). Based on published results 
(Duffy and Puri, 2002, and Tang and Puri, 2005), and 
preliminary testing with fertilizer blends, five replica-
tions were deemed sufficient for experimental data to 
be within the 95% confidence interval. 
　In this study, eight sampling points distributed in 

two rows (4 load cells in a row) were configured (Fig. 
1). The rationale for the locations of the load cell 
was to collect maximum percolated fines. For ease of 
reference, these load cells are identified as BR (back 
right), FR (front right), BCR (back center right), 
FCR (front center right), BCL (back center left), FCL 
(front center left), BL (back left), and FL (front left) 
as shown in Fig. 1(b). Sieve number 8 (opening size 
= 2,000 µm) was used throughout the tests so that 
the percolating fines could exit while coarse particles 
did not block sieve openings.

2.3 Flowability
　The flexible-boundary CTT developed by Kamath 
and Puri (1997) was used for testing the flowability of 
binary size mixtures (Tables 1 and 3). The cubical 

Table 2   Experimental design for segregation testing of binary size mix-
tures of urea

Parameter Number

Size ratios 2:0 (Mixing Ratio-33:67) and
1.7 (Mixing Ratio-50:50) 2

Equilibrium relative humidities (40%, 50% and 60%) 3

Strain rate (0.5 Hz) 1

Strain (6%) 1

Bed depth (85 mm) 1

Replications (5 per treatment) 5

Number of tests 30

Fig. 1   Collection pan for fines showing eight load cell locations, (a) top 
view of shear box and eight load cell positions for data collection, 
(b) top view of collection pan (all dimensions in mm).

(a)

(b)
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triaxial tester uses two individual pressure control-
lers (Proportion-Air Inc. QB1TFEE015), which can 
apply pressures from 0 to 100 kPa with ± 0.2% of 
accuracy over the entire range. Individual pressure 
controllers regulate horizontal and vertical pres-
sures independently using software developed with 
LabView (Version 6.0, National Instruments, Austin, 
TX) by Kandala and Puri (2000). The flowability 
parameters were measured using the conventional 
triaxial compression (CTC) test. The CTC test be-
gins with hydrostatic compression at pressure σc, or 
confining pressure. While this confining pressure is 
kept constant in horizontal directions, the pressure 
in the vertical direction (i.e., gravity directions) was 
increased until the sample failed. The failure stress 
was denoted as σf. These pressures (σc and σf) are 
the principal stresses that were plotted on the normal 
stress versus shear stress diagram to produce cor-
responding Mohr circles. Based on published results 
(Li and Puri, 1996; and Kandala and Puri, 2000), three 
replications were performed for each combination 
for testing flow behavior of samples using the CTT. A 
complete block design was selected for data analysis. 
One set of experiments was performed on binary 
size mixtures of urea equilibrated at relative humid-
ity values of 40%, 50% and 60%. All the three data sets 
were analyzed separately and compared for determin-
ing flow properties corresponding to three different 
ERHs. 
　From the common tangent line of two Mohr cir-
cles, the angle of internal friction (φ) and the cohe-
sion (c) of samples were determined. Before filling 
the cavity (50 mm×50 mm×50 mm), a low inflating 
pressure of 5 kPa was applied to ensure that mem-
branes were in contact all around to prevent fertil-
izer from exiting or squeezing out. Then, well mixed 
binary size sample was placed into the cavity in three 
steps. In the first step, cavity was one-third filled and 
top surface was leveled off with a soft nylon brush; 
this was repeated for the next third and the final-one 
third. The amount of test material in the cavity was 
59 g ±1 g.  After placing the sample into the cavity, a 

confining pressure was applied using a compressed 
air source. Subsequently, the pressure in the verti-
cal direction was increased at 100 Pa/s until failure. 
The very low rate of pressure increase of 100 Pa/s 
was selected so that 1) particles have sufficient time 
for rearrangement, and 2) rate-dependent effects are 
minimized.

3. Results and Discussions

3.1 Physical properties determination 
　The characterization of physical properties of bi-
nary size mixtures such as bulk density, particle den-
sity, shape, and size of the test materials is essential 
before testing because of inherent variability of bulk 
solids (Table 4). The flow and segregation respons-
es of bulk solids vary with variation in their physical 
properties.   
　In Table 4, for size ratios 2.0 and 1.7, both the par-
ticle density (PD) and bulk density (BD) increased 
with increase in RH from 40% to 60%. With increase 
in RH by 20% points (i.e., 40% to 60%), PD increased 
by 0.3% and 0.4%, respectively, whereas for increase 
in RH by 10% points (40% to 50%), PD increased by 
0.1% and 0.1%, respectively. The small increase in PD 
with increase in equilibrium relative humidity was 
obtained because of surface air pores were filled by 
moisture (P>0.05). The same trend was observed 
for bulk density for both the size ratios 2.0 and 1.7 
(P>0.05). No measurable change in porosity was 
noted when RH increased from 40% to 60%, which is 
beyond the detection capability of the multipyconom-
eter used in this study. 

3.2 Percolation segregation
　The measured mass of segregated fines (g) for 
two binary size mixtures (2.0 and 1.7) conditioned at 

Table 3   Experimental design for flowability testing of binary size mix-
tures of urea

Parameter Number

Size ratios 2:1 (mixing ratio－33:67) and 1.7:1 
(mixing ratio－ 50:50) 2

Confining pressures (3.5 kPa and 7.0 kPa) 2

Equilibrium relative humidities (40%, 50% and 60%) 3

Replications (3 per treatment) 3

Number of tests 36

Table 4   Physical property of binary size mixtures of urea (sphericity 
= 0.97) at three different equilibrium relative humidity condi-
tions

Size 
Ratio

Mixing
Ratio

Equilibrium Relative
Humidity(%)

Particle 
density* 
(kg/m3)

Bulk 
density* 
(kg/m3)

Porosity**

2.0 33:67

40 1456 (2) 726 (2) 50

50 1458 (3) 743 (3) 49

60 1461 (5) 744 (4) 49

1.7 50:50

40 1455 (2) 727 (1) 50

 50 1458 (3) 732 (1) 50

60 1461 (3) 733 (0) 50
＊  Measured values - Quantachrome multipyconometer (Model 

MVP-2) with ultra pure He- five replicates
＊＊Calculated values
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Table 5  Segregated fines, mean segregation rate and mean NSR for binary size mixtures of urea

Size ratio
(Mixing Ratio)

ERH
 (%)

Average time for 
discharge(minutes) Segregated fines (g) Average segregation 

rate (kg/h)
NSR

(kg/kg-h)

2
(33:37)

40 10.4 (0.1) 87.74 (1.15) 0.51 (0.01) 1.12 (0.02)

50 10.4 (0.1) 85.69 (1.60) 0.49 (0.01) 1.09 (0.02)

60 10.2 (0.2) 56.21 (1.52) 0.33 (0.01) 0.73 (0.02)

1.7
(50:50)

40 11.5 (0.0) 41.03 (1.19) 0.21 (0.01) 0.61 (0.02)

50 11.4 (0.1) 38.40 (1.77) 0.20 (0.01) 0.58 (0.03)

60 11.4 (0.2) 22.99 (1.29) 0.12 (0.01) 0.34 (0.02)
＊Standard deviation values in parenthesis

Fig. 2   Typical segregated fines mass of binary size urea mixture for size ratio 2.0 equilibrated at 50% 
relative humidity environment with bed depth of 85 mm. The curves are for different load cell 
locations shown in Fig. 1.
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KONA Powder and Particle Journal No.26 (2008)172

three different ERHs (40%, 50% and 60%) are summa-
rized in Table 5. Fig. 2 and 3 show typical profiles 
of cumulative fines mass collected by the eight load 
cells in real-time for size ratios 2.0 and 1.7, respec-
tively. Similar profiles were obtained at other ERHs. 
Both of these figures show that most of the segre-
gated fines were collected at the two ends, which 
is in agreement with the results reported for glass 
beads by Duffy and Puri (2002) and glass beads and 
mash feed by Tang and Puri (2005). Since the time 
evaluation of segregated fines was recorded using 
the PSSC-II, two rate metrics: segregation rate (kg/
h) and normalized segregation rate (kg/kg-h) are 
introduced. Herein, segregation rate is defined as the 
mass of fines segregated from the binary size mix-
ture of urea per unit total time of PSSC-II operation; 
whereas, NSR is defined as the ratio of collected fines 
mass to total mass of fines mixed with coarse divided 
by total time of PSSC-II operation.
　In Table 5, for size ratio 2.0, when RH increased 
by 20% points (40% to 60%) and 10% points (40% to 
50%), segregated fines decreased by 36.0% and 2.3%, 
respectively. For size ratio 1.7, when RH increased 
by 20% points (40% to 60%) and 10 points (40% to 
50%) segregated fines decreased by 44.0% and 6.4%, 
respectively. As expected, segregation declined with 
increase of moisture content. These results suggest 
that relative humidity could be used as a tool to miti-
gate segregation. 
　Figs. 2 and 3 show typical profiles of segregated 
fines mass of binary mixture for size ratio 2.0 and 1.7, 
respectively, collected by the eight load cells config-

ured four each in two rows (Fig. 1). The measured 
mass values are for binary mixtures of urea that were 
equilibrated at 50% relative humidity. Both of these 
figures show that fines masses collected by the eight 
load cells increased with time. Fines mass collected 
for size ratio 2.0 was higher compared with size ratio 
1.7. Results confirmed that higher size ratio has high-
er segregation potential. Fines masses collected by 
eight load cells were different for both of these size 
ratios. For size ratio 2.0 (Fig. 2), fines mass collected 
by eight load cells were more uniform compared with 
mass collected for size ratio 1.7. 
　Fig. 4 shows iso-mass contours for segregated 
fines for size ratios 2.0 (Fig. 4a) and 1.7 (Fig. 4b) 
at the end of 10 minutes, which is the expected time 
duration of motion conditions for bagged fertilizer to 
experience between filling and transportation. Even 
though iso-mass contours are shown at the end of 10 
minutes, these can be analyzed at any time from 0 to 
10 minutes in the interval of 1 s. At the end of 10 min-
utes, the fines were collected more at both ends of 
the shear box such as BL, FL, BR and FR compared 
to the center zone such as BCL and FCL (P>0.05). 
Load cells in the center received less fines compared 
to other load cells because of diffusive percolation 
mechanism. This result is in agreement with previ-
ous results obtained for size ratio less than 4.0 (Duffy 
and Puri, 2002). 

3.3 Normalized segregation rate (NSR)
　For size ratio 2.0, NSR decreased from 1.12 kg/
kg-h to 1.09 kg/kg-h to 0.73 kg/kg-h when urea 

Fig. 4   Iso-mass contours of segregated fines for binary size urea mixtures equilibrated at 50% relative 
humidity at the end of 10 minutes for size ratios: (a) 2.0 and (b) 1.7; x and y axes dimensions 
denote the opening size available at the bottom of the shear box for fines to percolate.

(a) (b)
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binary size mixtures equilibrated relative humidity 
increased from 40% to 50% to 60%.  Similarly, for size 
ratio 1.7, NSR decreased from 0.62 kg/kg-h to 0.58 
kg/kg-h to 0.34 kg/kg-h urea binary size mixtures 
equilibrated relative humidity increased from 40% to 
50% to 60%. Figure 5 shows a typical profile of NSR at 
40% RH of binary mixture for size ratio 2.0. The NSR 
declined rapidly in the first few minutes (<3 minutes) 
of PSSC-II operation followed by an asymptotic ap-
proach to linear decline. The rapid initial decline can 
be attributed to the availability of fines due to their 
low coordination number, which increases with time, 
i.e., fines become more constrained. Similar profiles 
were obtained for other ERHs (50% and 60%) and for 
size ratio 1.7. The NSR profiles could be used to pre-
dict the amount of segregation in the mixture under 
given operating condition in real-time.

3.4  Distribution of segregation rate
　Distribution of segregation rate (DSR) metric was 
used to evaluate the spatial distribution of segrega-
tion rate (SR) corresponding to the eight load cell lo-
cations. Figs. 6 and 7 show typical SR of percolated 
fines along the eight load cells at 50% RH for the size 
ratios 2.0 and 1.7, respectively. Results were in agree-
ment with the NSR result, i.e., NSR decreased with 
increasing relative humidity. Fig. 6 for size ratio 2.0, 
shows that SR was higher at both ends of the shear 
box compared with the center region and decreased 
with time, i.e., 60 s (Fig. 6a) to 120 s (Fig. 6b) to 
180 s (Figs. 6c) (P>0.05). At 60 s, SR was higher 
in the center and right of the shear box because of 
initial percolated fines present initially in the bottom 
of the mixture. Fig. 7 for size ratio 1.7 shows fines 
mass were collected more at both ends of the shear 

box such as BL, FL, BR and FR compared to the 
center zone such as BCL and FCL (P>0.05) and SR 
decreased with time, i.e., 60 s (Fig. 7a), 120 s (Fig. 
7b), and 180s (Fig. 7c). For both size ratios 2.0 and 
1.7, load cells in the center received less fines com-
pared to other load cells because of diffusive perco-
lation mechanism. This result is in agreement with 
previous results obtained for size ratio less than 4.0 
(Duffy and Puri, 2002). 

3.5 Flowability
　From the CTC tests, the failure stress values of 
binary mixtures were determined. Fig. 8 illustrates 
the failure stress values of well-mixed binary size 
urea mixtures. For size ratio 2.0 at confining pres-
sure σc = 3.5 kPa, the failure stress increased from 
12.2 kPa to 15.5 kPa to 16.2 kPa when ERH increased 
from 40% to 50% to 60%. At relatively higher confin-
ing pressure σc = 7 kPa, the failure stress increased 
from 23.5 kPa to 29.3 kPa to 32.0 kPa for increase in 
ERH from 40% to 50% to 60%, respectively. For size 
ratio 1.7 at confining stress (σc= 3.5 kPa), the failure 
stress increased from 11.2 kPa to 14.5 kPa when ERH 
increased from 40% to 50% and plateaued thereafter, 
whereas the failure stress increased from 22.7 kPa 
to 28.0 kPa for increase in ERH from 40% to 60% at 
higher confining pressure σc= 7 kPa. A plausible ex-
planation for the minimal to no effect of ERHs for size 
ratio of 1.7 at lower confining pressure (σc= 3.5 kPa) 
was a result of more tightly packed samples, i.e., 3.5 
kPa of confining pressure was not sufficient to induce 
rearrangement of particles. 
　The results presented in this article demonstrated 
decreased segregation and flowability with the in-
crease in relative humidity, as expected. Higher size 

Fig. 5  Segregation rate at 40% ERH for size ratio 2.0.
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ratio and equilibrium relative humidity tend to induce 
higher failure stress, which implies tighter packing 
strength of the samples.
　The flowability determining parameters, i.e., the 
angle of internal friction and cohesion are summa-
rized in Table 8. For size ratio 2.0, the angle of inter-
nal friction increased from 31.3°to 35.9° to 39.0°for 
increase in ERH from 40% to 50% to 60%, respectively. 
For size ratio of 1.7, the angle of internal friction 
increased from 26.8°to 36.0°when relative humidity 
increased from 40% to 60%. In all cases, size ratio of 
2.0 showed higher angle of internal friction than size 
ratio of 1.7 suggesting that size ratio of 2.0 mixture 
has lower flowability. 
　For both size ratios of 2.0 and 1.7, cohesion values 
remained constant and were not significantly differ-
ent (P>0.05). Negligible cohesion values were consis-
tent with visual observations.
　Results showed that flowability of particles de-
creased with the increase in angle of internal friction 
while cohesion values were negligible. The lower 
flowability for size ratio of 2.0 compared to size ratio 
of 1.7 is because of the mixing and size ratios’differ-

ences; the large size ratio binary mixture had more 
fines compared to coarse (mixing ratio 33:67) and 
mixture’s response was governed by the quantity 
of fines. For large size ratio, more pore spaces were 
available in the coarse particle bed vs. small size ra-
tio. Furthermore, flowability parameter results also 
confirmed the segregation results. PSSC-II results 
also demonstrated that segregation in binary size 
mixtures of urea decreased with increasing ERHs 
from 40% to 60%. Results of flowability and segrega-
tion for binary size urea mixtures were in agreement 
with the results published by Duffy and Puri (1997) 
for food powders.  

4. Conclusions

　Percolation segregation was measured using the 
PSSC-II for binary size mixtures of urea prepared by 
blending fines (1700-2000 µm) with coarse (3350-4000 
µm and 2800-3350 µm) equilibrated at three relative 
humidity values (40%, 50%, and 60%). All tests were 
conducted at bed depth of 85 mm, strain of 6%, and 
strain rate of 0.5 Hz. Results showed that the PSSC-

Fig. 8   Failure stress difference for binary mixtures of size ratios of 2.0 and 1.7 and confining pres-
sures of 3.5 and 7.0 kPa.
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Table 8  Flowability parameters for binary size mixtures at three equilibrium relative humidities*

Size Ratio
(Mixing Ratio)

Equilibrium Relative 
Humidity (%)

Angle of Internal 
Friction (φ ) Cohesion (c, kPa)

2
(33:67)

40 31.3° (1.2) 0.3 (0.2)

50 35.9° (1.7) 0.5 (0.3)

60 39.0° (2.3) 0.3 (0.4)

1.7
(50:50)

40 27.4° (1.9) 0.5 (0.4)

50 32.0° (3.4) 0.9 (0.9)

60 36.0° (0.0) 0.3 (0.0)
＊ Standard deviation values in parenthesis
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II is capable of quantifying segregation of binary size 
mixtures. For quantification of segregation, four met-
rics: 1) segregated fines mass, 2) segregation rate, 
3) normalized segregation rate, and 4) distribution 
segregation rate of fines were used. The following 
conclusions were drawn from this study. 
　1. Size ratio 2.0
　 •  Segregated fines mass values decreased from 

87.7 g to 85.7 g to 56.2 g when ERHs increased 
from 40% to 50% to 60%, respectively. Only 2.0% 
of decrease in collected fines mass was recorded 
for increase in ERH by 10 points (from 40% to 
50%), whereas 36.0% decrease in fines mass was 
recorded for increase in ERH by 20 points (from 
40% to 60%). 

　 •  Segregation rate decreased from 0.141 kg/h to 
0.137 kg/h to 0.091 kg/h when ERHs increased 
from 40% to 50% to 60%, respectively. Only 2.8% 
decrease in SR was recorded for increase in 
ERH by 10 points (from 40% to 50%), whereas 
36.0% decrease in SR was recorded for increase 
in ERH by 20 points (from 40% to 60%). 

　 •  NSR decreased from 0.332 kg/kg-h to 0.323 kg/
kg-h to 0.215 kg/kg-h when relative humidity 
increased from 40% to 50% to 60%, respectively. 
Only 2.8% of decrease in NSR was recorded for 
increase in ERH by 10 points (from 40% to 50%), 
whereas 36.0% decrease in NSR was recorded 
for increase in ERH by 20 points (from 40% to 
60%). 

2. Size ratio 1.7
　 •  Segregated fines mass values decreased from 

41.0 g to 38.4 g to 23.0 g when ERH increased 
from 40% to 50% to 60%, respectively. Only 6.0% 
of decrease in collected fines mass was recorded 
for increase in ERH by 10 points (from 40% to 
50%), whereas 43.0% decrease in mass was re-
corded for increase in ERH by 20 points (from 
40% to 60%). 

　 •  SR decreased from 0.060 kg/h to 0.056 kg/h 
to 0.033 kg/h when ERH increased from 40% 
to 50% to 60%, respectively. Only 7.0% decrease 
in SR was recorded for increase in ERH by 10 
points (from 40% to 50%), whereas 45.0% de-
crease in segregation rate was recorded for 
increase in relative humidity by 20 points (from 
40% to 60%). 

　 •  NSR decreased from 0.172 kg/kg-h to 0.161 
kg/kg-h to 0.096 kg/kg-h when relative humid-
ity increased from 40% to 50% to 60%, respec-
tively. Only 7.0% decrease in NSR recorded for 

increase in ERH by 10 points (from 40% to 50%), 
whereas 45.0% decrease in NSR was recorded 
for increase in ERH by 20 points (from 40% to 
60%). 

With the two different mixture of fines (1700-2000 
µm) and coarse (3350-4000 µm and 2800-3350 µm) at 
three different ERHs (40%, 50% and 60%), convention-
al triaxial tests were performed to evaluate flowability 
using the CTT. From those results, the following con-
clusions were drawn:
　 •  For size ratio 2.0, angle of internal friction in-

creased from 31.3° to 35.9° to 39.0° when ERH 
increased from 40% to 50% to 60%, respectively.  

　 •  For size ratio 1.7, angle of internal friction in-
creased from 27.4° to 32.0° to 36.0° when ERH 
increased from 40% to 50% to 60%, respectively.  

　 •  The measured negligible cohesion values were 
not significantly different (P>0.05) for both size 
ratios 2.0 and 1.7 at all three ERHs. 

In conclusion, addition of moisture could be used as 
a tool to mitigate segregation in granular materials 
by marginally reducing their flowability. Flowability 
should not be lowered below a critical value, other-
wise flow issues may arise.
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1. Introduction

　The flow properties of bulk solids are key proper-
ties in the design and control for storage and han-
dling operations in several industrial applications. 
Powder flowability is usually expressed in terms of 
flow functions which represent the unconfined yield 
strength, fc, of the material as a function of the major 
principal stress at steady state, σ1. The ratio between 
the two is referred to as the flow factor f fc = σ1/fc 
and is used as a flowability index according to the 
classification by Jenike (1961). This classification was 
extended by Tomas and Schubert (1979) and clas-
sifies the powder’s behaviour as follows: f fc≤1 hard-
ened, 1<f fc≤2 very cohesive, 2<f fc≤4 cohesive, 4<f fc

≤10 easy flowing, f fc>10 free-flowing. After the pio-
neering work of Jenike (1961), a variety of different 
experimental techniques were developed over four 
decades to experimentally characterize the powder 
flow functions, as reported in recent comprehensive 
surveys by Schwedes (2003) and by Schulze (2008). 
All these testers are divided into two main categories: 
direct and indirect testers. In the first category, the 
shear region is directionally forced onto the powder 
sample, while in the second, this region is thought to 
develop independently of the tester geometry. Shear 
cells, from the first translational model developed by 
Jenike (1961) to the more recent rotational model 
developed by Schulze (1994), are so-called direct 
testers. In these testers, in fact, a shear force induces 
the formation of a shear region in the powder speci-
men consolidated by a normal force. Shear cells are 
widely used both for fundamental research and for 
industrial testing, e.g. in silo design. For this latter 
application, in particular, shear test methods different 
from shear cells are used, such as uniaxial compac-
tion testers. In these testers, the bulk solids are com-
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pacted in a cylindrical mould exerting some consoli-
dation by means of a moving plunger or piston, then 
the mould is removed and the force necessary to 
break the sample, acting in the same direction of the 
compaction force, is measured. These are so-called 
indirect testers because shear regions are thought 
to develop along directions other than normal to the 
force. Several studies (Williams et al., 1971; Gerrit-
sen, 1986; Maltby and Enstad, 1993) report that the 
main limitation of this technique is that a minimum 
consolidation stress on the powder sample is neces-
sary to avoid its failure under gravity alone just after 
removing the mould. This minimum consolidation 
stress value is larger than the value that can be at-
tained in shear cell tests and might be considerably 
larger than the stress acting within small process 
hoppers. In practice, this means that the powder 
compaction under its own weight is completely negli-
gible, but cohesion forces may still cause flowability 
problems. Nevertheless, the uniaxial compression 
test is often preferred in industrial practice due to its 
simplicity and to the shorter time necessary to char-
acterize the powder flowability, either in terms of a 
single unconfined yield strength for a single consoli-
dation force, or in terms of a complete flow function. 
A recent example of this shear testing practice is 
given by Zhong et al. (2000), whose application to the 
classification of powder flowability was tested by Bell 
et al. (2007). Unfortunately, the comparison between 
the powder strength values measured by the two 
techniques is not straightforward. In fact, experimen-
tal results obtained with a biaxial tester by Schwedes 
and Schulze (1990) suggest that the powder speci-
men follows different stress histories in a shear tester 
and in a uniaxial tester during the consolidation step. 
In the first case, the powder sample finally attains 
steady state deformation, which means deformation 
without bulk density variation. In the second, it was 
not possible to achieve this condition due to the later-
al confinement of the sample by the mould walls. As a 
result, the final consolidation states achievable by the 
two techniques could be different. A major difference 
between uniaxial compression tests and annular/lin-
ear shear tests is the role of friction exerted by the 
mould wall on the powder sample. This wall friction 
supports part of the external vertical force applied on 
the powder specimen for consolidation. By applying 
a simple balance of forces on a differential slice ele-
ment of the powder under compression in the mould 
(in the style of Janssen as reported by Nedderman, 
1992), we obtained the well-known equation for the 
ef fective normal stress σ in cylinders containing 

powders subject to their weight and to some external 
vertical load on the upper surface:

σ = σ0 exp

−4µwKz

D


+
ρbgD
4µwK


1− exp


−4µwKz

D


 (1)

　where σ0 is the surcharge stress due to the ex-
ternal vertical force on the top surface, µw is the wall 
friction coefficient, K is the ratio between the radial 
and the vertical principal stresses, z is the vertical 
coordinate oriented downwards, D is the mould di-
ameter, ρb is the powder bulk density and g is the ac-
celeration due to gravity. Uniaxial compression tests 
are usually performed at high consolidation stresses, 
and the second term of equation (1) due to the pow-
der weight can be neglected. Therefore, the resulting 
normal stress decreases exponentially over the pow-
der sample depth.
　Some effort to overcome the wall friction effect 
was pursued by Williams et al. (1971), who repeated 
the experiment by preparing powder samples ob-
tained with the subsequent compaction of an in-
creasing number of thin layers. They derived the 
unconfined yield strength from the measured values 
of sample yield strength extrapolated to an infinite 
number of layers. Maltby and Enstad (1993) tried to 
eliminate the wall friction problem by wrapping the 
powder sample in a flexible membrane and applying a 
lubricating oil between the membrane and the mould 
wall. Both the flow functions obtained by uniaxial 
compression tests by Williams et al. (1971) and by 
Maltby and Enstad (1993) are very close to those de-
rived from Jenike shear cell experiments, suggesting 
that wall friction is perhaps the main cause of differ-
ences between rotational/translational shear testers 
and uniaxial compression test results. Unfortunately, 
the procedures proposed to avoid the wall friction 
effect with their complications risk annulment of the 
intrinsic simplicity of the uniaxial compression tests 
and are therefore not pursued in industrial practice.
　The scope of this work is to compare uniaxial com-
pression tests and shear cell tests for a number of 
food powders of different cohesion classes and for a 
reference calcium carbonate powder. In particular, 
going by experimental evidence reported in the lit-
erature, it is expected that uniaxial testing will pro-
vide apparent powder flowability that is higher than 
that evaluated with shear testing. An attempt will be 
made to account for the main causes of these discrep-
ancies in order to reconcile the powder flowabilities 
obtained with the different techniques. 
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2. Experimental Set-Up 

2.1 Apparatus
　Three dif ferent testers for measuring the flow 
properties of bulk solids were used in this study: a 
uniaxial compaction tester and a Schulze ring shear 
tester (1994) to measure the powder flow functions, 
and a Peschl rotational shear tester (1989) to mea-
sure the angle of wall friction.
　The uniaxial compaction tester (UCT) consists of 
a PVC cylindrical mould axially split into two halves. 
The cylinder (92.5 mm ID and 120 mm high) is se-
cured by a chain-clamp to a thin disc fixed on to the 
horizontal base and a second disc is placed as the 
lid on the top surface of the powder sample in the 
mould. A piston moving downwards by means of an 
electrically driven motor applies a normal force to the 
lid over the specimen. This force is measured by a 
load cell.
　The Schulze ring shear tester (RST) used in this 
study is the manually operated commercial version. 
Two different annular cells were used: the standard 
M cell with an internal volume of about 940 cm3, and 
the smaller SV10 cell with an internal volume of about 
96 cm3. Normal loads were applied to the hanger 
hooked onto the lid of the cell. The shear force acting 
during the experiments was derived from the torque 
measured by the load cells connected to the cover 
through the tie rods. The powder sample volume was 
measured by a linear displacement transducer con-
nected to the cell lid.
　The rotational shear tester of Peschl was used to 
measure the wall yield loci of the powders. To this 
end, a wall sample was fixed to the cell base by three 
radial screws. A ring was centred on the wall sample 
and filled with the powder specimen. External loads 
were applied directly to the cylinder attached to the 
lid over the specimen top surface. The shear force 
was derived from the torque measured by a load cell 
connected to the lid through a rod.

2.2 Materials
　Five dif ferent powders were tested. A calcium 

carbonate powder was used as a reference material. 
The other four powders, provided by PURAC Bio-
chem, were used in this study to span the full range 
of flowability classes. For confidentiality reasons, 
we will refer to these as powders A, B, C and D. The 
volumetric particle size distribution of each powder 
was measured by a Malvern Mastersizer 2000 laser 
diffraction analyser on powder samples dispersed in 
a non-solvent liquid. The results in terms of median 
particle size d50, Sauter mean size d32 and size range 
corresponding to 80% of the distribution are reported 
in Table 1. Scanning electron micrographs of materi-
als shown in Fig. 1 reveal that the calcium carbonate 
powder and powders A and B consist of irregular 
flaky particles while powders C and D show a more 
rounded shape. The aerated bulk density and tapped 
bulk density and therefore their ratio referred to as 
the Hausner ratio were measured by a Hosokawa tes-
ter. The angle of repose ϕr was also determined by 
a Hosokawa tester. All these results are reported in 
Table 1.
　Under strict application of the Mohr-Coulomb anal-
ysis, the values of K appearing in Equation (1) can be 
calculated according to Rankine equation:

　K =
1− sinϕe

1+ sinϕe
 (2)

where ϕe is the effective angle of friction measured 
with the RST. Values of K calculated with equation 
(5) are reported in Table 1. These values fall in the 
range between 0.1 and 0.27. Instead, direct measure-
ments of K reported by Kwade et al. (1994) show that 
K values are generally between 0.4 and 0.6 also for 
cohesive powders. Therefore, to avoid errors arising 
from an underestimation of K, its value was set to 0.4 
for all the powders tested. The wall friction angle ϕw 
was derived from the wall yield loci measured with a 
Peschl shear tester on a wall sample of the same ma-
terial which the UCT mould is made of.

2.3 Procedures

2.3.1 Uniaxial compression test procedure
　Once the cylindrical mould is filled with the pow-

Table 1 Material properties

Material d50

µm
80% range

µm
d32

µm
aerated ρb

kg m-3
tapped ρb

kg m-3
CI
%

φr

deg
φe

deg
φw

deg
K

eq (9)
Jenike (1961) flowability 

UCT corrected

CaCO3 7 2-40 4 336 421 20.2 45 54 22 0.10 Cohesive

A 25 1-246 4 434 910 52.3 48 49 25 0.14 Cohesive

B 3 1-32 2 242 595 59.4 48 55 31 0.099 Very cohesive

C 267 149-467 221 610 667 8.6 37 47 26 0.16 Cohesive

D 198 82-386 117 688 706 2.6 32 35 12 0.27 Free flowing
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der specimen and the top lid is placed on its surface, 
the consolidation step is performed by moving the 
piston downwards and applying the desired normal 
load, Nc. Then the piston moves upwards, releasing 
the consolidation force. The mould is opened and 
removed carefully in order not to disturb the consoli-
dated specimen. The compression step is carried out 

by moving the piston downwards onto the powder 
sample with increasing normal force until the speci-
men fails. From this test, a single fc-σ1 point of the 
flow function can be derived as follows:

　σ1 =
Nc

AUCT
 (3)

Fig. 1 SEM micrographs of the materials used.

CaCO3

A

C

B

D
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　 fc =
Nf

AUCT
 (4)

where AUCT is the cross-sectional area of the cylindri-
cal mould and Nf is the normal force measured at fail-
ure. By repeating the whole procedure with different 
consolidation normal loads, a complete flow function 
is obtained.
　A second procedure was used to account for wall 
friction. In particular, σ1 was evaluated according to 
Equation (1), assuming z to be equal to the measured 
powder sample height after consolidation. The under-
lying hypothesis is that in the UCT, the compaction 
strength changes within the sample and, in particular, 
that the smaller consolidation, which determines the 
failure load, is attained at the sample bottom. In the 
same way, the unconfined yield strength fc was also 
calculated by accounting for the contribution caused 
by the powder sample weight, M, as follows:

　 fc =
Nf +M

AUCT
 (5)

2.3.2 Ring shear test procedure
　The standard measurement procedure was fol-
lowed to measure a yield locus with a Schulze RST. 
According to this procedure, once the shear cell 
with the powder specimen has been prepared and 
the maximum normal load chosen, Nc, is applied to 

the cell lid. The pre-shearing step starts and is car-
ried out up to attainment of a steady state value of 
the shear stress, τ. Then the shearing phase takes 
place under a normal load, N1, lower than Nc, to reach 
a peak value of shear stress corresponding to the 
incipient flow of the material. The sequence of the 
two steps is repeated with the same Nc for each pre-
shearing phase, but with decreasing normal loads for 
each shearing phase (i.e. N1>N2>…>Nn). A qualitative 
sketch of a typical shear stress chart achievable dur-
ing a shear test is reported in Fig. 2. In this work at 
least five failure points were measured for the con-
struction of each yield locus and each complete test 
was repeated twice.
　The normal stress σ acting on the shear plane in a 
failure test is calculated as follows:

　σ =
N

ARST
+ρbg∆z  (6)

where N is the external normal load applied, ARST 
is the cell cross-sectional area and ∆z is the powder 
height over the shear plane. The average shear stress 
τ acting on the shear plane is derived from the mea-
sured torque. The σ-τ points obtained at failure are 
reported in a plot to derive the powder static yield 
locus corresponding to the consolidation applied in 
the test as sketched in Fig. 3. In addition to these 
points, the average of the steady state σ-τ values 

Fig. 2 Typical torque and normal load chart during a shear cell experiment.

Fig. 3 Yield locus construction from shear experiment data.
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obtained during the pre-shearing steps is reported on 
the same diagram. The Mohr circle drawn through 
the steady state point and tangent to the yield locus 
locates the major principle stress σ1 corresponding 
to the consolidation applied. The unconfined yield 
strength of the powder fc is given by the major prin-
ciple stress of the Mohr circle through the origin and 
tangent to the yield locus. The angle ϕi between the 
static yield locus and the σ axis is the static angle 
of internal friction. The dashed line passing through 
the origin and tangent to the larger Mohr circle is 
the effective yield locus. Its angle of inclination with 
respect to the σ axis is the effective angle of friction, 
ϕe. By performing other complete shear tests at dif-
ferent Nc values, a complete flow function of the pow-
der can be plotted.

2.3.3 Wall friction measurement procedure
　The wall friction coefficient between the powder 
and the mould material was evaluated with the Peschl 
shear tester. The detailed procedure is as follows: 
after the ring placed on the wall sample has been 
filled with the powder, a normal load N1 is applied to 
the cell lid and the shearing takes place until a steady 
state value of τ is measured; this step is repeated 
consecutively three times to be sure that critical con-
solidation of the powder has been reached under the 
applied load; this sequence is then repeated with the 
same sample by applying increasing normal loads 
(i.e. N1<N2<…<Nn). Normal and shear stresses are 
calculated as in the Schulze RST, taking the different 
cell geometry into account. The σ-τ points are plot-
ted to obtain the wall yield locus. The angle between 

the wall yield locus and the σ axis is the angle of 
wall friction ϕw. The wall friction coefficient, μw, is 
the tangent of this angle.

3. Results

　The flow functions measured for all the materi-
als are reported in Figs. 4-8. In these figures, solid 
black circles and hollow circles with thick contours 
refer to experiments carried out on the M cell of the 
RST, whereas hollow circles refer to experiments car-
ried out on the SV10 cell of the RST and squares refer 
to experiments carried out on the UCT. As previously 
mentioned, all experiments were repeated twice and 
showed a good reproducibility of data, and therefore 
deviations from expected trends, as discussed in the 
following, can be attributed to inherent experimental 
conditions. A general inspection of the figures re-
veals that the five materials investigated cover a wide 
range of flow behaviours evaluated according to the 
Jenike classification. From the distribution of flow 
data in the Jenike classification regions and the analy-
sis of Table 1, it appears clear that a good correla-
tion exists between the flow behaviour of the powder 
measured with RST and the powder compressibility 
index in Table 1. This is in agreement with what was 
reported by Santomaso et al. (2003). The only excep-
tion to this agreement was found for powder C. This 
singularity might probably be attributed to the very 
irregular and complex shape of these particles shown 
in Fig. 1.
　The flow function for calcium carbonate (Fig. 4) 
obtained with the RST lays within the cohesive region 

Fig. 4  Flow functions for calcium carbonate powder. ● RST M cell; ○, RST SV10 cell; ■, UCT; ▲, UCT corrected.
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and tends to the very cohesive region at low consoli-
dation. Both the M cell and the SV10 cell were used 
with the RST to cover a wider range of consolidation 
stresses. The UCT flow function is more linear and 
is located between the easy-flowing and free-flowing 
region. 
　The flow function for powder A (Fig. 5) obtained 
with the M cell of the RST crosses different regions 
of flow behaviour from very cohesive to easy flowing, 
showing an apparent better flowability as the major 
principal stress σ1 increases. Significant time fluctua-
tions typical of slip-stick behaviour were observed in 
shear stress charts of the experiments correspond-
ing to σ1 > 5 kPa. Since this phenomenon could lead 
to an incorrect estimation of the yield locus and 
consequently of the unconfined yield strength of the 
powder, this set of experiments was repeated with 
the smaller SV10 cell of the RST in which the slip-
stick flow was not expected for the different elastic 
properties of the system due to the reduced height 
of the powder sample. As a result, the points derived 
from M cell tests, represented by hollow circles with 
thick contours, were discarded and, in the regression 
of the RST flow function (solid line), were substituted 
with the points obtained with the SV10 cell of the 
RST, which are reported as hollow circles. The RST 
flow function derived with this procedure shows a 
certain convexity and covers three different flowabil-
ity regions. The flow function obtained with the UCT 
instead shows a linear increase of fc with increasing 
σ1 and lies entirely in the easy-flowing region.
　The flow function obtained for material B with the 
M cell RST (Fig. 6) follows a trend similar to that of 
powder A and extends over three different flowability 

regions (very cohesive, cohesive and easy flowing). 
Also in this case, the experiments for σ1 > 5 kPa were 
repeated with the SV10 cell of the RST to better in-
vestigate the unexpected significant decrease of fc val-
ues, which was not necessarily associated to slip-stick 
flow. The RST flow function curve resulting from the 
regression on filled circles and hollow circles with 
thin contours shows a high powder cohesion. Also in 
this case, the flow function derived from the UCT is a 
straight line and it falls in the region of cohesive pow-
ders. The corresponding fc values are smaller than 
those measured with the RST for σ1 < 20 kPa.
　The flow function measurement for powder C 
with the M cell of the RST (Fig. 7) yielded a linear 
increase of fc with increasing σ1. All the flow function 
points belong to the cohesive region. Slip-stick flow 
was not observed for the whole range of investigated 
stress states , but additional experiments with the 
SV10 cell of RST were performed at high σ1. Corre-
sponding results confirmed the trend observed with 
the M cell. The flow function obtained with UCT is 
lower than the RST, suggesting an easy-flowing be-
haviour.
　Powder D’s flow function obtained with the M cell 
of RST (Fig. 8) is a straight line in the free-flowing 
region. Slip-stick behaviour was observed for σ1 > 10 
kPa, but the repeated tests with the SV10 cell RST 
gave identical fc values. It was really difficult to per-
form the uniaxial compaction tests since the low co-
hesion of powder D allowed the preparation of stable 
powder specimens only at very high consolidation 
stresses. The resulting flow function coincides with 
that obtained with the RST.

Fig. 5 Flow functions for powder A. ● ●● RST M cell; ○, RST SV10 cell; ■, UCT; ▲, UCT corrected.
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4. Discussion
　Significant differences between the flow function 
results obtained with the RST and the UCT were 
observed for the more cohesive powders, calcium 
carbonate, A, B and C. In order to assess whether 
these discrepancies could be explained by different 
effective powder compaction values in the two experi-
ments, the UCT results were recalculated taking into 
account the wall friction and the powder gravitational 
contribution to the stresses acting in the consolida-
tion step. In support of the hypothesis that the lower 
consolidation value, which determines the failure 
load, is attained at the sample bottom, there is the vi-

sual observation that at sample failure, the fracture in 
the material started at the bottom and then propagat-
ed upwards. Resulting flow functions accounting for 
wall friction and calculated according to Equations 
(1) and (5) are reported as triangles in Figs. 4-8. 
The re-evaluated UCT flow function is close to the 
RST flow function for the calcium carbonate powder, 
suggesting the soundness of the approach followed 
for UCT flow function correction. Also for powders A, 
B and C, the re-evaluated UCT flow functions lie very 
close to those obtained by RST experiments, but only 
at low consolidation values. For these materials, the 
corrected UCT flow functions are steeper and more 

Fig. 6  Flow functions for powder B. ● ●●RST M cell; ○, RST SV10 cell; ■, ideal UCT eqs. (1) and (2); ▲, UCT corrected.

Fig. 7  Flow functions for powder C. ● ●● RST M cell; ○, RST SV10 cell; ■, ideal UCT eqs. (1) and (2); ▲, UCT corrected.
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linear than the RST flow functions and, therefore, at 
the higher consolidation values, the RST flow func-
tions provide lower values of the unconfined yield 
strength. For these powders, other phenomena have 
to be hypothesized to explain the observed differ-
ences at high consolidation levels.
　It might be argued that the main reason for obtain-
ing different results between UCT and RST experi-
ments can be attributed to the different stress histo-
ries in the sample preparation during the compaction 
steps for the two testers. In fact, in the RST there is 
no limit on the maximum shear strain and it is always 
possible to reach a critical state of deformation in 
which the powder volume attains a steady value. In 
the RST procedure, this condition is required to con-
clude the pre-shearing phase in order to reach a bulk 
density for a certain compaction load which does not 
depend on the compaction history. In contrast, the 
compaction procedure in the UCT does not ensure 
that the internal deformation of the sample allows 
the bulk density proper of the critical state to be 
reached. As a result, it might be expected that under 
the same major principal stress during compaction, 
the unconfined yield strength measured with the 
UCT is somewhat lower than that derived from RST 
experiments. Nevertheless, as it was recalled in the 
introduction, experiments carried out by Williams et 
al. (1971) and by Maltby and Enstad (1993), in which 
the wall friction was minimized, produced a substan-
tial overlapping of the flow functions obtained with 
uniaxial testers and the Jenike shear tester. This find-
ing suggests that in these experiments, the internal 
shearing which occurs in the UCT sample during the 

compaction step was sufficient to determine a pow-
der consolidation similar to that obtained with shear 
testing procedures.
　As concerns the present experimental campaign, 
we have not minimized the wall friction effect in the 
UCT experiment, but we have accounted for it in the 
proposed correction of the UCT flow function. There-
fore, the circumstance that for powders A, B and C 
at high consolidation levels, the corrected UCT flow 
function provides an unconfined yield strength larger 
than the RST flow function cannot be explained by 
the occurrence of any significant role of the different 
stress histories of powder samples in the two experi-
ments. Another possibility is that the high shear 
induced in the RST might produce some change in 
the powder structure close to the shear plane such as 
particle fragmentation or orientation. This interpreta-
tion seems to be confirmed by the fact that calcium 
carbonate, a powder made of rigid particles and not 
subject to orientation phenomena during shear, does 
not show significant dif ferences between the RST 
and the corrected UCT flow function at high consoli-
dation levels. Further preliminary tests on the mi-
croscopic structure of the powder on the shear plane 
did not shed light on this point, and a more complex 
investigation, which exceeds the scope of this work, 
would be required.
　As concerns the results obtained with powder D, 
it was observed that the original UCT and RST flow 
functions were almost identical at all the investigated 
consolidation levels and the UCT corrected flow 
function leads to greater unconfined yield strength 
values. An explanation of this difference with respect 

Fig. 8  Flow functions for powder D. ● ●● RST M cell; ○, RST SV10 cell; ■, ideal UCT eqs. (1) and (2); ▲, UCT corrected.
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to the other powders tested might be found in the 
very low compressibility of powder D. This was ob-
served in the consolidation step and was confirmed 
by the small values of the compressibility index. The 
consequence might be a reduced powder motion 
within the cell that might impair the hypothesis of full 
mobilization of the powder at the container wall dur-
ing consolidation. This condition is at the base of the 
Mohr Coulomb approach used to obtain Equation (1) 
and, if not respected, might lead to an overestimation 
of the wall friction stress and its effects.

5. Conclusions

　A comparison between the ring shear tester and 
the uniaxial compaction tester techniques for the 
measurement of powder flow functions was per-
formed for five different powders. Deriving normal 
stresses simply from the applied external forces, the 
UCT flow functions gave unconfined yield strengths 
lower than those measured by the RST for the more 
cohesive powders, calcium carbonate, A, B and C. 
In particular, each of these powders resulted in be-
longing to different flowability regions according to 
the two techniques. A good agreement between the 
UCT and RST results was found only for the free-
flowing powder D. Recalculation of the stress state of 
the powder sample in the UCT experiments, taking 
into account the mould wall friction and the powder 
weight, gave a flow function in close agreement with 
that obtained with the RST for the calcium carbonate 
powder, suggesting the soundness of the approach. 
For powders A, B and C, the agreement was satisfac-
tory only at low consolidation values. This correction 
procedure requires knowledge of the K ratio and of 
the angle of wall friction measurable with shear cells 
or other testers. As a result, the use of an UCT alone 
could not be sufficient to measure reliable flow func-
tions unless particular care was taken to eliminate 
the wall friction effect or at least a rough estimate 
of the K and wall friction angle of that material was 
available. Table 1 suggests that the repose angle for 
these powders might be a sufficiently good estimate 
of the effective internal friction to apply equation (2) 
for estimating K. With cohesive materials, however, 
which give high angles of internal friction and there-
fore K values according to equation (2) lower than 
0.4, K values equal to 0.4 may provide a fair estimate. 
For the materials tested, the wall friction angle is ap-
proximately half that of the effective internal friction.
　It must be recognised, however, that some discrep-
ancies between the RST and the UCT flow functions 

could not be solved simply taking account of wall fric-
tion. In fact at the highest consolidation stresses, the 
corrected UCT flow functions for cohesive powders 
(A and B) provide a significantly higher unconfined 
yield strength of powders. Further investigation is 
necessary for a better comprehension of this discrep-
ancy.
　The proposed correction procedure turns out to 
be effective to obtain more reliable powder flow func-
tions from simple UCT measurements especially for 
industrial quality control purposes. Standard shear 
testers still appear the most reliable and conserva-
tive flowability characterization method if the results 
are to be used for the design of handling or storage 
equipment such as silos. 

List of symbols
ARST shear cell cross-sectional area [m2]
AUCT UCT mould cross-sectional area [m2]
c cohesion [kPa]
CI compressibility index [-]
D mould diameter [m]
d32 Sauter mean size [µm]
d50 median size [µm]
fc unconfined yield strength [kPa]
f fc flow factor [-]
g acceleration due to gravity [m s-2]
K ratio between radial and vertical stresses [-]
M powder sample weight [N]
N external normal force [N]
Nc consolidation normal force [N]
Nf normal force at failure [N]
t time [s]
z vertical coordinate [m]

Greek symbols
∆z powder height over the shear plane [m]
µw wall friction coefficient [-]
ϕe effective angle of friction [deg]
ϕi static angle of friction [deg]
ϕr angle of repose [deg]
ϕw angle of wall friction [deg]
ρb powder bulk density [kg m-3]
σ normal stress [kPa]
σ0 surcharge normal stress [kPa]
σ1 major principal stress [kPa]
τ shear stress [kPa]
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Abstract

　The mechanics of particle interactions and the prevailing level of compressive stresses and shear 
strains are affected by the scale of operation, which in turn affects the granule structure, strength 
and functional properties. This may be the main reason why the current scaling relationships are 
ineffective from a viewpoint of product engineering. 
　In a research programme supported by the EPSRC and four industrial organizations, i.e. Borax 
Europe, Hosokawa Micron BV, Pfizer Global Research and Development, and Procter and Gamble, 
we have addressed the following topics:
•　 Development of methodologies for quantifying the structure of granules in terms of internal 

voidage and composition distributions, strength, shape, size and density.
•　 Identification of the parameters that af fect the structure of granules by using fundamental 

theories of microscopic contact mechanics of particles using DEM, macroscopic granular flow 
dynamics and kinetics of wetting.

•　 Experimental work across several length scales (1 L, 5 L, 50 L and 250 L) to aid the analysis of 
the process.

　In this paper, an overview of findings and their implications for granulation practice is presented.

Keywords:  granulation, high-shear granulator, scale-up, strength, Cyclomix, DEM modelling, PEPT

1. Introduction

　Granulation is a key unit operation in many indus-
trial sectors for manufacturing a wide range of inter-
mediates and final products such as food, fertilizers, 
metalliferous ores, nuclear fuels, ceramics, carbon 
black, catalysts, pesticides, plastics, cement kiln feeds 
and detergents. The objective of the granulation pro-
cess is essentially to improve material properties and 
behaviour such as flow, handling, dustiness, strength, 
appearance, structure and composition, rate of dis-
solution and resistance to segregation1-4). Granula-

tors used in industry can be widely divided into two 
categories: low-shear mixer granulators (e.g. rotating 
drums and pans), and high-shear mixer granulators. 
High-shear mixer granulators are typically found in 
the pharmaceutical and detergent industries, and are 
capable of reducing the processing time and produc-
ing granules with high strength and density.
　One of the most important challenges of granula-
tion technology is process scale-up5-8). The ultimate 
goal in scale-up is to keep product properties con-
stant. The scaling-up of granulation processes is often 
difficult, costly and problematic due to the complex 
dynamics of the process. Little effort has been made 
in the past to systematically study the scale-up of 
high-shear granulation processes and its effect on 
product characteristics and functionality. Most of the 
reports in the literature have focused on the mecha-
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nisms of granulation at a single scale of operation and 
under specific operating conditions with the particle 
size distribution as the product attribute of interest 9-14). 
Other product properties such as the strength and 
structure of the granules have not so far been widely 
addressed in the scale-up.
　The literature survey shows that two scaling rules 
have been most frequently used, i.e. constant tip 
speed15, 16) and constant Froude number17), but more 
recently Tardos et al.18-20) proposed a new rule based 
on constant shear stress. They considered the con-
ditions for granule growth due to coalescence and 
granule breakage under shear deformation and relat-
ed them to a critical level of prevailing shear stress, 
which was quantified by experimental work. They 
validated the proposed scaling rule with three scales 
of Fukae horizontal high-shear mixer granulator with 
capacities of 2, 7.5 and 25L20). 
　The scaling rules have been mostly evaluated 
by comparing the granule size distribution. This is 
obviously incomplete, as granules of the same size 
can have very different structures hence different 
mechanical and physical properties. Although the 
characterisation of granule strength and structure 
has been reported by various authors21-25), there is 
no work on the effect of scale-up on the strength and 
structure. The objective of this work is to investigate 
the effects of impeller speed at different scales of a 
high-shear granulator by following the three scale-up 

rules of constant tip speed, constant shear stress and 
constant Froude number on the mechanical strength 
of granules. 
　An overview of the current progress on the effect 
of scales of granulators on the properties of granules 
is presented here. The research work consists of 
experiments and modelling across the length scales 
as shown in the project flow chart in Fig. 1.  In the 
experimental part, the granules are produced in four 
different high-shear mixer granulators (1, 5, 50, and 
250 L Cyclomix, manufactured by Hosokawa Micron 
B.V.), and their properties are analysed as a function 
of scales in terms of strength and structure.  The 
granule strength is determined by single granule 
compression and crushing between two platens 
known as the side crushing test.  The macroscopic 
flow field of the granulators as a function of scale 
is also investigated using the Positron Emission 
Particle Tracking (PEPT) facility of the University 
of Birmingham26-28) and high-speed video recording 
and image analysis to measure particle motion at the 
single particle level. In order to provide a mean to 
interpret the experimental observations, modelling 
work across the length scale is carried out at macro-
scopic and microscopic levels. The dynamics of the 
granulation process at the vessel scale (macroscopic 
level) is simulated by the Distinct Element Method 
(DEM) and also by computational fluid dynamics 
continuum (CFD) to analyse the velocity and stress 

Fig. 1 Flow chart of the project.
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field of the granulator at various scales.  These meth-
ods were complemented by high-speed motion analy-
sis of particles at the boundaries, and are particularly 
helpful where PEPT measurements cannot be used 
due to the scale of the granulator.  DEM simulation 
is also conducted for the breakage of single granules 
at microscopic level in a shearing bed in order to 
analyse the microscopic interactions of the granule 
behaviour. The results obtained by the PEPT tech-
nique and macroscopic modelling are evaluated with 
DEM to investigate the effect of the velocity field of 
different scales of high-shear mixer granulators on 
the structure of the evolved granule.  The interaction 
map of the project is shown in Fig. 1.

2. Methodologies

2.1 Experimental set-up
2.1.1 Materials, equipment and method
　Calcium carbonate powder (Durcal 65 supplied by 
Omya UK, Ltd.) was used as primary particles. The 
particle size of Durcal 65 on the volume basis was 
d10= 7μm and d90=225μm. The geometric mean size 
of the powder was 60μm29). A 65-wt% aqueous solu-
tion of polyethylene glycol (PEG 4000) was used as 
the binding agent. The liquid/solid ratio was 10 wt% 
and the density of primary particles was 2750 kg/m3. 
The density of the PEG solution was 1165 kg/m3 at 
27 ℃ 30). 
　A type of high-shear mixer granulator, known as 
Cyclomix and manufactured by Hosokawa Micron 
B.V., was used for granulation. A schematic diagram 
of the granulator and its impellers is shown in Fig. 2. 
The granulator has an impeller consisting of a central 
shaft with four sets of blades and a pair of knives on 
the top. The impeller is enclosed in a bowl-shape in 
the frustum of a cone. The granulator has a blade 

(knife) at the top of the bowl to cut/break the loose 
large granules formed in the granulator. The experi-
ments were conducted in four granulator sizes with 
nominal capacities of 1, 5, 50 and 250 litres. The liq-
uid binder was added from the top to a bed of moving 
powder. The sample fill level was 60% of the granula-
tor volume. Three scale-up rules were evaluated as 
summarised by Equation (1). 

　 (1)

where N is the impeller revolution speed, D is the 
blade diameter, subscripts x and y represent different 
scales of granulators and n is a constant depending 
on the rule: (i) for constant tip speed, n = 1.0; (ii) 
for constant shear stress, n = 0.8; (iii) for constant 
Froude number, n = 0.5. The scale-up of the granula-
tion time is based on the assumption that the granu-
lation rate is proportional to the wall surface area 
of the granulator and inversely proportional to the 
volume of sample. During the granulation process, 
the wet mass is generally pushed to the periphery of 
the granulation bowl due to centrifugal effects when 
the Froude number exceeds a critical value. Granule 
growth and consolidation are postulated to take place 
at the high-impact and high-shear zones between the 
tips of the blades and the vicinity of the wall region of 
the granulator. Thus, the granulation rate increases 
(or processing time decreases) with increasing wall 
surface area. In contrast, the larger the quantity of 
material available for granulation, the longer the 
granulation processing time will be needed. There-
fore, it is assumed that the granulation rate is in-
versely proportional to the volume of the sample. The 
recommended granulation time for different scales is 
given by Equation (2)
　 tx
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The 50 L granulator is taken as the reference scale in 
this work. The impeller speed for the 1, 5 and 250 L 
granulators are established according to Equations 
(1) and (2) based on the conditions of the 50 L and 
are summarised in Table 1. As can be seen in Table 
1, the granulation time increases as a function of 
scale. The impeller tip speed was calculated from the 
impeller rotation speed (N) in RPM and the impel-
ler diameter (D). The Froude number, Fr=N2D/g, 
where g is the gravitational acceleration, is also given 
in Table 1 for each condition.
　After the granulation process, the product was 
dried in an oven at 30℃ and then sieved to the size 
range of 125－1000μm. The granules in the desired 
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Fig. 2 Schematic diagram of Cyclomix granulator.
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size range of 500-600μm were then subjected to 
physical and mechanical properties analyses. More 
details of granulation methods have been reported 
previously29, 31).

2.1.2 Strength measurement
　The granule strength was characterised by the 
quasi-static side crushing test method32). Granules of 
the desired product size range of 500-600μm were 
selected randomly. They were compressed individu-
ally between two rigid plates using an Instron 5566 
mechanical testing machine. In order to obtain sta-
tistically reliable results, at least 100 granules were 
tested per sample. Details of strength measurement 
have already been reported33).

2.1.3   Positron emission particle tracking (PEPT)
　The positron emission particle tracking (PEPT) fa-
cility of the University of Birmingham (Birmingham, 
UK) was used to track particle motion. The principles 
of the PEPT technique and its capabilities can be 
found elsewhere26-28). In brief, the PEPT technique 
makes use of a single radioactive tracer that carries 
positrons. Positrons annihilate with local electrons, 
resulting in the emission of back-to-back 511 keV 
γ-rays. Detection of the pairs ofγ-rays enables the 
tracer location to be found as a function of time by 
triangulation.  
　In this very initial attempt to study the scale-up of 
high-shear mixer granulators, the solids motion in 
two scales of 1 and 5 L were investigated and com-
pared by using the positron emission particle track-
ing (PEPT) technique. The granular materials used 
were calcium carbonate (Durcal 65). While keeping 
all other operating conditions identical, the operating 
shaft speeds were set to follow the constant tip speed 
criterion, which corresponded to the top impeller 
tip speed of 4.1 ms-1 for both machines. In a typical 
experiment, calcium carbonate particles were loaded 
into the vessel of the mixer granulator, which was 
then started and run for a couple of minutes to en-
sure that the steady-state was reached before starting 
the data acquisition process. Resin beads of 60μm 

diameter and 1050 kg/m3 density were used as trac-
ers, which were activated by an ion exchange method 
with radioactive water produced in a cyclotron26-28). 
The data acquisition was performed for 12 minutes 
for each run, which gave at least 20000 data points in 
the form of spatial locations in the Cartesian coordi-
nate as a function of time.

2.1.4  Analysis of particle motion and granule 
breakage by distinct element method (DEM)

　The distinct element method (DEM) models 
the interaction between constituent particles as a 
dynamic process, and the time evolution of the par-
ticles is advanced using an explicit finite difference 
scheme. The interactions between the constituent 
particles are based on theories of contact mechanics. 
More details on the methodology of DEM are given 
by Cundall34).  For analysis of the macroscopic flow 
field of granulators, the PFC3D computer code devel-
oped by Itasca was used as it is capable of generating 
complicated geometries, i.e. vessel with knife and 
impellers.  Particle motion in the granulator has been 
analysed to determine the granular dynamics, and in 
particular to identify the velocity gradient and stress 
field responsible for granule breakage in various 
scales.  For granule simulation at a microscopic level, 
the TRUBAL code originally developed by Cundall 
and Strack35) and further modified by Thornton and 
co-workers36) was used. This code cannot easily han-
dle complicated geometries, however, it used more 
realistic contact models for particle-particle interac-
tions36), which is more suitable for the microscopic 
modelling of granule behaviour within a shearing 
bed.  The granule deformation and breakage under 
microscopic interactions within a shearing bed was 
analysed in order to quantify the effect of the velocity 
gradient on the breakage and deformation. 

3. Results and Discussion

3.1 Single particle crushing
　The mean crushing strength of granules produced 
in the different scales of Cyclomix granulators under 

Table 1  Operating condition of different scales of Cyclomix

Cyclomix 250 L 50 L 5 L 1 L

Scale-up index (n) 1.0 0.8 0.5 Reference 1.0 0.8 0.5 1.0 0.8 0.5

Impeller tip speed (m/s) 4.13 4.60 5.39 4.13 4.13 3.52 2.76 4.13 3.17 2.12

Impeller speed (RPM) 90 100 118 155 346 295 232 584 448 300

Froude number 0.222 0.274 0.347 0.347 0.774 0.562 0.347 1.305 0.768 0.347

Granulation time(s) 884 517 240 140
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the operating conditions specified in Table 1 was 
reproduced by Rahmanian et al.33) in Fig. 3. The er-
ror bars show one standard deviation. For the scales 
smaller than the reference scale, i.e. 1 and 5 L scales, 
granules with the highest mean crushing strength 
are those prepared at the constant tip speed, i.e. 4.13 
m/s. The constant shear stress rule produces weaker 
granules than the constant tip speed rule. The Froude 
number rule produces the weakest granules in 1 and 
5 L scales, but the opposite for the 250 L scale.  For a 
given tip speed, the average crushing strength does 
not change much with the scale of the granulator. 
This is also the case, albeit to a lesser extent, for the 
constant shear stress rule.  In contrast, the crushing 
strength clearly depends on the scale of manufacture 
for the constant Froude number case. For the given 
Froude number, i.e. Fr=0.347, the mean crushing 
strength of granules made in the 1 L scale is higher 
than that in the 5 L scale but less than those in the 50 
and 250 L scales. It seems that the Froude number 
is not a suitable criterion for scaling-up high-shear 
granulators. This was also concluded by Hooijmajers 
et al.37), who recently used a different methodology 
for scale-up and a different granulator, namely a Gral 
high-shear granulator using lactose as the primary 
powder and HPC solution as the liquid binder.
　The trend of the variation of strength for different 
scales using the constant Froude number is surpris-
ing, as it is intuitively expected that the 5 L scale 
should produce stronger granules as compared to the 
1 L scale. This point was investigated by identifying 
the velocity field in the Cyclomix 38-39). It was found 
that under a constant Froude number, the velocity 
gradient in the 1 L is higher than the 5 L scale. This 
produces higher shear stresses and hence stronger 
granules. At constant shear stress conditions, the 
mean crushing strength gradually increases as the 
Cyclomix is scaled-up.
　For all the samples tested, granules with the 
weakest and strongest crushing strengths are those 
produced by following the constant Froude number 
rule in the 5 and 250 L scale, respectively, as demon-
strated in Fig. 3. The coefficient of variations, i.e. the 
ratio of the standard deviation to the mean crushing 
strength, has the lowest (0.21) and highest (0.54) 
values for granules made at constant tip speed and 
Froude number, respectively. This indicates that the 
constant Froude number criterion (n=0.5) produces 
a wider strength distribution of the granules as com-
pared to the other two scale-up rules. The strength 
distribution and associated statistical analysis for 
these granules have already been reported33). It is 

shown that the Weibul statistical function is the best 
fit to the strength distribution of the granules pro-
duced under the constant tip speed rule.

3.2 Positron Emission Particle Tracking (PEPT)
　The flow fields obtained by PEPT for both scales 
are shown in Fig. 4. The velocity fields obtained for 
the two scales are different. There are two clockwise 
swirl flows bounded at the top impeller in Cyclomix 
5L, while there is one clockwise and one anti-clock-
wise swirl flow in Cyclomix 1L. Unlike the stagnant 
bed in Cyclomix 1L, the lower swirl in Cyclomix 5L 
involves the entire bed below the top impeller. The 
results imply that the scale of the toroidal flow struc-
ture is restricted by the limited space in the Cyclomix 
1L. The overall velocity distributions in axial, radial 
and tangential directions are shown in Fig. 5. The 
difference in velocities can be seen clearly from Fig. 
5(a), which shows that Cyclomix 5L has a higher av-
erage magnitude in tangential direction. This is due 
to the larger area of highly agitated region around 
the top impeller (Fig. 4(b)). The maximum tangen-
tial velocities of both machine scales are close to each 
other (Fig. 5(b)) as a result of constant tip speed. 
　The axial, radial and tangential velocities are 
compared quantitatively at elevations of geometrical 
similarity (Fig. 6). The results are compared at 70 
and 105 mm, which corresponds to the height of the 
third impeller in Cyclomix 1L and 5L, respectively. 
Generally, the radial and tangential velocities are 
greater while the axial velocity magnitude is less for 
Cyclomix 1L as compared to that of Cyclomix 5L. The 
trends of axial and tangential velocity are broadly 
similar. The correlation coefficients between the ve-
locity distributions of different scales in Figs. 7(a-c) 
are 0.893, 0.6152 and -0.796, respectively. The results 
indicate that a similar flow field can be obtained at 
different machine scales by using the constant tip 
speed criterion while keeping other conditions identi-
cal.
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　In both scales, the granular material forms a 
thick layer attached to the vessel wall (Fig. 7). The 
normalised tracer occurrence for Cyclomix 1L and 
Cyclomix 5L is similar, indicating that both machine 
scales have similar dispersion characteristics with 
constant tip speed criterion.
　In addition to the flow structure, the vertical circu-

lation period and number of circulation are used to 
compare the vertical mixing power between the two 
scales. The upper boundary of Cyclomix 5L is about 
10 mm above the top impellers, and the lower bound-
ary is at the level of the second impellers. The selec-
tion of the boundaries of the Cyclomix 1L follows the 
geometrical similarity where the upper boundary is 

Fig. 4  Vector plots of the axial and radial velocities overlaid with the colour plot of the tangential 
velocity for (a) Cyclomix 1L and (b) Cyclomix 5L [Durcal 65; equal tip speed 4.1 ms-1].

Fig. 5  (a) Average and (b) dimensionless maximum velocities in axial, radial and tangential directions for Cyclomix 
1L and 5L normalised w.r.t. the tip speed [Durcal 65; equal tip speed 4.1 ms-1].
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chosen to be 10 mm above the top impellers (Y120) 
and the lower boundary to be the level of the second 
impellers (Y43). There is no obvious difference be-
tween the Cyclomix 1L and 5L in the vertical circula-
tion period and number of cycles (Fig. 8), although 
the number of cycles in Cyclomix 1L is slightly small-
er than that of Cyclomix 5L. The results imply that, 
in so far as the mixing is concerned, geometrically 
similar mixer granulators can be scaled by applying 
the constant tip speed criterion. This is attributed to 

the finding that the constant tip speed criterion gives 
comparable vertical mixing, both in period and num-
ber of cycles.

3.3 DEM modelling
3.3.1 Macroscopic flow field of granulator
　For simulation of the macroscopic flow field of the 
granulator, the vessel and the impeller were geomet-
rically generated using the PFC3D DEM code (Fig. 
9).  Particles with the properties given in Table 2 
were generated randomly within the vessel. Gravity 
was then introduced to settle the assembly.  The cur-
rent computer power is unable to simulate the actual 
number of particles inside the granulator in reason-
able computing time. Smaller numbers of particles, 
but of greater size, were therefore used for the simu-
lation work. The approach here is to take the largest 
number of particles which can be simulated in a rea-
sonable time and attribute to them a density (smaller 
than true density) such that the mass of the assembly 
is equal to the mass of fine powder (Table 3).  More 
details on the method can be found in Hassanpour et 
al.39).
　After generating a stable assembly of particles in 
terms of contact and coordination number, the impel-
ler was rotated at various rotational speeds according 
to the conditions of scale-up (n = 0.5, 0.8 and 1 as 
defined in Table 1.  A snapshot of the velocity field 
of particles during agitation (7.47 Hz) is shown for 
1 L granulator in Fig. 10 as an example.  The veloc-
ity field obtained from DEM analysis is qualitatively 
compared with PEPT measurements (Fig. 7a).
　The shear stresses within the granulator in various 
regions were calculated for various granulator sizes 
and all scale-up rules. The results were compared to 
identify how the shear stress changes as a function of 
granulator size and scale-up rule. As an example, the 
results of variation of shear stress for 1 L granulators 
are shown in Fig. 11.  In this figure, it can be seen 
that at the beginning of agitation, the highest shear 
stresses are in bottom part of the vessel (region 4).  
This is due to the stationary mass of powder sitting 
above region 4 which creates a high pressure. The 
stress in region 4 decreases rapidly as the bed of 
powder becomes dynamic.  After a certain period of 
time (around 0.2 s) the shear stresses within all re-
gions have peaks, corresponding to the times when 
the impellers pass through the stress calculation 
area. From Fig. 11, it can be seen that the highest 
level of shear stress exists in region 2, where the top 
impeller is placed.
　The qualitative agreement between PEPT and 
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Fig. 6  Quantitative comparison of the (a) axial, (b) radial, (c) tangential 
velocities between Cyclomix 1L and 5L [Durcal 65; equal tip speed 
4.1 ms-1].
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Fig. 8.  Period of vertical circulations between upper boundary at Y=120 
mm, Y=180 mm and the lower boundary at Y=43 mm, Y=60 mm 
for Cyclomix 1L and 5L, respectively [Durcal 65; equal tip speed 
4.1 ms-1].

Table 2  The properties of particles and walls used in the simulation of 
the macroscopic flow field of a 1 L granulator

Material properties Particles Wall

Young’s modulus (GPa) 35 215

Poisson’s ratio 0.20 0.30

Density (kg m-3) 1550 7800

Coefficient of friction  0.35 0.15

Table 3   Number and size of particles used in the simulations of different 
granulator scales

Granulator No of Particles Size Density

50 L 50,000 9.0-10.0 mm 1550
5 L 50,000 4.3-4.5 mm 1550
1 L 50,000 2.4-2.6 mm 1550

Fig. 7 Normalised tracer occurrence: (a) Cyclomix 1L and (b) Cyclomix 5L [Durcal 65; equal tip speed 4.1 ms-1].

Fig. 9  Geometry of the Cyclomix granulator generated using DEM, after 
Hassanpour et al., 39).
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DEM indicates that DEM analysis provides useful 
information on the macroscopic flow and shear stress 
field of the granulator.  This approach can be used 
for analyses where PEPT measurement cannot be 
carried out due to the large scale of the granulator 
(larger than 5 L).

3.3.2 Microscopic interactions
　In order to simulate the behaviour of granules at 
microscopic level during shearing, a small segment of 

the granulator is simulated. A granule of about 1 mm 
in diameter is embedded in a cubic assembly of pri-
mary particles (Fig. 12). The granule was made up 
of 500 primary particles with the properties given in 
Table 4.  The assembly was then subjected to shear 
deformation by superimposing a velocity profile on 
the particles as shown schematically in Fig. 12. The 
results of the velocity gradient obtained from PEPT 
analysis (Fig. 4) are used as boundary conditions 
for superimposing a velocity profile on the particles 

(a) PEPT    (b)  DEM
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Fig. 10  A snapshot of DEM simulation of the velocity field within the 1 L granulator and comparison with PEPT analysis, 
after Hassanpour et al.,39).
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(Fig. 12). During shearing, the normal pressure was 
kept constant by allowing movement of the horizontal 

platen on the bed. The evolution of shear stress and 
behaviour of the granule is then monitored.  More 
details on the method of creation of the granule and 
the assembly can be found in Hassanpour et al., 25, 39).
　In this simulation, the shear stress on the granule 
is calculated from the principal stresses on the gran-
ule. As an example, the results for the two velocity 
fields corresponding to 1 and 5 L granulator scales 
(scaled-up according to n=0.8) are shown in Fig. 13.  
It can be seen that for the case where the conditions 
of 1 L are used, the shear stresses are larger than 

Fig. 12  The granule within an assembly of primary particles and the velocity profile superimposed on the surrounding 
particles for shearing of assembly.

v=a1x+b1

x

v

Fig. 14.  The granule within an assembly after shearing according to the conditions of the granulator, after Hassanpour et al., 39).
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Table 4  The properties of particles and walls used in the simulation of 
microscopic interaction

Material properties Particles Wall

Diameter (μm) 90-120 -
Young’s modulus (GPa) 35 215
Poisson’s ratio 0.20 0.30
Density (kg m-3) 2700 7800
Coefficient of friction 0.35 0.15
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those of 5 L.  This means that the larger velocity gra-
dient would create larger shear stress on the granule.
　The granule behaviour for both cases of shearing 
conditions is shown in Fig. 14. It can be seen that 
the granules have two different shapes after shearing. 
The elongation factor expressed as the ratio between 
the maximum (L in Fig. 14) to the minimum dimen-
sions of the granule (W in Fig. 14) and the packing 
fraction have been calculated for both granules and 
the results are shown in Table 4.  It can be seen that 
for the case where the conditions of the 1 L granula-
tor are used, the granule is more elongated and has a 
smaller packing fraction. According to the models of 
Rumpf 40) and Kendall 41), granules sheared with the 
conditions of 1 L would have a lower strength. This 
agrees well with the experimental results obtained in 
Fig. 2, where granules produced in 1 L have a lower 
strength if the granulator is scaled up using the con-
dition of constant shear stress (n=0.8).  

4. Conclusions

　The granulation process operated in several scales 
of Cyclomix high-shear granulators is influenced 
by different scale-up rules. Three different scale-up 
rules of constant tip speed, constant shear stress and 
constant Froude number have been evaluated. The 
effect of scale of operation on the granules' strength 
distribution, characterised by side crushing tests, 
was investigated.
　The constant tip speed rule produces agglomerates 
of comparable strength. The difference in agglomer-
ate strength distribution produced in different scales 
becomes progressively larger for the constant shear 
stress and constant Froude number rules, respec-
tively. Hence, it can be concluded that the constant 
Froude number rule is unsuitable for the scale-up of 
high-shear granulators in so far as the interest is on 
keeping the crushing strength constant. However, 
when the conditions of constant shear stress are used 
to scale up the granulator, the granules produced 
in 1 L are weaker than those of 5 L. This behaviour 
has been examined by detailed work to characterise 
the velocity field and stress fields of granules in the 
granulator by DEM and PEPT to provide a better 
insight into the flow and stress profiles as a function 
of equipment scale.  PEPT analysis shows that the 
macroscopic flow fields of 1 L and 5 L granulators 
are different, which could affect the final strength of 
the granules.  PEPT results were used in DEM for 
modelling the microscopic interactions of granules 
within a shearing bed. The simulation results confirm 

that the flow conditions of the 1 L granulator make 
the granule more elongated and with a lower packing 
fraction, indicating that the granule in 1 L is weaker, 
a trend corroborated by experimental data.
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Abstract

　The development of an aerosol mass spectrometer for the analysis of biological aerosols is described. 
The working principles of the aerosol mass spectrometer are particle sizing, particle selection and 
particle analysis by matrix-assisted laser desorption/ionization mass spectrometry (MALDI). The 
instrument has the capability of selecting only those aerosol particles that emit fluorescence when 
excited with 266 nm laser light, which differentiates the biological particles from virtually all other 
particles likely to be present in an aerosol.  
　The implementation of a new ion source and delayed extraction has resulted in the capability of 
obtaining high-quality mass spectra of single bioaerosol particles. Isotopic resolution was obtained 
for a low-mass peptide. The sensitivity limit of the instrument was determined to be 1 zeptomole. 
The suitability of the aerosol mass spectrometer for the analysis of bacterial aerosol particles is 
demonstrated with an aerosol containing vegetative cells of the bacterium Escherichia coli when 
prepared off-line. The mass spectrum obtained has good resolution and covers a mass range up to 15 
kDalton.
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Introduction

　The on-line chemical characterization of atmos-
pheric (bio)aerosol particles has been investigated 
by researchers for many years1,2)

 and has resulted in 
several (commercial) instruments. In 1988, Marijnis-
sen et al.3) proposed an instrument for on-line aerosol 
analysis in which size determination, laser-induced 
fragmentation and time-of-flight mass spectroscopy 
were combined. The novelty in the proposed appara-
tus of Marijnissen et al.3) was the combination of par-
ticle sizing and laser fragmentation for time-of-flight 
mass spectrometry.
　Throughout the following years a substantial 
amount of research was carried out to optimize the 
performance of this aerosol mass spectrometer. For 
instance, Kievit4,5) investigated the particle introduc-

tion into the instrument and designed and character-
ized the aerosol beam generator. The aerosol beam 
generator is the interface which transports the aero-
sol particles from atmospheric pressure to the work-
ing pressure (10-6 mbar) of the mass spectrometer. 
Weiss6,7) implemented the aerodynamic sizing princi-
ple for the instrument. The aerodynamic sizing prin-
ciple was adapted from Prather et al.8) who were the 
first to implement such a sizing system in an aerosol 
mass spectrometer. Weiss6,7) replaced the flash-lamp 
pumped Nd:YAG laser by an Excimer laser. Excimer 
lasers can be triggered much faster due to the short-
er delay time between trigger and radiation output, 
and are therefore better suited for the application. In 
addition, with an Excimer laser, multiple wavelengths 
can be applied. Weiss7) also implemented a new trig-
gering circuit based on the design of Nordmeyer 
and Prather9)

, who were the first to implement such a 
triggering circuitry in an aerosol mass spectrometer. 
Software to acquire and process the data of the in-
strument was also developed by Weiss7).
　Stowers et al.10) and Van Wuijckhuijse11) implement-
ed MALDI mass spectrometry, a technique that al-

Single Particle Mass Spectrometry－Bioaerosol Analysis 
by MALDI MS†

ⓒ 2008 Hosokawa Powder Technology Foundation
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lows the ionization of high-molecular-mass molecules 
and which is widely used for the analysis of complex 
compounds, including the analysis of bacteria12-14).
　A fraction of the atmospheric aerosol particles are 
biological aerosol particles. A biological aerosol par-
ticle is defined as: an airborne solid particle (dead or 
alive) that is or was derived from living organisms, 
including microorganisms and fragments of all var-
ieties of living things15). The microorganisms under 
consideration are viruses, bacteria, fungi, protozoa or 
algae. To reserve the instrument only for the analysis 
of the biological fraction of the total aerosol, Stowers 
et al.16) implemented the collection of fluorescence 
emitted by biological particles, which was inspired by 
the work reported by, e.g. Pinnick et al.17,18), Hairston 
et al.19) and Pan et al.20) The amino acid tryptophan 
present in bacteria particles emits strong fluores-
cence when irradiated with 266 nm laser light. The 
emission of fluorescence is used as a selection crite-
rion in the aerosol mass spectrometer.
　All the above-mentioned developments have led 
to an efficient instrument which is able to generate 
(single particle) mass spectra of reasonable quality 
in terms of mass range and mass resolution of pro-
teinaceous aerosol particles.21) The performance indi-
cates the suitability of the instrument for the analysis 
of bacterial aerosol particles.
　Instruments capable of the on-line measurement 
and classification of airborne bacterial aerosol par-
ticles could be used for monitoring the atmospheric 
bioaerosol concentrations or in the defense against 
bioterrorism, but could also be used in hospitals or in 
hygienic production processes.
　A few research groups are working on mass spec-
trometric instruments for the on-line analysis of bac-
terial aerosol particles. At the Lawrence Livermore 
National Laboratory, an on-line bioaerosol mass spec-
trometer (BAMS) is being developed. The applied 
mass spectrometric technique is LDI (Laser Desorp-
tion/Ionization) time-of-flight mass spectrometry. 
This technique requires no reagents, and mass spec-
tral signatures of individual spores are reported.22,23) 
Fergenson et al.24) were able to discriminate indi-
vidual spore particles of either Bacillus thuringiensis 
and Bacillus atrophaeus, based on the presence or 
absence of only one peak.
　A more powerful approach for on-line bioaerosol 
analysis is aerosol MALDI mass spectrometry, as 
employed by Murray and coworkers.25,26) Jackson et 
al.25) reported the on-line MALDI TOF MS analysis of 
proteinaceous material, whereby the particles were 
coated in-flight with the matrix nitrobenzyl alcohol. 

Good results were obtained from an aerosol contain-
ing Escherichia coli with a semi on-line method. In 
this method, the bacteria particles were impacted 
on a MALDI target plate, which was precoated with 
matrix. This MALDI target plate was subsequently 
analyzed in a standard MALDI mass spectrometer.26)  
　Researchers at Oak Ridge National Laboratory use 
an ion trap mass spectrometer and have reported 
the on-line detection of proteins and peptides, apply-
ing the matrix by evaporation and condensation onto 
the aerosol particles.27, 28) So far, no on-line analysis 
of bacteria containing aerosol particles has been re-
ported by the researchers from Oak Ridge National 
Laboratory. 
　On-line analysis of bacteria containing aerosols 
by aerosol MALDI has only been reported from the 
aerosol mass spectrometer in Delft.10,11, 21) Stowers et 
al.10) reported the on-line aerosol MALDI MS analysis 
of Bacillus atrophaeus spores and found a reproduc-
ible peak at a mass of 1224 Dalton, which was at-
tributed to a part of peptidoglycan. The work done 
by Van Wuijckhuijse11,21) included the on-line aerosol 
MALDI analysis of spores of Bacillus atrophaeus and 
of vegetative cells of Escherichia coli. The obtained 
mass spectra covered a mass range up to 10 kDa. 
However, the S/R-ratio of the spectra was low and the 
spectra were hard to reproduce.
　This paper describes the working principle of the 
aerosol mass spectrometer and further improve-
ments of the aerosol mass spectrometer to improve 
the performance of the instrument in the analysis of 
bacteria-containing aerosol particles. The improve-
ments include the implementation of a new ion-
source and delayed extraction. The effect of the im-
provements on the performance of the aerosol mass 
spectrometer is discussed. The paper concludes 
with a description of analyses performed on off-line-
prepared aerosol particles containing the bacterium 
Escherichia coli, to prove the suitability of the aerosol 
mass spectrometer for bacterial analysis.

Experimental

The aerosol mass spectrometer
　In Fig. 1, a schematic diagram of the aerosol mass 
spectrometer is given and is described as follows. 
Aerosol is sucked into the instrument at a flow rate of 
0.6 l/min through four differentially pumped cham-
bers by a network of vacuum pumps. The pressure 
in the first section can be regulated and holds aero-
dynamic lenses which, together with the subsequent 
nozzle and two skimmers, act to generate a focused 
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particle beam. The width of the beam was measured 
by Van Wuijckhuijse11) at the location of the ioniza-
tion laser focus (approximately 50 mm below the 
second skimmer) to be around 100 µm. The pressure 
in the ionization chamber is maintained at approxi-
mately 10-6 mbar. The aerodynamic size of individual 
particles is obtained by measuring the transit time 
between two continuous laser beams, realized by 
splitting a randomly polarized, continuous-wave (cw) 
laser beam (532 nm) (MBD-266 laser Coherent Inc., 
Santa Clara, USA) into two beams with a beam dis-
placement prism. The resulting 532-nm laser beams, 
focused to 75-µm spots, are 2.8 mm apart in a direc-
tion perpendicular to the particle trajectory. 
　In and at the exit of the nozzle-skimmer system, 
the particles are accelerated as a function of their 
aerodynamic diameter up to velocities as high as 
250 m/s. A photomultiplier tube (PMT, Thorn EMI, 
Middlesex, UK; Type 9202B), located 45º relative to 
forward scattering, records elastic scattering from 
particles intersecting the detection laser beams. The 
transit time is a measure for the aerodynamic size of 
the particle. The aerodynamic particle sizing is cali-
brated with monodisperse aerosol particles of poly-
styrene latex (Duke Scientific Corp, Palo Alto, CA, 
USA) in the size range of 0.24 to 5 µm.  The density 
difference between natural aerosol particles and latex 
particles can be corrected by using eq. 1:

　
 

(eq. 1)

In which da is the aerodynamic diameter, dp the par-
ticle diameter, ρp the particle density and ρ0 the stan-
dard particle density of 1 g/ml. The density of latex 
particles is 1.05 g/ml.
　The alignment of the detection laser beams can be 
monitored using a digital camera (Canon Powershot 
A95) mounted at 90º relative to forward scattering.
　Preselection of the biological fraction out of the 
total aerosol is accomplished by collecting the fluo-
rescence emitted from the biological particles. A 
part of the 532-nm cw-beam of the MBD-266 laser is 
deflected and goes into an external doubler, where 
a 266-nm laser beam is generated. The 266-nm cw 
laser beam intercepts the particle beam at the same 
spot as the top 532-nm laser beam. The emitted fluo-
rescence is recorded on a gated UV-sensitive pho-
tomultiplier tube (Electron Tubes Ltd., Ruislip, UK; 
Model 9235QB) at 135º relative to forward scattering. 
A wave pass filter allowing light between 290 and 
500 nm is placed in front of the photomultiplier tube. 
The collection time of the fluorescence by the PMT 

equals the residence time of the particles in the UV 
laser beam, which is approximately 1 µs11,16,21).
　The time between the PMT output pulses is also 
used to trigger the Excimer ionization laser (ATL La-
sertechnics, Friedrichstal, Germany; Model EC50), 
which is focused at 0.5 mm below the second detec-
tion beam. 
　The 308-nm Excimer laser, with a nearly flat top-
beam profile and pulse width of 3 ns, establishes de-
sorption and ionization of the particles. The UV laser 
spot area is approximately 300×500 µm and the laser 
fluence is adjusted for MALDI analysis, typically to 
values of approximately 1.5 J/cm2. As a result of the 
particle-size-dependent triggering and proper align-
ment, over 95% of all particles intersecting both cw 
beams are intercepted by the ionization laser beam 
to generate ions. This particle detection efficiency 
of the instrument was measured by comparing the 
particle concentration outside the instrument (us-
ing a particle counter) with the number of particles 
detected by the aerosol mass spectrometer during a 
certain time period at a fixed suction flow rate. The 
overall efficiency of the instrument is 1-5% for aerosol 
particles within the size range of 0.5 to 2 µm. 
　Positive ions produced in the ionization process 
are accelerated in a two-stage ion source toward a 
microchannel plate (MCP) detector that records the 
mass-dependent arrival time of the ions; this is called 
time-of-flight mass spectrometry. The two-stage ion 
source consists of a repeller plate, an extractor plate 
and a ground plate. The ions are formed in between 
the repeller and extractor plate and are accelerated 
due to the presence of an electric field. Further accel-
eration of the ions is caused due to the electric field 
between the extractor and ground plate. The length 
of the flight tube is 1.5 m.  The voltages of the repel-
ler, extractor, ion lens (to focus the ions), the deflec-
tor plates (to steer the ion beam) and detector are ad-
justed to obtain maximum response on the detector. 
In the ion source, the ions formed are accelerated to 
the same final kinetic energy due to the presence of 
the electric field: 

　
 (eq. 2)

where m is the mass of the ions (kg), v the velocity 
of the ions (m/s), e the elementary charge (1.6 10-19 
C) and V the acceleration voltage. In the drift region 
(the flight tube), no electric field is present and the 
ions formed cross the drift region with a velocity pro-
portional to the square root of the mass of the ions:

　 (eq. 3)
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The flight time (t) of the ions through the drift region 
of length L is then:

　 (eq. 4)

Thus, singly charged ions of high molecular mass 
will have a lower velocity (eq. 3) and a longer flight 
time (eq. 4) than singly charged low-mass ions.
　The resolution of time-of-flight mass spectrometers 
is a result of three factors: the initial kinetic energy 
distribution, the spatial and the temporal distribution 
of the ions29). Each of these factors is discussed in the 
following.
　Initial kinetic energy distribution is a result of the 
initial velocity of the ions. Ions with an initial veloc-
ity component along the time-of-flight axis will arrive 
earlier at the detector than same-mass ions with no 
initial velocity. Generally, the initial kinetic energy 
distribution is minimized by operating the source at 
high acceleration voltages. The relative difference 
between the smallest and the largest initial velocities 
decreases with respect to the final velocity due to 
the acceleration. The ion source in the aerosol mass 
spectrometer has been optimized to allow the use of 
high acceleration voltages, typically 35 kV.
　Spatial ion distributions are due to different posi-
tions of ion formation within the source, resulting in 
different travel distances in the source region and 
thus in ions with a kinetic energy distribution. Ions 
formed at the detector side in the source will enter 
the drift region sooner, but have a low velocity and 
will reach the detector later than ions formed higher 
up in the source region (further away from the de-
tector). At a certain distance in the drift region the 
two above-mentioned ions catch up with each other. 
This distance is called the space-focus plane and is 
independent of the ion mass. Ideally, the detector 
should be located at the space-focus plane. A way to 
minimize the effect of spatial distribution is the use of 
a dual extraction source. The aerosol mass spectro-
meter is equipped with such a dual extraction source. 
A dual extraction source consists of two extraction 
regions, of which the second extraction field is much 
higher than the first extraction field, where the ions 
are formed.
　The temporal distribution includes the difference 
in time of ion formation and the device-dependent 
spread in ion detection due to the length of the flight 
tube for instance. Ions with the same mass, formed 
with a time difference δt, will enter the drift region 
with a time difference of δt and arrive at the detector 
with the same time difference δt. This time differ-
ence causes a lower resolution (R), which is deter-

mined by:

　R=
t

2∆t
� (eq.�5)

and for ions formed at time δt:

　� (eq.�5a)

with ∆t at full width at half maximum (FWHM) of the 
peak. The FWHM (i.e. ∆ t) is the width of a peak at 
the intensity, which is half of the maximum intensity 
of that peak.
　Increasing the length of the flight tube, thus in-
creasing the flight time, will increase the resolution.  
Another way to minimize the temporal ion distribu-
tion is to change the way the ions are extracted. In 
the aerosol mass spectrometer ‘delayed extraction’ 
is implemented. In delayed ion extraction, the voltag-
es of the repeller and extractor plate are set to 35 kV. 
After a delay of typically 450 ns after ionization, the 
voltage potential on the first extractor plate is pulsed 
down to voltages of 30-25 kV to accelerate the ions. 
During the delay time there is a field-free region in 
the ion source and the formed ions distribute them-
selves according to their initial kinetic energy, as a 
result of the ion formation.
　When the extraction field is applied, i.e. when the 
voltage of the first extractor plate is pulsed down, 
ions with high initial kinetic energy will arrive at the 
detector at the same time as the same-mass ions with 
low initial kinetic energy. When the initial kinetic en-
ergy of two ions is in opposite direction, the ion drift-
ing away from the detector will receive more energy 
when the extraction field is applied than the ion drift-
ing toward the detector. This results in a high resolu-
tion.  
　A 500-MHz digital oscilloscope (LeCroy, Chestnut 
Ridge, NY, USA; Model 9354CL) is used to sample 
the signals from the PMT and the detector and to 
send the spectrum output to a personal computer via 
a GPIB interface; the data are then further processed 
by a data system developed in-house. The instrument 
thus provides the aerodynamic size, fluorescence 
characteristics and a mass spectrum for all particles. 
Particles in the size range 0.2 to 10 micrometers can 
be analyzed with this system, however, the triggering 
circuitry can be adjusted to select a range of aerody-
namic particle sizes or can be set to detect suitably 
sized particles with a fluorescence emission in the 
specified wavelength range. 

Sample preparation
　All chemicals, unless noted otherwise, were ob-
tained from Sigma-Aldrich Chemie BV, Zwijndrecht, 

t =


m
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m
2eV

L

R =
t +δ t

2∆(t +δ t)
R =

t +δ t
2∆(t +δ t)



KONA Powder and Particle Journal No.26 (2008) 209

The Netherlands, and were used without further pu-
rification.
　Protein particles were generated from solutions 
of analyte compounds pre-mixed with matrix using 
a Collison 6-jet nebulizer (BGI, Inc, Waltham, MA, 
USA). The flow rate through the nebulizer was set 
at 5 l/min, with approximately 0.6 l/min pulled into 
the instrument; the carrier gas was filtered air. The 
aerosol was dried in a dif fusion drier packed with 
silica gel. Ten milligrams of the protein insulin or the 
neuropeptide substance P were dissolved in 5 ml of 
deionized water and the matrix materials 2,5-dihy-
droxy benzoic acid (DHB) or PMC, a proprietary-
made compound kindly provided by TNO Defence, 
Security and Safety, Rijswijk, The Netherlands, were 
dissolved in 3.3 ml of acetonitrile. Subsequently 1.7 
ml of deionized water was added to the matrix solu-
tions to dissolve the matrix compound. Just before 
aerosolization, the analyte and matrix solution were 
mixed so that the final solution had an analyte con-
centration of 1 mg/ml in deionized water/acetonitrile 
(2:1). The matrix/analyte molar ratio used was in the 
range of 400:1. Trifluoroacetic acid (TFA) was added 
to the insulin solution at 0.1 volume percent, to dis-
solve the insulin.
　Also, vegetative cells of the bacterium Escherichia 
coli K12 XL1 blue (cultured and harvested at TNO 
Defence, Security and Safety, Rijswijk, the Nether-
lands) were analyzed. Prior to nebulization, the bac-
terial samples containing 109 cfu/ml (determined by 
optical density at 260 nm), were washed three times 
by centrifuging the solution at 4000 rpm for 5 min-

utes; each time the supernatant was removed and the 
bacteria pellets were then re-suspended in deionized 
water to approximately 109 cfu/ml. The solution was 
mixed with the same volume of a 20-mg/ml sinapinic 
acid matrix solution (SA) containing 0.1 % of TFA in a 
Petri dish. This mixture was vacuum-dried overnight 
and the resulting solids were ground.  The produced 
powder was nebulized with a DeVilbiss powder blow-
er (Model 175).

Results and Discussion

Improved resolution
　An example of the increased mass resolution due 
to the implementation of delayed extraction is given 
in Fig. 2. The experiments were performed with 
aerosol particles consisting of insulin and the matrix 
PMC. First, continuous ion extraction was applied. 
In continuous extraction there is a continuous field 
between the repeller (35 kV) and extractor plate 
(typically 28 kV). This experiment was immediately 
followed by an experiment in which the ion extrac-
tion was delayed. Thus, the experimental conditions 
were the same, except for the different ion extraction 
methods. 
　The resolution is calculated according to eq. 5 for 
the main protonated insulin peak, at 5734 Dalton. 
As can be seen, the resolution of 900, obtained with 
delayed extraction (Fig. 2b), is higher than the reso-
lution with continuous extraction, which is 350 (Fig. 
2a). 
　The insets in Fig. 2 show the appearance of the 

Fig. 1   Schematic diagram of the aerosol mass spectrometer and a cross-section of the particle sizing and detection re-
gion. 



KONA Powder and Particle Journal No.26 (2008)210

main protonated insulin peak at 5734 Dalton. The 
resolution in continuous extraction mode is too low 
to separate the sodium adduct. In single-particle 
spectra obtained in continuous extraction mode (data 
not shown), the sodium adduct can be distinguished. 
The inset in delayed extraction mode shows a peak 
attributed to the sodium adduct next to the main pro-
tonated peak.  
　The higher resolution in delayed extraction mode 
is due to the smaller difference in the flight times of 
the insulin ions. Note that the intensity of the peak is 
lower in the delayed extraction mode. The cause of 
this decrease in intensity is not clear. The implemen-
tation of delayed extraction has improved the perfor-
mance of the mass spectrometer. A good resolution 
is required to make the instrument suitable for the 
analysis of high-mass molecules.

Isotopic resolution
　Another way to examine the effect of the increased 
mass resolution due to the implementation of delayed 
extraction and the new high-voltage ion source is to 
investigate the presence of isotopes. For this pur-
pose, an aerosol was produced from a solution con-

taining the neuropeptide substance P (1347 Dalton) 
and the matrix PMC. In Fig. 3, a mass spectrum of 
a single particle (Fig. 3a) and a mass spectrum of 
a summation of 50 particles (Fig. 3b) is given. The 
inset in Fig. 3a shows the appearance of the main 
protonated peak, in which dif ferent peaks, with a 
mass difference of 1 Dalton, can easily be discrimi-
nated. The peaks are attributed to the isotopes, since 
the pattern corresponds to the isotope distribution 
observed in nature from this protein. The isotope dis-
tribution was obtained from http://prospector.ucsf.
edu/prospector\newline/4.27.1/cgi-bin/msForm.
cgi?form=msisotope. 
　The mass spectrum in Fig. 3b is a summation of 
the mass spectra of 50 single aerosol particles. Again, 
the inset shows the resolution of the main protonated 
peak. The different isotopes, as obtained for a single 
aerosol par ticle, are not clearly separated. Note 
that the single-particle resolution and the summed 
resolution are different. The resolution for a single 
particle is optimized by a high acceleration voltage 
and by delayed extraction, but due to the width of the 
particle beam, the place of ionization is not the same 
for each particle (spatial distribution), resulting in a 

Fig. 2   MALDI mass spectra (summation of 1000 insulin particles premixed with the matrix PMC) obtained with a) continu-
ous extraction and b) delayed extraction. The insets show the main protonated peak.

Fig. 3   MALDI mass spectra of aerosol particles consisting of the protein substance P premixed with the matrix PMC; a) 
single-particle spectrum and b) summation of 50 aerosol particles. The insets show the protonated peak.
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lower summed resolution. The spread in ionization 
locations could be decreased by reducing the particle 
beam width or by decreasing the diameter of the 
detection laser beams. However, this will result in a 
lower efficiency of the instrument.
　The detection of isotopes in single-particle mass 
spectra indicates the applicability of the aerosol mass 
spectrometer for the analysis of bacteria-containing 
particles, since the resolution is so good that the indi-
vidual components of more complex mixtures can be 
distinguished.

Sensitivity limit of the aerosol mass spectrometer
　Identification of bacteria based on their MALDI 
spectra requires a very sensitive instrument. Ma-
digan et al.30） estimated the protein content of veg-
etative bacterial cells. The total number of protein 
molecules per cell is estimated to be 2.4 million and 
the number of different proteins is estimated to be 
around 1900. Therefore, the average amount of mol-
ecules per protein per cell will be in the order of 103. 
Based on the above-mentioned numbers, a sensitivity 
requirement of 1 zeptomole (10-21 mole) can be de-
rived.
　The sensitivity of the aerosol MALDI mass spectro-
meter is determined with an aerosol produced from a 
solution containing the protein insulin (5733 Dalton) 
and the matrix 2,5-dihydroxy benzoic acid (DHB). 
The molar ratio of matrix to analyte in the solution 
was gradually increased from 500:1 to 50,000:1, by se-
rial dilution. The solutions were aerosolized and the 
resulting aerosol particles are assumed to have the 
same matrix-to-analyte ratio as the original solution, 

assuming a homogeneously mixed solution. Up to a 
matrix-to-analyte ratio of 50,000:1, peaks caused by 
insulin ions were appearing in the mass spectra.
　For this matrix-to-analyte ratio, the size range of 
the detected particles was changed from the whole 
detection range to the size range with an average 
aerodynamic diameter of 0.26 µm. In Fig. 4, an aver-
age spectrum of 30 0.26-µm insulin-containing par-
ticles at a matrix-to-analyte ratio of 50,000:1 is given. 
　Russel et al.31） determined the sensitivity limit of 
their BAMS system (bioaerosol mass spectrometer) 
and used eq. 6 to calculate the number of analyte 
molecules per particle, assuming spherical, homoge-
neously mixed particles:

 
 (eq. 6)
in which:

　r =
da

2
√ρ  (eq. 7)

and in which Nanalyte  is the number of analyte mol-
ecules per particle, r the particle radius (cm), ρ the 
particle density (assumed to be the density of the 
matrix, which is 1.44 g/ml for DHB), MWmatrix  the 
molecular weight of  the matrix (which is 154 g/mole 
for DHB), NA Avogadro’s number and da  the aero-
dynamic diameter. Note that eq. 7 is not correct. The 
aerodynamic particle size is defined as the diameter 
of a spherical particle with a density of 1 g/ml that 
has the same settling velocity as the particle. Formal-
ly therefore, the ratio of the densities should be used 
(see also eq. 1)32):

Nanalyte =
4
3
πr3


ρ

MWmatrix


molesanalyte

molesmatrix


NANanalyte =

4
3
πr3


ρ

MWmatrix


molesanalyte

molesmatrix


NA

Fig.4   Average MALDI mass spectrum of 0.26-µm aerosol particles of the protein insulin premixed with the matrix 2,5-
dihydroxy benzoic acid in a matrix-to-analyte ratio of 50,000:1.
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　r =
da

2


ρ
ρ0

 (eq. 8)

in which ρ0 is the standard particle density of 1 g/
ml. Since the ratio of the densities has the same value 
as the density of the matrix only, the calculated val-
ues of Russell et al.31) are correct.
　Russell et al.31) report a sensitivity limit of 14 zepto-
mole for their instrument. The obtained sensitivity of 
14 zeptomole equals approximately 8400 molecules. 
If their BAMS system were to be applied for the anal-
ysis of bacteria particles, only a few ubiquitous types 
of proteins would be detected, covering a very small 
fraction of the protein content of a cell.
　The sensitivity limit of the aerosol mass spectrom-
eter is calculated by applying eq. 6 and 8 for these ex-
periments and gives a number of 600 molecules per 
particle, corresponding to 1 zeptomole. Although this 
value is lower than the sensitivity criterion defined 
above, it should be noted that this value is based on 
single-component aerosol particles. In a bacterium, 
many more types of molecules (biomarkers) are 
present, and it is highly likely that only a very few 
molecules of each biomarker will be detected by 
means of aerosol MALDI mass spectrometry. 

Bacterial analysis by aerosol MALDI mass spec-
trometry
　The implementation of a new ion source and de-
layed extraction were inspired by the idea to optimize 
the aerosol mass spectrometer for the analysis of 
bacteria-containing aerosol particles. To investigate 
the suitability of the aerosol mass spectrometer for 
bacterial analysis, aerosol particles containing the 
bacterium Escherichia coli K12 XL1 blue and the 
matrix sinapinic acid were produced and analyzed. 
For comparison, the same culture of Escherichia was 
analyzed with a standard MALDI mass spectrometer 
(Biflex III, Bruker Daltonics, Bremen, Germany, lo-
cated at TNO Defence, Security and Safety, Rijswijk, 
The Netherlands). The matrix material used was 
also sinapinic acid in water/acetonitrile 7:3 (v/v) 
0.1% TFA. The sample was prepared according to the 
so-called dried droplet method. The obtained mass 
spectra are given in Fig. 5.   Generally, the standard 
mass spectrum (Fig. 5a) is rather similar to the 
aerosol mass spectrum (Fig. 5b), with the remark 
that the resolution for the aerosol mass spectrum is 
better compared to the resolution obtained from the 
standard spectrum. However, more peaks at a mass-
to-charge ratio higher than 17 kDalton are observed 

Fig.5   Mass spectra of Escherichia coli K12 XL1 blue with the matrix sinapinic acid; a) summed aerosol mass spectrum of 2000 
aerosol particles (prepared off-line) and b) mass spectrum obtained with a standard MALDI mass spectrometer.
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in the standard MALDI mass spectrum. Note that for 
standard MALDI analysis, resolutions are reported in 
the range of 10,000-25,000.
　It can be concluded from this experiment with 
Escherichia coli that the mass spectrum from com-
plex aerosol particles analyzed using the aerosol 
mass spectrometer covers a wide mass range and has 
good resolution. The highest mass peak appears at 
a mass-to-charge ratio of approximately 15 kDalton. 
This mass falls within the mass range (4-20 kDalton) 
proposed by Fenselau and Demirev13) to contain the 
so-called biomarkers, which could be used for the 
classification of bacteria. However, since the highest 
mass detected by the aerosol mass spectrometer is 
lower than the proposed upper limit of 20 kDa, there 
is a chance that biomarkers are not detected by the 
aerosol mass spectrometer, making classification 
more difficult. Specially designed software to identify 
the peaks as well as matching the peaks with existing 
protein databases could be used for the classification 
of the samples analyzed by aerosol MALDI mass 
spectrometry. It can also be concluded from this ex-
periment that the performance of the aerosol mass 
spectrometer for bioaerosol particles up to a mass 
of 15 kDalton is as good as the performance of the 
standard MALDI mass spectrometer which is used in 
this experiment, despite the differences in hardware 
of both systems.

Conclusions

　The aerosol mass spectrometer as initially pro-
posed by Marijnissen et al.3） has been further devel-
oped and optimized to make the instrument suitable 
for the analysis of bacteria-containing aerosol par-
ticles. The implementation of a new ion source and 
delayed extraction has resulted in the capability of 
obtaining high-quality mass spectra of single bioaero-
sol particles. Isotopic resolution was obtained for a 
low-mass peptide on a single-particle level. The sensi-
tivity limit of the instrument was determined to be 1 
zeptomole for an aerosol of insulin.
　The capability of the aerosol mass spectrometer 
for bacterial analysis has been demonstrated with an 
off-line-prepared aerosol containing the bacterium 
Escherichia coli. The obtained mass spectrum has 
good resolution and a mass range up to 15 kDalton 
is covered. However, more research is required to 
improve the sensitivity of the aerosol mass spectrom-
eter to obtain good (on-line) single-particle mass 
spectra to allow discrimination on a single-particle 
level. 
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Nomenclature
da aerodynamic diameter m
dp particle diameter m
e elementary charge 1.6 10-19 C
L length m
NA  Avogadro’s number 6.02 1023

Nanalyte number of analyte molecules -

m mass kg 
MWmatrix molecular weight of the matrix g/mole
t flight time s
r  particle radius m
R resolution  -
v  velocity  m/s 
V  acceleration voltage  V 
ρ particle density   kg/m3(g/ml)
ρ0  standard particle density  1000 kg/m3 (1 g/ml)
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1. Introduction

　The drying of bulk materials plays an important 
role in a lot of industrial processes. Most of the pro-
cesses of manufacturing mineral powders use a ther-
mal dehydration of the initial suspension followed by 
a mechanical milling step. 
　The spray drying process can also be used, but it is 
a high-cost drying technology especially if the initial 
suspensions have a low solid content. Spray drying 
involves the evaporation of moisture from an atom-
ised feed by mixing the spray and the drying medium 
– typically air. The drying proceeds until the desired 

moisture content is reached in the sprayed particles 
and the product is then separated from the air. Low 
viscosity is essential to the ease of pumping and to a 
homogeneous spray of the suspension (Tsetsekou et 
al., 2001). 
　Sometimes, mechanical filtration can be a partial al-
ternative to the thermal dehydration process in order 
to obtain a concentrated suspension. This step can be 
followed by spray drying if the filtration cake can be 
pulverized. Unfortunately, it is not always possible be-
cause of the high viscosity of suspensions. New dry-
ing processes for these types of highly concentrated 
suspensions have to be developed to enable a lower 
production cost of the dried powder.
　Moreover it is well known that in order to decrease 
the viscosity of concentrated suspensions and in or-
der to improve their stability, it is necessary to avoid 
the agglomeration of particles and to enhance their 
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deflocculation. For this purpose, dispersants can be 
used as deflocculation agents. Several studies have 
shown the effect of dispersants on the rheological 
properties of slurries (Tari and Ferreira, 1998, Kugge 
and Daicic, 2004). Polyelectrolyte dispersants such 
as the salts of polyacrylic acid can be used to prepare 
concentrated suspensions of mineral powder (Garcia, 
2001, Tobori and Amari, 2003) and can improve the 
rheological properties of concentrated calcite suspen-
sions.
　Recent work carried out in the chemical engineer-
ing department of the Compiègne University of Tech-
nology led to development of a new filtration process 
of mineral suspensions (Husson et al., 2002). This 
process uses dispersing agents in order to obtain a 
highly concentrated and easily fluidifying final cake 
(Mouroko-Mitoulou, 2002). With this process, the 
mechanical dehydration can lead to pulverizable con-
centrated suspensions which can be dried by thermal 
dehydration, e.g. atomization. Hence, this process is 
important from an energetic point of view.
　Furthermore, fluidized beds are well known for 
their high heat transfer capacity. Conventional fluid-
ized bed dryers are not efficient enough to dry con-
centrated slurries. Recent works have developed new 
techniques for slurry spray drying which ultimately 
enables low drying temperatures for temperature-
sensitive products.
　These emerging processes are based on the coat-
ing followed by the attrition of a suspension sprayed 
onto fluidized inert particles. The drying mechanism 
of this process relies on several concomitant steps 
as showed in Fig. 1. First, the sprayed suspension 
sticks to the heated particle surface. This deposited 
coating then dehydrates and peels off from the in-
ert bodies because of the interparticle friction. The 
crushing of the coated layer occurs due to intensive 

interparticle collisions induced by the fluidized bed 
flow, allowing removal of the dried product by elu-
triation. The dried powder is then conveyed by the 
fluidizing air to a cyclone or a filter for collection 
(Grbavcic et al., 2004).
　Various geometries and configurations for these 
types of processes have been developed and pat-
ented, for example by Zedlets and Bogdanov (1977), 
Lukach et al. (1978), Dobronogov et al. (1981), 
Shmaryan (1981), Chevikov (1981), Dvortsin et al. 
(1982), Kozachek and Shikunov (2003).
　Several researchers have shown that the turbulent 
mixing induced by the flow of inert particles enables 
slurries to be dried in fluidized bed dryers contain-
ing iner t par ticles such as sand (Mousa, 1979), 
glass spheres (Grbavcic et al., 1998) or Teflon cubes 
(Benali and Amazouz, 2006).  These inert particles 
– used as heat conveyors – strongly increase the sur-
face area available for heat and mass transfers. 
　More recently, Marques et al. (2006) studied the 
influence of the surface energy – of the inert particles 
– on the drying effectiveness. This study revealed 
that highly hydrophilic particles lead to a dif ficult 
recovery of the dried powder because the coating 
phenomenon becomes predominant compared to 
the peeling/drying mechanism. However, highly 
hydrophobic materials can prevent adequate coating 
of the liquid to be dried on the inert particles and 
consequently reduce heat transfers due to a smaller 
surface available for the transfers. The choice of ma-
terials also seems to depend on the surface tension of 
the liquid to be dried.
　However, there is a lack of information in the litera-
ture regarding the understanding of these phenom-
ena on a small scale to better understand the pro-
cesses of drying in a fluidized bed of inert particles.

Fig. 1 Drying mechanism on fluidized inert particles.

Fluidization of the 
inert particles
Spraying of the 
suspension

Adhesion of the 
suspension and coating 
of the inert particles

Dehydration of the 
coated layer

Peeling of the coated 
layer by attrition
Entrainment of the 
dried powder
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2. Experimental

2.1 Materials
　Suspensions were manufactured by introducing 
dried powder into an aqueous solution of dispersant.
　Calcium carbonate, supplied by Verbiese (France), 
was chosen as the raw material for its high commer-
cial interest. The median diameter of CaCO3 particles 
was 3 µm with a density of 2.74 g/cm3. The size and 
morphology of the CaCO3 used can be seen on the 
SEM photographs in Fig. 2. Previous researchers 
(Dusanter et al., 2007) showed that the optimized 
solid content of the suspension – leading to the best 
agreement between a high CaCO3 content and suf-
ficient sprayability on the apparatus – was 60% of 
CaCO3 w/w. Dispersing agents were four aqueous 
solutions of polyacrylate salts. They differ by the type 
of their counter-ion (sodium or ammonium) and the 
medium molecular weight of polymers (approximate-
ly 2500 and 5000 g/mol). Characteristics of these dis-
persants are summarized in Table 1. The dispersant 
concentration was fixed as a percentage of the mass 
of active polymer per mass of dry calcium carbonate 
powder for all suspensions. 

2.2 Suspension drying
　Conventional spray drying tests were carried out 
using a BÜCHI mini spray dryer B-190 (Fig. 3). This 

dryer works in co-current flow, i.e. the sprayed prod-
uct and preheated drying air stream flow in the same 
direction. The suspension is sprayed by means of a 
two-fluid nozzle. The particles are then separated by 
a cyclone. The finest particles are collected in a filter 
bag. For the experiments, the air inlet temperature 
was kept constant at 175℃. 
　The process of spray drying fluidized inert par-
ticles relies on the atomization of the highly concen-
trated suspension in a fluidized bed of inert particles. 
The experimental apparatus is shown in Fig. 4. It 
consists of a cylindrical column in which inert par-
ticles (glass spheres 630-800 µm) are fluidized. An 
electric heater located upstream of the fluidization 
column supplies the air at the desired temperature by 
the use of a PID regulator. The spraying system is a 
two-fluid nozzle located in the middle of the fluidized 
bed. The suspension is supplied by means of a piston 
pump and sprayed downwards within the fluidized 
bed of heated particles. In order to provide a vigor-
ous fluidization, the excess air velocity (U-Umf) was 
fixed at 0.11 m.s-1. This velocity ensured an appropri-
ate fluidization of inert particles (Umf= 0.33m.s-1) and 
the elutriation of dried peeled particles. At the col-
umn outlet, the air passes through a box containing a 
filter cartridge where the particles are collected.
　The inlet air temperature was fixed at 80℃ in the 
wind box. As soon as the temperature in the fluidized 
bed became stable (71.5 ± 0.2℃), the suspension 
was sprayed within the fluidized bed (feeding flow: 
5 ml/min). It could thus be observed that the glass 
spheres gradually became less opalescent (coating). 
This step is quickly followed by the appearance of 
white dust ascending to the top of the column due 
to abrasion of the coated layer. Due to the large sur-
face area of the glass spheres and the fineness of 
the deposited coating layer by spraying, the drying 
occurred in a very short time. During the feeding 
and after a stabilization period, the bed temperature 
remained stable at 52 ± 3℃.

2.3 Analysis apparatus
　Several methods were used to characterize initial 
suspensions and powders obtained by standard spray 
drying or the spray drying of fluidized inert particles.
　A rotation coaxial rheometer VT 550 (HAAKE) was 
used to study the viscosity, η, of initial suspensions, 
by measuring the strain at different shear rates ( γ = 
0 to 500 s-1, 500 s-1, and 500 to 0 s-1). The temperature 
was fixed at 20℃.
　An environmental scanning electron microscope 
(Philips XL30 ESEM-FEG) was used to observe the 

Table 1 Dispersing agent properties

Identification Counter-ion Medium molecular 
weight of polymers

Content of active
ingredient

PNH4_5000 Ammonium 5188 g/mol 42.2

PNa_5000 Sodium 5733 g/mol 43.6

PNH4_2500 Ammonium 2545 g/mol 38.8

PNa_2500 Sodium 2551 g/mol 43.3

Fig. 2 SEM photograph of CaCO3 as-received.
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shape and size of the CaCO3 particles.
　A Blaine permeameter was used to estimate the 
fineness and the specific area of dried powder. The 
basic principle of this test consists in measurement 
of the time necessary for a given amount of the air to 
flow through a packed bed of powder of a known vol-
ume. The Blaine specific surface B (cm2/g) is thus 
calculated using the following equation:

　

where  K stands for the Blaine apparatus constant, 
 e is the porosity of the packed bed, 
 t is the time taken by the fixed quantity of air
　　　　 to flow through the powder bed, 
 ρ is the powder density, and 
 η is the viscosity of air at the temperature

　　　　 of experiment.

2.4  Device for determination of the drying ki-
netics

　In this section, the study of the drying kinetics of 
thin layers of calcium carbonate suspensions by con-
vection on microscope glass plates is described. The 
experiments were carried out in a drying pipe where 
microscope glass plates coated with suspensions are 
positioned in parallel to the drying air flow (Fig. 5). 
The device is inspired by previous works of Camisard 
(1997). The drying kinetics were studied by applying 
a film of suspension onto microscope glass plates pre-
viously subjected or not to a hydrophobic treatment 
by silanisation. 
　Drying occurred by means of air coming from 
the system of compressed air. The air flow rate was 

B=
K
ρ
·
√

e3
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·

√
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Fig. 4 General view of the experimental drying apparatus: 
①air heater, ② wind box, ③ fluidization column, ④ fluidized inert particles, 

⑤ spray drying apparatus, ⑥ acquisition, ⑦ filter cartridge, ⑧ dried powder collector

Air
inlet

Air
inlet

Fig. 3 Laboratory spray dryer BÜCHI-190 and flow of the drying air.
(extract from BÜCHI documentation)



KONA Powder and Particle Journal No.26 (2008) 219

controlled using a mass flowmeter placed upstream 
of the heating zone. This air was pre-heated by a 
heating ring surrounding the drain in which the air 
circulates. The temperature of the drying air was 
controlled by a PID regulator based on a Pt100 probe 
placed downstream of the heating zone.
　The drying pipe was made of a polymethyl meth-
acrylate tube in which the sample to be dried was 
positioned on a sample carrier, itself positioned on a 
balance. The acquisition device recorded the temper-
ature and relative humidity evolution of the inlet and 
outlet air as well as the mass variation of the sample.
　The film of suspension was applied to the glass 
plate –heated to the temperature of the test before-
hand – using a coating bar “K Hand Coater” enabling 
the application of a 100-µm-thick film.

2.5  Device for estimation of the adhesion/attri-
tion mechanism

　Shear tests (block shear) were carried out, taking 
the ASTM C-273 standard as a starting point. The 
assembly must enable a relative displacement of two 
surfaces (i.e. microscope glass plates) of the sample, 
the joint (suspension film) being then solicited  par-
allel to the surfaces of joining (Bretton and Villout-
reix, 2005). Either one – for simulating the adhesion 
between a coated glass bead and an uncoated one – 
or both – for simulating the sticking together of two 
coated glass beads – microscope plates were coated 
with suspension (see Fig. 6) using the same coating 
bar as previously (2.4). The sample was then dried 
over a period of at least 14 hours at 60℃ and then 

conditioned at the temperature and relative humidity 
of the test room for at least half a day before testing. 
The shear test was performed using an Instron 4464 
compression machine with a 2 kN load cell (Fig. 7) 
chosen according to the range of the experimental 
measurements (from about 10 to 520 N). The com-
pression test enabled the shear modulus of suspen-
sion films to be calculated by the following equation:

　

with　　　S= l ·L ·


1− Suncoated
Stotal


    

where Suncoated stands for the uncoated part of the 
specimen – due to the introduction of air bubbles dur-
ing the sticking step, l and L are the specimen length 
and width, respectively.

G= σc
εc
= Fmax

S · E
dmax

G= σc
εc
= Fmax

S · E
dmax

 (a)  (b) 

Fig. 5 General view of the drying device (a) and measurement device (b)
① compressed air, ② flowmeter, ③ heating of the drying air, ④ drying pipe, ⑤ balance, ⑥ acquisition 

device, ⑦ sample carrier, ⑧ coated glass plate, ⑨ temperature probes, ⑩ humidity probes

Microscope glass plate Suspension film

Fig. 6 Study of the properties of adhesion: extrapolation on glass plates.
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3. Results and Discussion

3.1  Characterization of initial calcium carbonate 
suspensions

　It is important to control the rheological proper-
ties of suspensions so as to attain a high solid content 
with sufficient fluidity to be pulverized. Preliminary 
experiments (Dusanter et al., 2006) were carried out 
to assess the influence of shearing time on stress σ 
of dispersed CaCO3 suspensions containing 1% of dis-
persant (CaCO3 content varied from 30 to 70%). The 
shear thinning behaviour indicated a linear behaviour 
up to a critical rate and was associated to a Bingham 
behaviour fluid, showing that a minimum stress is 

necessary to break the residual agglomerates in the 
suspension (Vorobiev et al., 2004).
　By applying the Bingham model ( σ = σy+ηpγ̇ ) 
for each rheogram, it was then possible to study the 
effect of dispersant content on plastic viscosity for dif-
ferent counter-ions and different molecular weights 
of the dispersants used.
　Fig. 8 and Fig. 9 show that plastic viscosity 
evolves in various ways as a function of the disper-
sant content in the suspension: - a first decreasing 
part for which the viscosity depends on the concen-
tration of dispersant, highlighting the progressive 
deflocculation of calcium carbonate agglomerates, - 
a second zone - where the plastic viscosity remains 
stable - probably representative of the optimum 
concentration of dispersant, - a last part with a strong 
increase of the plastic viscosity of suspensions when 
the concentration of dispersant grows. This phenom-
enon probably corresponds to a destabilization of the 
suspension by reduction of the zone of interparticle 
depletion. Indeed the surplus molecules of dispersant 
which could not be adsorbed on the surface of the 
particles tend to become organized in the form of 
polymeric balls. These balls behave like additional 
particles and decrease the available space in the dis-
persing solution. Thus they reduce the effect of steric 
repulsion. If these forces become higher than the re-
pulsion forces between the particles, they can induce 
a destabilization of the suspension promoting an 
increase of the plastic viscosity. So when the polymer 
concentration is higher than necessary to recover the 
particles, an aggregation by depletion is observed. In 
our case, the minimum concentration of dispersant to 
recover the totality of the calcium carbonate particles 
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was about 1%.
　The type of concentration – sodium or ammonium 
– (Fig. 8) seems to have no influence on the plastic 
viscosity of suspensions. This point is confirmed in 
some work by Geffroy et al. (1997), showing that only 
the anionic part – i.e. the polyacrylic part – plays a 
role in the dispersion of calcium carbonate particles.
　Concerning the effect of the molecular weight of 
the polymer (Fig. 9), the viscosity of suspensions is 
slightly higher for the dispersant with the lower mo-
lecular weight. Geffroy et al. (2000) showed that for 
polymers with a low molecular weight, the fractions 
with a molar mass lower than 1500 g/mol are not ad-
sorbed. We can thus suggest that the quantity of dis-
persant adsorbed is less important for the dispersant 
PNa_2500, which explains why the corresponding 
suspensions have a higher viscosity, since the ag-
glomerates are less dispersed.

3.2 Powders obtained by suspension drying
　In this work, we investigate the drying of the con-
centrated suspensions by two spray drying methods: 
the conventional one in a laboratory dryer and an 
emerging one which consists of spraying the suspen-
sion in a fluidized bed of glass spheres. 
　The parameters of drying for both processes are 
summarized in Table 2. One can first notice that the 
process of drying in a fluidized bed of inert particles 
makes it possible to significantly decrease the drying 
temperature.

• Morphology
　An example of a typical powder obtained by con-
ventional spray drying of a suspension – containing 

1% dispersant and 60% CaCO3 – is shown in Fig. 10 
(a). First of all, essentially all the granules are round-
ed. The structure of such a granule at high magni-
fication shows that each granule is composed of a 
particle agglomerate arrangement of the rhombohe-
drical calcium carbonate particles which constituted 
the initial raw material – used to prepare the suspen-
sion – presented in Fig. 2.
　An SEM image of the calcium carbonate powder 
obtained by spray drying on fluidized bed of inert 
particles is shown in Fig. 10 (b). The fragmented 
agglomerates observed on this figure are very dif-
ferent from the ones obtained by conventional spray 
drying. No spherical agglomerates were observed in 
the powder, which implies that the drying by coating 
is predominant with regard to the drying of CaCO3 
on fluidized inert particles.
　Moreover as one can see, the particle size of the 
powder particles is close to that of the initial raw ma-
terial (Fig. 2). This can be explained by the breaking 
of aggregates which were previously formed by the 
dried coating on the surface of glass beads. Indeed, 
fluidization of the glass spheres creates a lot of colli-
sions and thus leads to attrition of the aggregates. As 
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Table 2 Operational parameters of the drying processes 

Convent ionnal  spray 
drying (Büchi-190)

Drying in a fluidized bed 
of inert particles

Inlet temperature* 175℃ 80℃
Inside temperature 
before pulverization 100 to 110℃ 71.3 to 71.7℃

Drying temperature 90 to 95℃ 49 to 55℃
*minimum temperature required for the dr ying with the 
apparatus used.
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a consequence, this drying process could avoid an ul-
terior grinding. Although the fineness of the product 
can lead to a worse flowability, this process remains 
more interesting from an energetic point of view be-
cause of better heat transfer coefficients.

• Blaine surface area
　The morphological observation of powders is con-
firmed by a Blaine surface area of 12317 cm2/g for 
the product dried on inert particles which is close to 
the raw material value (13470 cm2/g), whereas the 
powder obtained by conventional spray drying has a 
specific surface of 5972 cm2/g. However, by decreas-
ing the concentration of dispersant in the suspension 
pulverized by the laboratory spray dryer (i.e. 0.1% in-
stead of 1% w/w) or by lowering its solid content (i.e. 
30% instead of 60% w/w), it is possible to increase the 
specific surface. Indeed, in these cases, the granules 
formed during drying are more friable so the specific 
surface of the powder obtained increases. Thus one 

can obtain a Blaine surface area which is close to 
10000 cm2/g – depending on the drying conditions 
– but this value still remains lower than the one ob-
tained by the drying process in the fluidized bed of 
glass spheres. Moreover the process would be more 
difficult to control or would require more energy to 
evaporate the solvent due to more diluted suspen-
sion.

3.3 Determination of the drying kinetics
　Parameters which are studied in the drying pipe 
are the temperature and flow rate of the drying air, 
the initial dispersant content of the film, and the wet-
tability of the support.
　Typical recorded curves of the tests (Fig. 11) 
present the variation of the mass sample (LOD, in g 
of loss on drying per g of solid) and the evolution of 
the inlet (Ti) and outlet (To) air temperature and rel-
ative humidity (RHi and RHo in Fig. 11) versus time. 
Trials were done with either 0 or 1% of dispersant 
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Fig. 11 Typical experimental curves obtained in the drying pipe (Qair=50 L/h, T=40℃)

(a)　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(b)

Fig. 10  Scanning electron micrographs of powders produced from a suspension containing 60% CaCO3 and 1% sodium polyacrylate 
with conventional spray drying (a) and with drying in a fluidized bed of glass spheres (b)
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related to the mass of calcium carbonate. The loss on 
drying in the suspension film results in a decrease of 
the drying air humidity after the sample. Taking into 
account the small quantities of evaporated water, the 
outlet temperature of the air does not vary.
　It appears (see Fig. 12) that the increase of the 
drying temperature slightly increases the kinetic rate 
of dehydration, but also especially reduces the quan-
tity of remaining water (which drops by 9% to 3% for 
an increase of 10℃).
　Concerning the influence of the hydrophobicity 
level of the plate (Fig. 13), it seems that the use of 
a hydrophobic support reduces the kinetic rate of 
water evaporation. However, the film application on 
this kind of plate is more difficult than the applica-
tion on untreated supports (hydrophilic) because of 
their poor wettability. In this case, the film thickness 
is thus less homogeneous and locally higher, which 

leads to a reduction in the thermal heat-transferring 
surface.
　In the same way, in the absence of dispersant and 
for hydrophobic supports (Fig. 14), the quantity of 
remaining water is higher than that remaining in the 
presence of dispersant. Indeed, in this case the sus-
pension has less affinity for the support than when it 
contains dispersant due to the light modification of 
the surface tension.

3.4  Estimation of the adhesion/attrition mecha-
nism

　The adhesion represents the tendency of the pow-
der particles to stick to each other or to the inert 
particles. The performance of the drying process 
in a fluidized bed of inert particles can then be esti-
mated by the propensity of dried coating to peel off 
from inert particles and by avoiding the formation of 
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agglomerates. This phenomenon depends on the at-
trition of the glass spheres related to the fluidization 
movement, but also to the adhesion forces between 
the dried coating and the inert support.
　The shearing tests show the same tendency for 
the specimens made by only one or two coated plates 
(Fig. 15). The shear modulus is maximum for high-
est concentrations of dispersant and for lowest hu-
midity. Indeed, dispersant addition tends to decrease 
the size of the calcium carbonate particles by defloc-
culation of the agglomerates. This makes it possible 
to increase the surface energy and thus the energy 
of adhesion. The influence of the dispersant content 
can also be related to the surface-active character of 
sodium polyacrylate. It improves the wettability of 
glass and thus the adhesion of the suspension on the 
support.
　In addition, when the humidity increases, the 
powder flow, i.e. the displacement of dried film, is in-
creasingly difficult because the increase in the water 
content of the powder involves the creation of inter-
particle liquid bridges (Teunou, 2003).
　To decrease the shear stress and to limit the ag-
glomeration and the sticking of glass particles in the 

process of drying in a fluidized bed of inert particles, 
it is necessary to increase the relative humidity. How-
ever, the process being continuous, a high humidity 
always remains in the fluidized layer.
　Moreover, to improve the peeling of the dried pow-
der and its recovery, it is necessary to optimize the 
quantity of dispersant: sufficiently high to make the 
suspension sprayable, but sufficiently low to reduce 
the affinity of the film for the coated surface.

4. Conclusions

　The present work involved the preparation and 
spray drying of highly concentrated suspensions of 
calcium carbonate. The effectiveness of polyacrylate 
salts on the reduction of the viscosity was confirmed 
for the suspensions of calcium carbonate.
　Drying of these concentrated suspensions by two 
spray drying methods showed that it is possible to 
form particles of different shape and size depending 
on the method used. It was also shown that the dry-
ing in a fluidized bed of glass spheres can be applied 
to concentrated slurries with a low viscosity. Con-
ventional spray drying of such suspensions leads to 

Fig. 14 Influence of the dispersant quantity on the drying kinetics.
(T=65℃, Qair=75 L/h, hydrophobic plates)
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granules, whereas drying on fluidized inert particles 
enables a fine powder close to the elementary par-
ticles to be obtained. 
　From the study of the drying kinetics, we were 
able to highlight the influential parameters on the ki-
netics of drying. It appeared that the use of a hydro-
phobic support could be beneficial provided that the 
suspension is finely sprayed at the surface of inert 
particles (i.e. by using a pneumatic nozzle).
　In addition, surface tension of the suspension and 
ambient humidity seem to be crucial parameters to 
optimize the powder recovery after drying the coated 
layer.
　These results extrapolated on the level of the coat-
ing of glass spheres make it possible to better under-
stand and optimize the process of drying in a fluid-
ized bed of inert particles.
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Nomenclature
B Blaine specific surface [cm2/g]
d displacement [m]
e porosity
E thickness [m]
F load [N]
G  shear modulus [Pa]
K Blaine apparatus constant
l specimen length [m]
L specimen width [m]
LOD Loss On Drying
Q flow rate [m3/h]
RH relative humidity [%]
S specimen surface [m2]
t time [s]
T temperature [℃]
U  air velocity [m ·s-1]

Greek letters
ε strain [--] or [%]
 γ  shear rate [s-1]
η viscosity [Pa ·s]
ρ density [cm3/g]
σ stress [Pa]

Subscripts
c shear
f fluidization
i inlet

m minimum
max  maximum value (corresponding to a com-

plete shear of the suspension film)
o outlet
p plastic
y yield
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1. Introduction
　If a gas is fed vertically upwards from below a par-
ticle bed, the floating force of the gas on the particle 
bed overcomes the gravitational force. At this time, 
the particle bed goes into the floating and fluidized 
state. Because of this, the particle bed has an appar-
ent specific gravity and apparent viscosity which are 
properties similar to a liquid1-4). This is called a gas-
solid fluidized bed. If an object is inserted inside 
this bed, an object having a smaller specific gravity 
than the apparent specific gravity of the fluidized 
bed floats, and an object with a higher specific grav-
ity sinks. Therefore, while being a dry method, it 
becomes possible to separate objects based on the 
dif ference in their specific gravities. Compared to 
the wet type specific gravity separation method of 

using a specific gravity adjusted liquid instead of a 
particle bed, in this dry type specific gravity separa-
tion method, it is possible to separate objects that are 
weak against wetting, and has superior features such 
as it is not necessary to have a waste liquid treatment 
process or a drying process after separation, etc. 
Because of this, this dry method is being used for 
the separation of various objects. Fraser et al.5) used 
this in the 1920’s for the first time as a coal cleaning 
technology. In the 1970’s Joy et al.6) used this as an 
ore processing technology for separating fluorspar, 
pallasite, and galena. In the 1980’s, Zaltzman et al 7-9) 
succeeded in separating agricultural products such 
as potatoes from mud or pebbles. The authors too 
have used this method so far and have succeeded in 
a) coal cleaning10,11), b) material separation in auto-
mobile shredder reside12-14), c) separation of plastics 
containing chlorine from home electrical appliance 
shredder reside15), and d) ore refining16,17). Particu-
larly in ore refining, it was shown that it is possible to 
separate silica stone and pyrophyllite with a specific 
gravity dif ference of a mere 0.25. However, even 
though this much utility has been confirmed, at pres-
ent, this dry method has not yet replaced the wet 
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Systems of Gas-Solid Fluidized Bed†

Mikio Yoshida, Jun Oshitani*, Keiko Ono, Miki Ishizashi and Kuniaki Gotoh
Department of Applied Chemistry, 
Graduate School of Natural Science and Technology, Okayama University1

Abstract

　Fluidized bed medium separation (FBMS) was applied to separate objects with a small specific 
gravity dif ference by precisely controlling the apparent specific gravity of gas-solid fluidized bed 
with binary particle systems. The binary systems of particles with various specific gravities and 
diameters were employed, and the apparent specific gravity of fluidized bed, gfb, and fluctuation, 
Δgfb, were measured by changing the volume mixing rati of heavier particle, Vhp, and the superficial 
air velocity, u0. It was found that gfb can be controlled by Vhp and u0 because gfb varies with the total 
mass of particles and bed expansion. On the other hand, since Δgfb is determined by the extent of 
segregation of fluidized particles and fluidization intensity,Δgfb decreases with reducing the extent of 
the segregation and the vertical fluctuation of fluidized bed surface. The experimental results showed 
that practical fluidized conditions for FBMS are in the wide range of gfb ≈ 0.5~3.8 and Δgfb ≤ about 
0.1. Under these fluidized conditions, plastics with a small difference in specific gravity (0.04~0.24) 
were almost completely separated at the top and bottom of the fluidized bed.
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method. This is considered to be due to the follow-
ing two reasons. The first reason is that, it takes an 
extremely long time to determine the fluidized bed 
conditions for obtaining an apparent specific grav-
ity suitable for separating an arbitrary object. This 
is because, in order to obtain the desired specific 
gravity, it is necessary to adjust by trial and error 
the fluidized bed conditions such as the type of fluid-
ized particles, the superficial air velocity from below 
the particle bed, etc. The second reason is that, in 
this dry method, in general, it is difficult to separate 
objects with relatively small dif ference in specific 
gravity. This is because, unlike in the wet method, in 
this dry method, there are flow of particles and flow 
of air bubbles within the gas-solid fluidized bed, and 
it is difficult to suppress fluctuations in the apparent 
specific gravity.
　In order to solve these problems, it should be pos-
sible to determine the fluidized bed conditions easily, 
and also, it is necessary that it should be possible to 
separate even objects with small difference in specific 
gravity under those fluidized bed conditions. When it 
is not possible to obtain the desired apparent specific 
gravity with a single component fluidized particle 
bed, it is considered to be possible to adjust the ap-
parent specific gravity by varying the ratio of mixing 
of two types of particles with different true specific 
gravities. However, in general, if particles with dif-
ferent specific gravities are mixed, a segregation 
phenomenon occurs in which the composition of the 
particle bed becomes spatially non-uniform. The seg-
regation phenomenon is known to be affected largely 
by not only the true specific gravities of the particles 
but also by the ratio of particle diameters. In view of 
this, in this research, we mixed various types of par-
ticles with true specific gravity in the range of 1.02 
to 7.50 and particle diameters in the range of 75 to 
710μm, and prepared a binary fluidized particle bed 
with different true specific gravity ratios and different 
particle diameter ratios. These were fluidized with a 
prescribed superficial air velocity. Spheres with the 
specific gravity adjusted to 0.30 to 1.40 were inserted 
into those beds, the floating and sinking behaviour of 
the spheres was observed, and an attempt was made 
to obtain the apparent specific gravity of the fluidized 
bed and the fluctuations in the apparent specific grav-
ity. Further, in order to evaluate the fluidization state 
at this time, the extent of segregation of particles and 
the bed height variations that become an indication 
of the strength of fluidization were measured. From 
these results, we investigated the effect of the state 
of fluidization on the apparent specific gravity and 

on the fluctuations in the apparent specific gravity. 
Based on these findings, we attempted the realization 
of a gas-solid fluidized bed that makes fluctuations 
in the apparent specific gravity small over a wide 
range of apparent specific gravities. Further, we tried 
to prepare an “apparent specific gravity map” sum-
marizing these results. It becomes easy to determine 
the fluidized bed conditions if this map is used. In 
addition, in order to investigate the appropriateness 
of the apparent specific gravity map, we conducted 
experiments of floating and sinking separation of five 
types of plastic spheres with extremely small gravity 
difference.

2.  Experiments

2.1   Fluidized particles and target objects of 
separation

　Polystyrene par ticles (P.S.), granulated sugar 
particles(G.S.), glass beads (G.B.), Unibeads (U.B.), 
and steel shots (S.S.) were used as the fluidized par-
ticles. The respective particle diameters, true specific 
gravities, bulk specific gravities, and particle shapes 
are shown in Table 1. Two components were select-
ed from these particles, mixed in different volume 
ratios, and attempts were made to adjust the apparent 
specific gravity.
　Five types of plastic spheres (with 1.91cm diam-
eters) of polypropylene (PP), polyethylene (PE), 
6-Nylon, polyoxymethylene (POM), and polyvinyl 
chloride (PVC) were used as the target objects of 

Table 1  Characteristics of fluidized particle employed

Particle Diameter 
Dp (μm)

True specific 
gravity gt (－ )

Bulk specific 
gravity gb (－ )

Particle 
shape

Polystyrene
(P.S.)

355 ~ 425
425 ~ 500
500 ~ 600
600 ~ 710

1.02 ~ 1.04 0.63 ~ 0.67 Sphere

Granulated 
Sugar(G.S.)

355 ~ 425
425 ~ 500 1.59 ~ 1.61 0.99 ~ 1.00 Nonsphere

Glass Beads
(G.B.)

90 ~ 106
106 ~ 125
125 ~ 150
150 ~ 180
180 ~ 212
212 ~ 250
250 ~ 300
300 ~ 355
355 ~ 425
425 ~ 500

2.48 ~ 2.52 1.50 ~ 1.65 Sphere

Uni Beads
(U.B.) 180 ~ 212 4.11 2.54 Sphere

Steel Shot
(S.S.) 75 ~ 90 7.50 4.00 Sphere
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separation. Their true specific gravities are shown in 
Table 2. The specific gravity difference among the 
different plastic spheres is very small, being in the 
range of 0.04 to 0.24. Because of this, it is expected 
that these are objects which are difficult to separate 
by their specific gravities.

2.2  Experimental apparatus
　Explanations of the experimental apparatus and 
the method of operation are omitted as they are 
similar to those given in other reports13,16). An acrylic 
cylindrical tube of internal diameter of 15cm, height 
40cm, and thickness 0.6cm was used as the body of 
the fluidized bed column. An air dispersion plate was 
placed at the bottom of the bed. The structure of this 
air dispersion plate is such that one sheet of cloth 
is clasped between two stainless steel plates having 
holes of diameter 0.2cm, pitch 0.3cm, and open ratio 
40.3%. The particles to be fluidized were put in the 
fluidized bed column so that the height is 10cm. Af-
ter that, the bed was fluidized by feeding air from a 
blower. The control of the superficial air velocity u0 
was done by a motor valve. The minimum fluidization 
velocity of each fluidized particle umf was obtained 
using the following procedure. Firstly, a particle bed 
with a setting of about u0=15 cm/s was completely 
fluidized. After that, the pressure drop ΔP of the 
particle bed was measured in the process of gradu-
ally reducing u0. The value of u0 at which ΔP starts 
decreasing from a fixed value in association with the 
reduction in u0 is taken as umf.

2.3   Measurement of apparent specific gravity 
of fluidized bed and its fluctuations

　In order to measure the apparent specific grav-
ity gfb of the fluidized bed and its fluctuation Δgfb, 
we prepared specific gravity adjusted spheres with 
specific gravities gsp in the range of 0.30 to 1.40 with 
specific gravity spacing of 0.01. The adjustment of gsp 
was done by filling prescribed quantities of S.S. in-
side spherical shells of a diameter of 3.75cm. Firstly, 
the particle bed was fluidized with a superficial air 
velocity ratio of u0/umf = 1.1 to 4.0. The maximum 
and minimum values of the bed surface height were 

read out visually, and the average bed height have of 
these two and the difference between the two heights 
Δhsurf were calculated. Next, the specific gravity ad-
justed sphere was placed at the center of the topmost 
bed and fluidized for one minute, and the floating or 
sinking behaviour was stabilized sufficiently. After 
that, the height of the position h of the bottom end of 
the sphere from the bottom of the bed was measured. 
The value obtained by deducting the radius from have 
was divided into h, thereby obtaining the normalized 
height hsp. However, it is not possible to measure h 
visually from outside the fluidized bed. Therefore, 
h was calculated from the depth of penetration of a 
string attached beforehand to the sphere. The sphere 
is floating if gsp<gfb, and hsp becomes 1 if the sphere 
has floated completely. If gsp≈gfb, there is no floating or 
sinking but the sphere is positioned at middle within 
the fluidized bed. The sphere has sunk if gsp>gfb, and 
hsp becomes 0 if it has sunk completely. hsp was ob-
tained for each gsp sphere, the maximum gsp for which 
hsp=1 is taken as g1, the minimum gsp for which hsp=0 
is taken as g2, and the average value of the two is tak-
en as gfb. Further, the range Δgfb in which there is no 
complete floating or sinking is obtained by the differ-
ence between g1 and g2. Δgfb indicates the fluctuation 
in the apparent specific gravity. Therefore, in order to 
separate the separation target object completely into 
top and bottom bed, it is necessary that Δgfb must be 
smaller than the specific gravity of the separation tar-
get object. The measurements were made five times 
under each measurement condition.

2.4  Measurement of segregation coefficient
　The segregation coefficient which is considered to 
reflect the segregation state of the fluidized state was 
measured using the following method. To begin with, 
the two component fluidization particles were mixed 
with a prescribed volume ratio. Here, the volume 
mixing ratio of the larger particles to the particles 
with smaller true specific gravity is taken as Vhp. This 
mixture is put into the fluidization column so that the 
height of the bed becomes 10cm, and fluidization was 
made with a surperficial air velocity ratio u0/umf of 1.1 
to 4.0. The air flow was stopped after fluidizing until 
the segregation state became completely stable for 
a maximum of 120 minutes. After that, the fluidized 
particles were sucked gradually from the top using a 
vacuum cleaner, and were sampled. The height of the 
binary fluidized bed after fluidization varies slightly 
depending on the fluidization conditions such as the 
types of the particles, the volume mixing ratio, and 
u0/umf, etc. Therefore, at the time of sucking the 

Table 2  Specific gravity of plastic sphere employed 

Plastic sphere Specific gravity of sphere (－ )

Polypropylene (PP)
Polyethylene (PE)
6-Nylon
Polyoxymethylene (POM)
Polyvinyl Chloride (PVC)

0.86
0.90
1.12
1.36
1.46
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fluidized particles from the top bed using a vacuum 
cleaner, only the height range from 8cm to 10cm is 
sucked together, and the remaining height range is 
sucked by dividing it into 8 layers of 1cm height each. 
After sampling, the fluidized particles in each layer i 
are classified into the different components and the 
respective masses were measured. From the result 
of mass measurement, the volume ratio xi of the par-
ticles with larger true specific gravity in each layer i 
was calculated. Here, i indicates the height position 
in 1cm units from the bottom of the layer, and only 
the layer that is 8cm to 10cm from the bottom of the 
layer is taken as i=9. The segregation coefficient Cs 
defined by Eq. (1) including the Mixing Index18) was 
calculated as a parameter indicating the segregation 
state.

Cs = 1−

9
∑

i=1
|x∗i − xi|

9
∑

i=1

x∗i − xave

(1)

Here, xi
* indicates the ratio of the particles with larger 

true specific gravity in each layer i when completely 
segregated. Since the particles with large true spe-
cific gravity segregate at the bottom part of the layer, 
as an example, in the case of Vhp=0.6, x1

*~x6
* become 

1.0 and x7
*~x9

* become 0.0. Also, xave is the average 
value of the volume ratio of the particles with large 
true specific gravity in all the layers when mixed 
completely, and hence xave becomes equal to Vhp. Cs 
has been defined so that it becomes closer to 1.0 as 
the segregation state becomes nearer, and becomes 
closer to 0.0 as the uniformly mixed state becomes 
closer.

2.5  Plastic floating and sinking experiment
　The particle bed was fluidized similar to Section 
2.3, and the average bed height have was obtained. Af-
ter that, (one each of) the five types of plastic spheres 
shown in Table 2 were placed at the center of the top 
bed and were left like that for 1 minute. The position 
of the bottom of each plastic sphere from the bottom 
of the bed was measured. These values were divided 
into a value obtained by subtracting the radius of 
each plastic sphere from have thereby calculating the 
normalized height hp. The measurements were made 
five times under each measurement condition.

3.  Results and Discussion

3.1   Apparent specific gravity and its fluctuation 
in binary particle system of P.S. and G.B.

　The two types of particles of P.S.(355~425μm) and 

G.B.(150~180μm) were used as the binary fluidiza-
tion particle system. The effects of the superficial air 
velocity ratio u0/umf and the volume mixing ratio VG.B. 
of G.B. on the apparent specific gravity gfb and on 
its fluctuation Δgfb were investigated. Fig. 1 shows 
the normalized height hsp with respect to the specific 
gravity gsp at each u0/umf when VG.B. is varied. At any 
u0/umf, spheres with small specific gravity float, and 
as the specific gravity of the sphere increases, the 
sphere does not float or sink but is positioned at the 
middle bed. The sphere sank completely when the 
specific gravity increased further. However, the de-
tails of the floating and sinking behaviour changed 
depending on the value of u0/umf or VG.B.. The num-
ber of spheres remaining in the middle bed without 
floating or sinking was small at VG.B.=0.1 or 0.9 for 
u0/umf=1.1, and the floating and sinking of spheres 
is clear. On the other hand, the number of spheres 
remaining in the middle bed was large at VG.B.=0.3 ~ 

Fig.1   Dependences of normalized height on specific gravity of sphere 
for various bulk volume fractions of G.B. 

 (Mixture of P.S.(355~425 μm, umf=4.7±0.4 cm/s) and
G.B.(150~180 μm, umf=2.9±0.1 cm/s)).
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0.7 for u0/umf=1.1, and the result showed that there 
is a wide range of specific gravity of spheres that do 
not sink or float completely. When increased from 
u0/umf=1.1 to u0/umf=2.0, at any VG.B., the floating 
and sinking of spheres was clear. However, when in-
creased up to u0/umf=4.0, the result changed, and the 
number of spheres remaining in the middle bed in-
creased at any VG.B.. Further, along with the increase 
in u0/umf, it was confirmed that the apparent specific 
gravity gfb of the fluidized bed had decreased (that 
the gsp at which the floating and sinking interchange 
has shifted to the left). The values of gfb and aver-
age bed height have calculated from these results of 
sphere floating and sinking are shown with respect to 
u0/umf in Fig. 2. As shown in the results in Fig. 1, at 
any value of VG.B., gfb decreased gradually along with 
increases in u0/umf. At this time, it can be confirmed 
that have is increasing along with u0/umf. Therefore, 
the entire fluidized bed expands along with increases 
in u0/umf, and hence gfb is considered to have de-
creased. Further, when compared at each u0/umf, the 
decrease in VG.B., that is, along with increases in light 
P.S., gfb decreases at almost equal intervals. At this 
time, it can be confirmed that have is almost constant 
and does not depend on changes in VG.B.. Hence it is 
considered that the total mass of the binary particles 

filled in the column decreased due to the decrease in 
VG.B., and even gfb decreased. Therefore, it can be said 
that it is possible to control gfb by varying u0/umf and 
the volume mixing ratio of particles with different 
specific gravities.
　The values ofΔgfb, the bed height difference Δhsurf, 
and the segregation coefficient Cs are shown in Fig. 
3 at each VG.B. with respect to changes in u0/umf. 
The relationship with respect to u0/umf of  Δgfb, di-
viding roughly, shows two dif ferent trends in the 
cases of VG.B.=0.1 and 0.9, and VG.B.=0.3~0.7. Firstly, 
when the composition of a binary particle system 
is close to a single component of P.S. and G.B. such 
as VG.B.=0.1 and 0.9, along with increase in u0/umf 
even Δgfb also increased. On the other hand, when 
VG.B.=0.3~0.7, Δgfb showed a minimum value at about 
u0/umf=2.0~2.5. The reason for this different trend 
depending on VG.B. is studied later. There are no big 

Fig.2   Dependences of apparent specific gravity and average surface 
height of fluidized bed on u0/umf for various bulk volume fractions 
of G.B.

(Mixture of P.S.(355~425 μm, umf=4.7±0.4 cm/s) and 
G.B.(150~180 μm, umf=2.9±0.1 cm/s)).
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Fig.3   Dependences of the fluctuation of gfb, difference of surface height 
of fluidized bed and segregation coefficient on u0/umf for various 
volume mixing ratio of G.B.

(Mixture of P.S.(355~425 μm, umf=4.7±0.4 cm/s) and 
G.B.(150~180 μm, umf=2.9±0.1 cm/s)).
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differences in value of Δhsurf at each u0/umf for any 
VG.B.. However, Δhsurf increased along with increases 
in u0/umf. This is considered to be because the fluidi-
zation became stronger with the increase in u0/umf 
The segregation coefficient Cs in the large superficial 
air velocity region of u0/umf≥2.5 in not dependent on 
VG.B. but Cs<0.1, and there is almost no segregation. 
This is considered to be because both P.S. and G.B. 
are fluidized strongly and a uniformly mixed state 
has been reached. On the other hand, in the small 
superficial air velocity region of u0/umf<2.5, Cs ex-
hibits small values in the cases of VG.B.=0.1 and 0.9, 
and large values in the cases of VG.B.=0.3 and 0.5, and 
hence the result was dif ferent depending on VG.B.. 
When two types of particles with different true spe-
cific gravities are mixed as in this case, along with 
the reduction in u0/umf, it becomes difficult for G.B. 
having a larger specific gravity to become fluidized 
compared to P.S. with a smaller specific gravity, and 
hence segregation is expected to occur. However, in 
the cases of VG.B.=0.1 and 0.9 which are almost single 
component, the number of particles with different 
states of fluidization is small, and hence it is thought 
that segregation did not occur.
　Now we discuss the reason why the relationship 
of Δgfb with respect to u0/umf described above was 
widely different for different VG.B. Fig. 4 shows Δgfb, 
Δhsurf, and Cs at VG.B.=0.4 with respect to u0/umf. The 
reason why VG.B. was made equal to 0.4 is because at 
this value, although not shown in the results in Fig. 
3, the average value of Cs for each value of u0/umf 
showed the highest value. Similar to the result in 
Fig. 3 for VG.B.=0.3~0.7, with respect to u0/umf, Δgfb 
showed the smallest value at u0/umf=2.5. Further, 
along with increases in u0/umf,  Δhsurf increased and 

Cs decreased. From this, it is possible to explain as 
follows the relationship of Δgfb with u0/umf. When u0/
umf is small, Cs is large, and P.S. with smaller specific 
gravity is present close to the top bed and G.B. with 
larger specific gravity is present close to the bottom 
bed. Because of this, there will be a difference in gfb 
between the top and bottom beds of the fluidized bed, 
and henceΔgfb increased. When u0/umf increases, 
gradually segregation is suppressed, and at about u0/
umf=2.0~2.5, Δgfb decreased. On the other hand, since 
Δhsurf increased along with increases in u0/umf, that 
is, since fluidization has become stronger, the floating 
and sinking of spheres became gradually unstable. 
As a result, it is considered that Δgfb increased again 
at u0/umf>2.5. Further, the fact that Δgfb is determined 
by increases or decreases in Cs and Δhsurf in this 
manner can also be applied to the cases of VG.B.=0.1 
and 0.9 when Δgfb showed a trend of almost simple 
increase with respect to increases in u0/umf. In this 
case, it is considered because Cs is almost constant 
and is low at any value of u0/umf, since the particle 
composition is close to a single component system, 
and Δhsurf increased along with u0/umf. Therefore, 
in order to obtain a fluidized bed that can separate 
objects with small difference in the specific gravity, 
it can be said necessary that (1) the segregation of 
particles is suppressed, and also (2) it is necessary to 
operate at an appropriate superficial air velocity ratio 
at which the fluidization state is rather gentle.

3.2   Particle diameter ratio and true specific 
gravity ratio of fluidized particles

　As is shown in Table 3, the average particle diam-
eter ratio DG.B./DP.S. was varied using P.S. and G.B. 
with different particle diameters, and the effect of 
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Fig.4   Dependences of the fluctuation of gfb, segregation coefficient and 
difference of surface height of fluidization on u0/umf at VG.B.=0.4.

 (Mixture of P.S.(355~425 μm, umf=4.7±0.4 cm/s) and 
G.B. (150~180 μm, umf=2.9±0.1 cm/s)).
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DG.B./DP.S. on gfb, Δgfb, Cs, and Δhsurf was studied. Here, 
the conditions were u0/umf=1.1 and VG.B.=0.4 at which 
the largest segregation coefficient was obtained for 
u0/umf and VG.B. in the binary particle system of the 
last section. The segregation in the fluidized bed can 
be density segregation (specific gravity segregation) 
in which particles with smaller specific gravity are 
present in large numbers in the top bed and the par-
ticles with larger specific gravity are present in large 
numbers in the bottom bed, or can be particle size 
segregation in which the particles with smaller par-
ticle diameter segregate to the top bed and the par-
ticles with larger particle diameter segregate to the 
bottom bed. This is because the particles with larger 
specific gravity or diameter are harder to fluidize, 
and the more easily fluidized particles with smaller 
specific gravity or particle diameter pass through the 
air gap between the larger particles and reach the 
top bed. Therefore, in order to suppress segregation 
in the fluidized bed, it is necessary to combine small 
particles with a large specific gravity (G.B.) and large 
particles with a smaller specific gravity(P.S.) (particle 
diameter ratio DG.B./DP.S.≤ 1.0). Fig. 5 shows gfb,Δgfb, 
Δhsurf, and Cs with respect to DG.B./DP.S.. Firstly, it be-
came clear that gfb is almost constant at any DG.B./DP.S. 
This is considered to be because, as is shown in the 
results in Fig. 2, gfb is dependent on the total mass 
of the binary particles poured inside the column 
(volume mixing ratio VG.B.=0.4). Therefore, it became 
clear that it is not necessary to consider the particle 
diameters and their ratio regarding the control of gfb. 
In contrast, the result showed that Δgfb decreases 
with decrease in DG.B./DP.S.. Similar to the above, it is 
expected that even Δgfb with respect to DG.B./DP.S. is 
determined by Δhsurf and Cs. To begin with, the re-
sults showed that Δhsurf is almost constant and does 
not depend on changes in DG.B./DP.S.. This is consid-
ered to be because there is no large difference in the 
intensity of fluidization since u0/umf is constant. Next, 

even Cs decreased with the decrease in DG.B./DP.S.. 
This can be considered to be an appropriate result 
when considered along with necessary conditions for 
suppressing segregation as described above (large 
specific gravity = small particle diameter, small spe-
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Fig.5   Apparent specific gravity, the fluctuation, surface height of fluid-
ized bed and segregation coefficient plotted against ratio of aver-
age particle diameter.

Table 3  Characteristics of fluidized particles for various DG.B./DP.S. experiments

P.S. diameter, DP.S. (μm) G.B. diameter, DG.B.  (μm) DG.B./DP.S. (－ ) umf (cm/s)

355 ~ 425
425 ~ 500
500 ~ 600
600 ~ 710

150 ~ 180
180 ~ 212
212 ~ 250
250 ~ 300

0.42

2.9 ± 0.2
3.4 ± 0.2
4.3 ± 0.0
7.2 ± 0.2

600 ~ 710
500 ~ 600
425 ~ 500
355 ~ 425

150 ~ 180

0.25
0.30
0.36
0.42

3.2 ± 0.5
3.0 ± 0.3
3.0 ± 0.3
2.9 ± 0.2

355 ~ 425

 90 ~ 106
106 ~ 125
125 ~ 150
150 ~ 180

0.25
0.30
0.35
0.42

1.0 ± 0.0
1.2 ± 0.0
1.9 ± 0.1
2.9 ± 0.2
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cific gravity = large particle diameter). Therefore, 
in order to control Δgfb to become a small value, it is 
considered very important to avoid segregation by 
making DG.B./DP.S. small (making the particle diam-
eter difference large).
　Next, as is shown in Table 4, we varied the true 
specific gravity ratio ghp/glp (≥1.0), and studied the 
effect on Δgfb, Cs, and Δhsurf. Here, the volume mix-
ing ratio of large particles with respect to particles 
with small true specific gravity Vhp and the particle 
diameter ratio Dhp/Dlp were respectively set the same 
as in the combination so far of G.B. and P.S., that is, 
Vhp=0.4 and Dhp/Dlp=0.42. The values of Δgfb, Δhsurf, 
and Cs with respect to ghp/glp for each superficial 
air velocity ratio u0/umf are shown in Fig. 6. At u0/
umf=1.1, Δgfb decreased along with decreases in ghp/
glp. Further, Δhsurf did not depend on changes in ghp/
glp, but was almost a constant value. In addition, Cs de-
creased along with ghp/glp. Therefore, it became clear 
that segregation is suppressed due to the decrease 
in ghp/glp, and it is possible to control Δgfb to a small 
value. This is considered to be due to the fact that 
density segregation (specific gravity segregation) 
can be suppressed as a binary particle system when 
the combination of small ghp/glp is used, based on the 
above described necessary conditions for suppress-
ing segregation. In contrast with this, at u0/umf=2.0, 
Δgfb was suppressed to a small value at any value of 
ghp/glp. The values of Δhsurf and Cs with respect to ghp/
glp at u0/umf=2.0, are similar to the trend at u0/umf=1.1, 
and Δhsurf does not depend on changes in ghp/glp but 
is almost constant, and Cs has a trend of decreasing 
with ghp/glp. However, when the absolute values of 
Δhsurf and Cs at each ghp/glp is compared with the case 
for u0/umf=1.1, since the fluidization is stronger in the 
case of u0/umf=2.0, it can be confirmed that Δhsurf has 
increased and Cs has decreased. From these results, 
it is considered that at u0/umf=2.0, the effect of the 
decrease in Cs is more than the effect on Δgfb of an 
increase in Δhsurf, and hence a small value of Δgfb 
has been obtained. Therefore, when it is inevitable to 
mix particles with large true specific gravity ratio in 
order to obtain a value of gfb suitable for separation, 

by setting u0/umf  ≈ 2.0, it is possible to control Δgfb to 
a small value. 

3.3   Apparent specific gravity map for specific 
gravity separation

　We carried out experiments of floating and sinking 
of specific gravity adjusted spheres by mixing various 
binary fluidized particles at dif ferent volume mix-
ing ratios. From the results of the studies of varying 
ghp/glp in the last section, u0/umf was set at 1.1 when 

Table 4  Characteristics of fluidized particles for various ghp/glp experiments

Lighter particle Heavier particle
ghp/glp (－ ) umf (cm/s)Diameter, Dlp  

(μm)
Specific gravity, 

glp (－ )
Diameter, 
Dhp (μm)

Specific gravity, 
ghp (－ )

G.S. 355 ~ 425 1.59 G.B. 150 ~ 180 2.49 1.57 4.0 ± 0.2
G.B. 425 ~ 500 2.52 U.B. 180 ~ 212 4.11 1.63 7.0 ± 0.6
P.S. 355 ~ 425 1.03 G.B. 150 ~ 180 2.49 2.42 2.9 ± 0.2
G.S. 425 ~ 500 1.61 U.B. 180 ~ 212 4.11 2.55 7.4 ± 0.2
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Fig.6   Fluctuation of apparent specific gravity, surface height of fluidized 
bed and segregation coefficient plotted against ratio of specific 
gravity.
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ghp/glp is small, and set to 2.0 when ghp/glp is large. 
The results of gfb and Δggf for different fluidized par-
ticles are shown in Fig. 7. Here, in these results, 
Δgfb is indicated by an error bar (white diamonds), 
and in all cases Dhp/Dlp was taken as 0.42. From these 
results, a fluidized bed having continuous variations 
was obtained in the range of gfb=0.5~3.8. In addition, 
in any combination of binary particles, Δgfb could be 
controlled to be extremely small, being about 0.1. Be-
cause this apparent specific gravity map is obtained, 
it has become possible to know at one look the fluid-
ized bed conditions such as the types of fluidized 
particles, their volume mixing ratios, the superficial 
air velocity ratio, etc., suitable for any separated ob-
jects. In addition, it can be said that it has become 
possible to solve the two problematic aspects of the 
dry method, which are, 1) taking a long time to de-
termine the fluidized bed conditions, and 2) it being 
difficult to separate objects with small specific gravity 
difference.

3.4  Floating and sinking of plastics
　Using the fluidized bed of Fig. 7 which suggested 
that it is possible to separate objects with a small 
specific gravity difference, floating and sinking ex-
periments were made of the five types of plastics 
shown in Table 2 with specific gravity differences of 
0.04~0.24. The results of plastic floating and sinking 
when Vhp is varied in a fluidized bed of G.S. and G.B., 
G.S. and U.B. are shown in Fig. 8. Firstly, in the flu-
idized bed of G.S. and G.B., the trend was confirmed 
of the plastics floating starting from the smaller spe-

cific gravities with increase in Vhp. This is because 
gfb increases with increases in Vhp. In the range Vhp ≤
0.10, PP and PE were almost completely separated to 
the top and bottom beds. Also, PE and 6-Nylon were 
completely separated in the range 0.30≤Vhp≤0.40, and 
6-Nylon and POM were separated completely in the 
range 0.70≤ Vhp. Regarding the separation of PP and 
PE, it should be noted that they were almost com-
pletely separated in spite of the fact that the specific 
gravity difference is extremely small being 0.04. Be-
cause of this, it was proved that it is possible to sepa-
rate objects with small specific gravity differences in 
this fluidized bed. In addition, although it was impos-
sible to separate POM and PVC, clearly the reason 
for this is that the specific gravities of these two 
plastics (POM=1.36, PVC=1.46) are larger than the 
range of gfb (gfb=0.87~1.33). Therefore, if the apparent 
specific gravity of the fluidized bed is selected ap-
propriately, it is considered possible to separate POM 
and PVC. Further, in the results for the fluidized bed 
of G.S. and U.B. (gfb=0.73~2.09), the results of separa-
tion of only POM and PVC are shown. POM floats in 
the condition of Vhp=0.5, and PVC sinks to the bottom 
of the fluidized bed indicating that they can almost be 
separated. From this, it was indicated that it is pos-
sible to separate almost completely the five types of 
plastics with specific gravity differences of 0.04~0.24 
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Fig.8   Dependences of normalized height of plastic on volume mixing 
ratio of heavier particle.

 (G.B.(150~180 μm, umf=2.9±0.1 cm/s), G.S.(355~425 and 425~500 μm,
 umf=8.1±0.3 and 11.6±0.3 cm/s), U.B.(180~212 μm, umf=5.9±0.1 cm/
s)).

Fig.7   Apparent specific gravity of fluidized bed and the fluctuation plot-
ted against volume mixing ratio of heavier particle. 

(P.S.(355~425 μm, umf=4.7±0.4 cm/s), G.B.(150~180 and 425~500μm, 
umf=2.9±0.1 and 15.3±0.9 cm/s), G.S.(355~425 and 425~500 μm,

 umf=8.1±0.3and11.6±0.3cm/s), U.B.(180~212μm, umf=5.9±0.1 cm/s),
 S.S.(75~90 μm, umf=2.3±0.0 cm/s))
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to the top and bottom beds by adopting the fluidized 
bed conditions shown in the apparent specific gravity 
map.

4.  Conclusions
　In the dry specific gravity separation method us-
ing a gas-solid fluidized bed, an attempt was made to 
obtain an “apparent specific gravity map” with which 
it is possible to determine easily the fluidized bed 
conditions that make possible the separation of any 
objects with small specific gravity differences. Binary 
particle systems were used as the fluidized particles 
with different true specific gravity ratios and different 
particle diameter ratios. Studies were made of the ef-
fect of the superficial air velocity ratio u0/umf and the 
volume mixing ratio of fluidized particles Vhp on the 
apparent specific gravity gfb of the fluidized bed and 
its fluctuations Δgfb. From these results, it was found 
that gfb is dependent on the expansion of the bed and 
on the total mass of the two particles poured into 
the fluidized column. Therefore, it became clear that 
gfb can be controlled by u0/umf and Vhp. On the other 
hand, Δgfb has a close relationship with both the ex-
tent of segregation and the intensity of fluidization, 
and it became clear that it is possible to suppress Δgfb 
to a small value as the extent of segregation becomes 
small and the fluidization becomes gentle. Based on 
this knowledge, a gas-solid fluidized bed with contin-
uous variation is achieved when gfb is in the range of 
0.5-3.8, and Δgfb is almost 0.1 or less in all cases. By 
summarizing these, we obtained the desired “appar-
ent specific gravity map”. From this map, it became 
possible to know at one look the fluidized bed condi-
tions suitable for separating any objects. Because of 
completing this map,  it has become possible to solve 
the two problematic aspects of the dry method, i.e., 
taking a long time to determine the fluidized bed con-
ditions, and it being difficult to separate objects with 
small specific gravity difference. In addition, using a 
fluidized bed indicated in the apparent specific grav-
ity map, we attempted separation of five types of plas-
tics with extremely small specific gravity differences 
of 0.04~0.24. From these results, it was found that it 
is possible to almost completely separate all the plas-
tics to the top and bottom beds.
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Nomenclature
Cs : segregation coefficient [－]
DG.B. : diameter of glass beads [μm]
Dhp : diameter of heavier fluidized particle [μm]
Dlp : diameter of lighter fluidized particle [μm]
Dp : diameter of fluidized particle [μm]
DP.S. : diameter of polystyrene particle [μm]
gb : bulk specific gravity of fluidized particle
 [－]
gfb : apparent specific gravity of fluidized bed
 [－]
ghp :  true specific gravity of heavier fluidized 

particle  [－]
glp :  true specific gravity of lighter fluidized par-

ticle [－]
gsp : specific gravity of sphere  [－]
gt : true specific gravity of fluidized particle
 [－]
h : lowest height of sphere in fluidized bed
 [cm]
have : average surface height of fluidized bed
 [cm]
hp : normalized height of plastic [－]
hsp : normalized height of sphere [－]
i : layer number in fluidized bed [－]
u0 : superficial air velocity [cm/s]
umf : minimum fluidization velocity [cm/s]
VG.B. : volume mixing ratio of glass beads [－]
Vhp :  volume mixing ratio of heavier fluidized 

particle [－]
xave :  average of volume ratio of heavier fluidized 

particle for all layer numbers with the com-
pletely mixed state  [－]

xi :  volume ratio of heavier fluidized particle at 
layer number i [－]

xi
＊ :  volume ratio of heavier fluidized particle at 

layer number i with the completely segre-
gated state [－]

Δhsurf :  dif ference of surface height of fluidized 
bed [cm]

Δgfb :  fluctuation of apparent specific gravity of 
fluidized bed [－]

ΔP : pressure drop of bed [Pa]
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Measurement of Force Curve due to Electrostatic Charge 
on a Single Particle using Atomic Force Microscope†

Abstract

　A single particle is brought into contact with a metal target, and the force acting on the particle is 
measured by using atomic force microscope (AFM). By focusing on measuring the force ‘curve’, rather 
than looking only at the maximum adhesive force, electrostatic interaction was successfully observed 
by separating other interactions such as liquid bridge and intermolecular forces. To evaluate the 
force curve, the force curve with an approximation of disk-to-disk interaction based on image force 
was numerically calculated and a good analytical approximation was developed. The fact of success-
ful agreement between the observed force curve and the theory revealed that the force curve observed 
can be surely attributed to the electrostatic interaction, and that the amount of charge on the particle 
and the radius of the charged (contact) area can be estimated from the analysis. The order of mag-
nitude of the measured charge density was 10-2C/m2, which is much greater than that obtained with 
impact charging experiment as 10-4C/m2. From this it was concluded that the force curve measure-
ment with AFM can capture the net amount of the charge generated before charge relaxation due to 
gas discharge taking place. In the experiment using 8 kinds of metal (Al, Au, Cr, Ni, Pt, Ti, Zn, and 
Zr) and polystyrene particle, the net charge generated was shown to be compared fairly well with 
the conventional simple condenser model based on metal-to-metal contact model in terms of contact 
potential difference in its order of magnitude. Although a clear correlation was not obtained between 
the measured charge density and the work functions of metal targets because of a large scatter in the 
data, a strong relationship between the charge density and contact area was found. The underlying 
mechanisms for the relationship is not known at this moment; however the finding gives a good hint 
for the next attempt.

Keywords:  contact electrification, tribo-charging, tribo-electrification, adhesive force measurement, electrostatic 
adhesion, Coulomb’s law

 

1. Introduction

　The first establishment of so-called reversed 
square law of the electrostatic interaction is credited 
to Coulomb’s direct measurement (1785) by using 
torsion balance1) (although there might be some 
arguments in the context of science history, but it is 

beyond the subject of this technical paper). 200 yeas 
after Coulomb, the first attempt of the direct mea-
surement of the electrostatic interaction working on 
small single particles, like powders, was demonstrat-
ed by Arakawa et al.2) by using precise balance modi-
fied from adsorption balance system. Their study was 
conducted in the context of direct evaluation of pow-
der adhesion, after which they applied such direct 
measurement of force between single particles to 
small particle size region, down to 100μm. With re-
gard to the electrostatic interaction, they successfully 
measured force curves satisfying the reversed square 
law. Note here that the Coulomb’s law had been one 
of the most established and essential laws in phys-
ics; therefore, they did not ‘re-discover’ it. The 

† This paper, appeared originally in Japanese in J. Soc. 
Powder Technology Japan 43, 174-180(2006), is Pub-
lished in KONA Powder and Particle Journal with the 
permission of the editorial committee of the Soc. Powder 
Technology, Japan.
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force curve measurement means that the amount of 
charge on the particle can be evaluated from it. In 
their work, e.g., charge of 2.5 pC was measured on a 
200μm glass bead; thereby, the order of magnitude 
of the results was reasonable.
　When the adhesive force of dry powder is dis-
cussed, any textbook on powder technology de-
scribes that there are three kinds of forces as liquid 
bridge force, intermolecular force and electrostatic 
force, in which the order of magnitude of the forces 
decreases in the order. It is generally understood 
that electrostatic force can be negligible. On the 
other hand, however, there are a lot of technologies 
to control powder by electrostatic force. It is found 
not exclusive only on the technology of electropho-
tograpy. There are more than few discussions at-
tributing unexpected kinetic behaviors of powder to 
electrostatic force in industrial processes (or in lab-
scaled experiments) of dry powder handling. Again 
these situations are incompatible to the discussions 
that the electrostatic force is negligible.
　One of the major reasons of this kind of controver-
sial situation where whether the electrostatic interac-
tion is negligible or not in actual dry powder process-
es is due to the difficulty of evaluation or prediction 
of the amount of charge on powder. If the amount of 
charge on particles is estimated, the force acting on 
the particle can be determined by the Coulomb’s law. 
The reverese is true that if the adhesive force acting 
on a particle can be measured precisely, the amount 
of charge on the particle can be reversely calculated 
and determined. Additionally the measurement can 
give new information on electrostatic charge genera-
tion on a single particle if the contact and separation 
of the particle against a target are well controlled.
　As mentioned above, there are three mechanisms 
for the adhesive force working on a particle. On the 
other hand, however, the capillary force works only 
after the liquid bridge is generated when the contact 
of a particle is accomplished, i.e., this interaction 
has hysteresis before and after the contact. The in-
termolecular force is very sensitive to the surface 
distance; therefore, it decays rapidly with an increase 
of contact distance comparing to the electrostatic 
interaction. With considering these characteristics 
of three kinds of interactions, the information of the 
electrostatic interaction can be separated from a mea-
surement of a force curve working on a single par-
ticle. Note here that it is important to record ‘force 
curve,’ i.e., it is necessary to evaluate not only the 
maximum adhesive force but also the force with the 
surface distance simultaneously and precisely. 

　A candidate of an instrument realizing such mea-
surement may be atomic force microscope (AFM), 
which is now widely used in various applications. 
Though it is a kind of a ultra precise stylus method in 
which a microscopic bending of a small cantilever is 
measured with a principle of light lever. It was origi-
nally a microscope to observe surface morphology, 
the use of its ‘force curve mode’ makes it possible to 
measure the force working between a particle, which 
is fixed on the tip of a cantilever, and a flat target with 
precise control or measurement of the surface dis-
tance. It may be also noted that such measurements 
can be performed in both liquid phase and gas phase 
with the system.
　In this work, ‘force curve’ of a single particle in 
dry system was measured using AFM. Based on the 
results of the measurements, evaluations on electro-
static interaction and charge generation on a single 
particle due to contacts to metal flat target will be dis-
cussed in details.

2. Experimental Method

　The AFM used is JSPM-4210, JEOL. On the tip of a 
cantilever, a single spherical particle was fixed by ep-
oxy adhesion as normal way. Sample particles were 
glass beads of around 30μm in diameter, polystyrene 
spheres of around 30 and 100μm in diameter. Before 
use, they were cleaned with ethanol and dried. As 
targets, a sample stage of the AFM, coated by gold 
on the surface, was used as a flat gold target. Addi-
tionally, 8 different metal plates (Al, Au, Cr, Ni, Pt, Ti, 
Zn, Zr), mirror finished by buf fing, were used. 
Table 1 summarizes work function values cited3) for 
these metals and the results of the measurement of 
their surface roughness (Surfcom, Tokyo Seimitsu). 
The force curve measurements were performed in 
an ambient air. The humidity for the measurement 
was not controlled but monitored, which was in the 
range of 25 to 45 %R.H.

3. Results and Discussion

　Fig. 1 shows an example of the measured force 
curve with a 35μm glass bead. This is the result of 
the force curve reached to a stable condition after re-
peated contacts of tens of times. Although the actual 

Table 1   Surface roughness and work functions3) of 8 kinds of metal 
plate samples

metal Al Au Cr Ni Pt Ti Zn Zr

Roughness (Ra)[µm] 0.14 0.02 0.12 0.01 0.09 0.11 0.02 0.04

Work function[eV] 4.17 5.38 4.5 5.2 5.64 4.33 3.63 4.05
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data were recorded discretely or digitally, the num-
ber was more than 2000 for each way of approach or 
separation, thus the curves are drawn with only lines: 

only several important points just around jump-in 
and jump-out are plotted with markers. The curves in 
approach and separation are the same; therefore, no 
liquid bridge force is obtained in the measurement. 
The estimated intermolecular force for the separa-
tion distance range was negligible to the order of the 
measured force; therefore, it is concluded that the 
obtained force curve shows only the electrostatic in-
teraction due to electrostatic charge generated on the 
tip of the particle by contact with the target.
　Discussed in the next step is how the force curve 
can be evaluated. If a sphere is charged on its surface 
uniformly, the electric field around the particle is 
equivalent to that generated by a point charge of the 
total amount located on the center of the sphere. In 
this case the image force working between the center 
charge and its ‘image’ located inside of the metal 
target can be calculated as the electrostatic interac-
tion working on the particle. Still, it should be noted 
that the polarization effect is neglected in the calcula-
tion4). 
　Such a calculation with a center charge is only for 
a uniformly charged sphere. In the case of the force 
curve to be evaluated here, the charge after repeated 
contacts between the particle and the target is local-
ized only on the contact area. Therefore the use of 
reversed square law for the center charge and its im-
age is not reasonable. On the other hand, an approxi-
mation with a point charge localized on the tip of a 
particle gives force divergent with gap zero, which is 
also unreasonable.
　If the contact area on the tip of a particle is suffi-
ciently small, comparing to the curvature of the par-
ticle, the contact area can be approximated with a flat 
disk. With an assumption of uniform charge on the 
flat disk, the interaction between the disk charge and 
its image is calculated. A schematic illustration of this 
approximation is shown in Fig. 2.
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Fig. 2   Schematic illustration of (a) contact area, and of (b) a comparison 
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　The force working between the disks of radius a 
and surface charge densities σ and –σ , which are 
separated coaxially with a distance h, is calculated as 
follows.

F =
σ2

4ε0

 a

0

 a

0

 2π

0

 2π

0

hr1r2

R3 dr1dr2dϕdθ  (1)

 (2)

　The force is normalized by eq.(3) with the total 
charge on the disk q=σπa2 as,

 (3)

Then the normalized force is given as,

 (4)

This cannot be integrated analytically. Thus, after 
evaluating this numerically, an analytical approxi-
mation applicable for parameter-fitting afterward is 
found by a trial-and-error.

 (5)

Fig. 3 shows the comparison between the result of 
numerical integration of eq.(4) and the approxima-
tion of eq.(5). A good approximation is shown for the 
entire range, although an error goes up to 20% only 
with a very short gap. For comparison, the result of 
the approximation with a point charge, located on the 
tip of the particle, is also shown. Because the force 
increases rapidly and goes to infinity for the short 
gap naturally, this calculation is useless to evaluate 
the obtained force curve.
　Let d be the distance between a particle and a flat 
metal target. Because the distance between the disk 

charge and its image is h=2d, from eq.(5) the force 
working on the disk charge is given as,

 (6)

Note that the force goes to F=πσ2σ2/2ε0 with the 
limit of d→0. This corresponds to the force between 
sufficiently large disks, comparing to the gap.
　As discussed above, the point charge approxima-
tion gives the interaction divergent with the short 
gap. To avoid this dif ficulty, sometimes another 
approximation is used with a point charge located 
inside of the sphere with a small distance a, implied 
to the size of the contact area, from the tip of the 
sphere. For this case, however, the equivalent surface 
charge distribution on the particle corresponding to 
the point charge cannot be given simply. With this ap-
proximation, the force is evaluated with the following 
equation, which can be compared with eq.(6).

 (7)

Fig. 4 shows an example of the evaluation of an 
obtained force curve, shown in Fig. 1. With using 
eq.(6), the regression analysis was applied to the 
data with parameters as the radius of charge area 
(disk) and the total amount of charge (on the disk). 
For comparison, a result of data fitting with the ap-
proximation of the point charge located on the tip of 
the particle is also shown. The point charge approxi-
mation obviously gives the force going to the infinity. 
On contrary, the disk charge approximation fits to 
the data for the entire range. From the results, it was 
concluded that the force curve obtained corresponds 
to the electrostatic interaction and the charge area on 
the particle can be expressed as a disk.
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Fig. 3   Numerically calculated disk-to-disk charge interaction, compared 
with point-to-point interaction as well as the analytical approxi-
mation. Also the relative error of the approximation is shown.
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　Fig. 5 shows an example of the obtained data with 
polystyrene particle of 27.5μm in diameter. The result 
is similar to the case of the 35μm glass bead.
　Next, Fig.6 shows a result of polystyrene particle 
of 100μm in diameter. The result was completely 
dif ferent from other results of smaller par ticles 
shown above, i.e., the force curves in approach and 
separation were dif ferent to each other. Note that 
the results were obtained after repeated contacts, as 
was the case of the smaller particles, in which the 
force curves were measured stably. The big force in 
the separation was lost in the next approach, but ap-
peared again in the next separation. This bigger force 
in the separation appeared after ‘jump-out,’ this is 

not due to the capillary force.
　If these forces were of electrostatic interaction due 
to the charge on a particle, this result means that 
there is a process as follows: (1) in approach, the par-
ticle has a certain amount of charge, (2) in contact, 
the contact charge is generated on the particle, (3) 
as its result, the bigger force curve is obtained in the 
separation process, (4) however, in the separation 
process, somehow and somewhat the particle loses 
its charge, (5) and this process is repeatable.
　On the other hand, however, this process does not 
correspond directly to our model of ‘charge relax-
ation due to gas discharge’  5,6) because of the model 
based on Paschen’s law of gas discharge where the 
specific gap of it is in μm range. This is far bigger 
than the range in the present measurement of the 
force curve. This point should be studied in more de-
tail in the future.
　Fig. 7 shows the results of the experiments with 8 
kinds of metal target and polystyrene particle of 100 
μm in diameter. The relationship between the work 
functions of the metal targets and the charge density 
is shown, where the generated charge on the particle 
was estimated by the data regression as discussed 
above from the force curve measurement. In the 
evaluation, the data in the separation process were 
used because they were considered to correspond to 
the amount of charge which is just generated by the 
contact event, as discussed above.
　First of all, the data scattered considerably. We 
repeated experiments to improve this situation; how-
ever the reason is not known at this moment. There-
fore, the correlations of charge density to metal work 
function are not considered here. However, it should 
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tact, and it is repeatable.
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be noted that the evaluated charge densities were 
extraordinary high as 10-2 to 10-1 C/m2 in its order of 
magnitude. In our previous work of ‘impact charging 
experiments7),’ the obtained charge density with the 
same polystyrene particle of 100μm in diameter was 
in the order of  10-4 C/m2. In comparison the former is 
extremely high. From this discussion, it is suggested 
that the net charge transfer due to contact is obtained 
in the force curve measurement with AFM, whereas 
the charge after the charge relaxation due to gas 
discharge is obtained in the impact charging experi-
ment. However, the order obtained in the present 
work is even higher than that estimated by the stan-
dard or conventional condenser charging model (or 
metal-to-metal contact model, or high-density-limit 
model8,9)), which is drawn for comparison in Fig.7 
with an assumption of 4.9 eV as the effective work 
function of polystyrene. At this moment we can offer 
no theory to explain this. Therefore, possibilities of 
experimental errors or failures in the procedure of 
the force curve evaluation are still necessary to be 
studied.
　Furthermore, we continued to repeat the measure-
ments and accumulated more data. Fig. 8 shows the 
relationship between the evaluated surface charge 
density and the contact area. This figure shows only 
the result of Zn target case. In Fig.7, the charge 
density looked only as scattered, but in Fig.8, it 
was found that the charge density follows a certain 
function or a correlation to the contact area. Fig. 9 
shows the similar result for polystyrene particle of 30μm 
in diameter. In the data of Fig.9, the force curves, 
obtained with 30μm polystyrene particle and Zn tar-
get, were similar to the result shown in Fig.6, which 
showed a bigger interaction in separation than that 
in approach. Also they were different from the result 

shown in Fig. 5, even though the particle size was 
similar to the case of Fig.5. Again it is not known 
at present that whether these kinds of dif ferent 
‘modes’ in the force curve are resulted only from 

the difference in targets. This is an interesting point 
to be explored in the future in more detail.
　With regard to Figs. 8 and 9, it was also inter-
esting that the relationship or correlation between 
the charge density and the contact area was found 
although the charge density data seemed just as scat-
tered as Fig.7. In the future study, the detailed stud-
ies are necessary to explore whether the relationship 
has any significant physical meaning or there still are 
any errors or artifacts in the measurements or evalu-
ation procedures. It would be interesting if this kind 
of investigation could be a new key to open the new 
door to understand the contact charging of a single 
particle.

4. Conclusions

　The electrostatic interaction due to charge gener-
ated by repeated contacts between a single spherical 
particle glued on the tip of the cantilever of AFM 
and flat metal targets were measured with the force 
curve measuring mode of AFM. It was shown that 
the electrostatic force working on the particle can 
be evaluated independently and separately from 
the capillary force and the intermolecular force by 
evaluating the obtained force curve, not only the 
maximum contact force. To evaluate the force curve 
by electrostatic interaction, a disk charge approxima-
tion, in which the contact area on the tip of a particle 
is evaluated as a small and flat disk, was studied. The 
force between a disk and its image was numerically 
calculated, and a good analytical approximation was 
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found to express the force as a function of the contact 
gap. By comparing the data and the obtained theo-
retical force curve, it was shown that the measured 
force curve corresponds the electrostatic interaction 
and that the surface charge density and the size of 
the contact area (radius of the disk) can be estimated 
by the data fitting. The obtained or evaluated surface 
charge density was in the order of 10-2C/m2, which 
was significantly bigger than 10-4C/m2 obtained in 
our previous work with impact charging experiments 
with the same particles. This fact suggested that the 
charge obtained in the AFM-force curve measure-
ment is corresponding to the net charge which is just 
generated by the contact before the charge relaxation 
due to gas discharge takes place. With the detailed 
experiments using 8 kinds of metal target, any clear 
correlation between the generated charge (density) 
and the metal work function could not be found. The 
obtained charge density was bigger than that predict-
ed by the standard condenser charging model. The 
reason why such kinds of results were obtained is 
not known at this moment. The obtained charge den-
sity scatted significantly with many measurements. 
Afterwards, however, it was found that the data did 
not simply scattered but there was a certain relation-
ship between the charge density and the contact 
area. However, the significance of this relationship 
is unclear at this point. We hope that the clarification 
of this point would become the clue to the detailed 
study on the contact charging of a particle in the fu-
ture.
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Nomenclature

a: radius of charged disk [m]
d: distance between particle and target [m]
F: force [N]
FN: normalized force [-]
h: distance [m]
q: charge  [C]
R: distance  [m]
r: radius  [m]
ε0: dielectric constant of space  [F/m]
φ: angle  [rad]
σ: surface charge density  [C/m2]
θ: angle  [rad]
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1. Introduction

　The establishment of a “recycling society” in Japan 
is rapidly advanced due to improvement in various re-
cycling laws (e.g., “Fundamental Law for Establishing 
a Sound Material-Cycle Society”). Methane fermenta-
tion has received renewed attention as a technology 
for producing energy from organic waste with high 
water content. Conventional methane fermentation 
has various problems: (i) fermentation efficiency is 
low, and the treatment of undigested residues is nec-
essary because the growth rate of the methanogens 
is extremely low; and (ii) wash-out of methanogens in 
the fermenter is carried out. High concentrations of 
methanogens must be immobilized in a fermenter to 
realize highly efficient methane fermentation.
　Immobilization of methanogens as a method to 
maintain a high concentration in the fermenter has 
been investigated. Support materials such as glass, 

slag, resin, foam stones, and zeolites have been used 
for methanogen immobilization. It was reported that 
suitable support material has a hydrophobic sur-
face, or a shape to which microbial cells can easily 
adhere. Contrary reports have also been published; 
the mechanism of cell immobilization is incompletely 
understood [1]. The reason is that bacterial strains 
immobilized on support materials were dif ferent 
because the type of treated waste water was differ-
ent; or the composition of waste water was different 
because of the season, even if the same type of waste 
water was used. Many researchers have examined 
the surface properties of the support material used to 
immobilize microbial cells, but few scholars have fo-
cused on the surface properties of various microbes 
in the methane fermenter.
　If a microbe is considered to be a living particle, a 
fine-particle technology approach aids elucidation of 
the microbial adhesion phenomenon. When microbes 
adhere to solid surfaces, an electrostatic, hydropho-
bic, or specific interaction between the surfaces of 
the solid and the microbial cells are related. In this 
study, the electrostatic and hydrophobic interactions 
were noted as the first step to clarify the mechanism 
of immobilization of various microbes in the liquid 
phase to a solid surface. Selective immobilization of 
aceticlastic methanogens (a rate-limiting step in the 
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methane fermentation process) to support materials 
was investigated using anaerobic sludge collected 
from an anaerobic treatment plant.

2. Process of Methane Fermentation 

　The methane fermentation process is an artificial 
ecosystem in which many types of microbes exist at 
high density. Anaerobic digestion of complex organic 
materials to produce methane comprises a cascade of 
biochemical conversions catalyzed by different physi-
ological groups of interacting microbes (Fig. 1) [2]. 
Complex organic compounds are first hydrolyzed to 
simpler organic compounds before being fermented 
to volatile acids by acidogens. Volatile acids are sub-
sequently converted to acetate and hydrogen gas by 
hydrogen-producing acetogens. Finally, acetate or 
hydrogen is converted to methane and carbon diox-
ide by methanogens [3]. In this process, acetate is 
the precursor for about 70% of the methane produced 
during the anaerobic digestion of complex organic 
materials [4]. Decarboxylation of acetate is the rate-
limiting step in anaerobic digestion [1]. Methanosaeta 
and Methanosarcina species are the only methano-
gens capable of acetate catabolism [5]. High concen-
trations of acetate-utilizing methanogens must be im-
mobilized in the anaerobic digester to achieve highly 
efficient anaerobic digestion.

3. Materials and Methods

3.1 Microbial cells and support materials
　Five typical microbe species were selected to inves-
tigate the surface characteristics of microbes living in 
an anaerobic digester. Because the complex organic 
materials mainly comprised proteins, carbohydrates, 
and lipids, three acidogens that decompose these 
materials were enriched from anaerobic sludge. Pure 
cultures of Methanosarcina barkeri JCM 10043 and 
Methanosaeta concilii DSM 3671 were the acetate-uti-
lizing methanogens. Methanosarcina barkeri isolated 
by Bryant et al. [6] was purchased from the Japan 
Collection of Microorganisms (Wako, Japan). Metha-
nosaeta concilii isolated by Patel [7] was purchased 
from the Deutsche Sammlung von Mikroorganismen 
und Zellkulturen (Braunschweig, Germany). Anaero-
bic sludge was collected from the anaerobic treat-
ment plant at the Yagi Bio-Ecology Center, Kyoto, 
Japan.
　Three acidogens (proteolytic bacteria, amylolytic 
bacteria, lipolytic bacteria) were enriched at 37℃ and 
neutral pH in a specific medium supplemented with 
a specific substrate per 1 L of PGY medium (peptone 
2 g/L, yeast extract 1 g/L, glucose 0.5 g/L). The spe-
cific substrate for proteolytic bacteria was skimmed 
milk (10 g/L), it was amylogen (2 g/l) for amylolytic 
bacteria, and it was tributyrin (5 g/L) for lipolytic bac-
teria. Methanosarcina barkeri and Methanosaeta con-
cilii were grown under anaerobic condtions without 
shaking at 37℃ and neutral pH in pressure culture 

Fig. 1  Process of methane fermentation (schematic).
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bottles sealed with a butyl rubber stopper and alumi-
num crimp seal [8]. A pure culture of Escherichia coli 
JM 109 was the control microbe.
　Precultured microbes were filtered through AD-
VANTEC No.2 Toyo paper filter to remove residues. 
Cells were harvested by centrifugation at 10,000 
rpm for 10 min, and washed thrice using 0.9% (w/v) 
sterile NaCl aqueous solution. Washed cells were 
resuspended in sterile solution to evaluate the physi-
cochemical properties of microbial cells.
　Two support materials were used. Bamboo char-
coal is a hydrophobic and negatively-charged par-
ticle; alumina is a hydrophilic and positively-charged 
particle. The size of these support materials was 
about 5 mm in diameter.
3.2  Methane fermentation
　Methane fermentation was done as follows. Four 
milliliters of anaerobic sludge and 1 mL of substrate 
solution were placed into serum bottles of capacity 21 
mL (20-CV, Perkin Elmer). Bottles were capped with 
butyl rubber stoppers and crimped with aluminum 
seals. After sealing, headspaces of the bottles were 
purged using a deoxygenized gas pressure injector 
(IP-8, Sanshin) with an oxygen-free 80% N2/20% CO2 
gas mixture at 120 kPa. Serum bottles were subse-
quently incubated at 37℃ under the N2/CO2 atmo-
sphere. The initial concentration of the substrate was 
20 mol/m3 of the sodium acetate or methanol. Biogas 
production was determined by thermal conductivity 
(TCD) gas chromatography (GC-8APT, Shimadzu). 
Control cultures were prepared in the same way, but 
without dissolving substrates in the content of the 
bottle. Each experiment was done in triplicate.
3.3   Measurements of electrophoretic mobility 

(EPM)
　The EPM of microbial cells was measured using 
an electrophoretic light-scattering spectrophotometer 
(ELS-800, Otsuka Electronics). Washed microbial 

cells were resuspended in phosphate buffer (pH 7.0; 
ionic strength, 100 mol/m3). 
3.4  Hydrophobicity measurements
　Surface hydrophobicity of microbial cells was 
determined by microbial adhesion to hydrocarbon 
(MATH) assay [9]. Washed cells were resuspended 
in PUM buf fer (pH 7.1, K2HPO4•3H2O 22.2 g/L, 
KH2PO4 7.26g/L, Urea 1.8 g/L, MgSO4•7H2O 0.2 
g/L). Subsequently, 0.4 mL of hydrocarbon (n-hexa-
decane) was added to a test tube containing 2.4 mL of 
washed cell suspension. Mixtures were vortexed uni-
formly for 2 min. The solution was allowed to stand 
for 15 min to ensure complete separation of the two 
phases. Absorbance of the aqueous cell suspension 
was measured at 400 nm using a spectrophotometer 
(UVmini-1240, Shimadzu). Hydrophobicity of micro-
bial cells and support materials was calculated using 
the following equation:

　F = (1 – At/A0) ×100 (1)

where A0 is the initial absorbance of the microbial 
suspension before mixing, and At is the absorbance 
after mixing. Surface hydrophobicity of support ma-
terials was evaluated using the crushed ones by the 
same method.
3.5  Immobilization tests of microbes
　Immobilization of microbes in anaerobic sludge 
on support material was carried out using the ex-
perimental design shown in Fig. 2. The immobiliza-
tion test comprised three steps: immobilization of 
microbes, washing of support materials, and incuba-
tion using immobilized methanogens. Four millili-
ters of DSM 120 medium inoculated with 5.0% (v/v) 
of anaerobic sludge and 1.0 g of support material 
were placed into each of the 21-mL serum bottles. 
Bottles were subsequently capped with butyl rubber 
stoppers and crimped with aluminum seals. After 
sealing, headspaces of the bottles were purged with 

Fig. 2  Immobilization of microbes in anaerobic sludge and methane fermentation using immobilized microbes on support material.
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oxygen-free N2/CO2 gas. Sodium acetate was used 
as substrate at an initial concentration of 20 mol/m3. 
Serum bottles were incubated at 37℃ under anaero-
bic conditions. Biogas production was measured to 
check the activity in each of the three cultures. After 
saturation of biogas production (20 days’ later), sup-
port materials were removed from the bottles. Sup-
port materials were washed with 0.9% (w/v) sterile 
NaCl aqueous solution to remove the residues on the 
support materials. Washed support materials were 
put into new 21-mL serum bottles filled with 4.0 mL 
of DSM 120 medium dissolved in 20 mol/m3 of sub-
strate. Cultures were grown at 37℃ in an atmosphere 
of N2/CO2. The substrates used were the same at the 
first and final steps. Biogas production was deter-
mined by TCD gas chromatography
3.6  Direct observation of microbes
　Microbes immobilized onto suppor t materi-
als were observed directly using a field emission 
scanning electron microscope (JSM-6700F, JEOL). 
Samples were fixed with glutaraldehyde solution, and 
dehydrated in a graded series of acetone. Samples 
were washed in tert-butyl alcohol to remove acetone 
and frozen in a refrigerator. The frozen sample was 
freeze-dried using a vacuum freeze drier (ES-2020, 
Hitachi).

4. Results and Discussion

4.1 Methane fermentation
　Fig. 3 shows methane production using different 
substrates with incubation time. Methane gas was 
generated from the start of incubation when sodium 

acetate was the substrate. Generation of methane gas 
was observed two days after the culture was started 
when methanol was used. Methanosaeta and Metha-
nosarcina species are the only methanogens capable 
of acetate catabolism. Methanosaeta species can use 
acetate as sole growth substrate; Methanosarcina spe-
cies can use acetate, H2/CO2, methanol, and methyl-
amines as growth substrates [5]. When acetate and 
methanol are in the culture simultaneously, Methano-
sarcina species suppress the metabolizing of acetate, 
and use methanol preferentially [10]. Methanosaeta 
species were the dominant species in the anaerobic 
sludge used in our study.
　Methane conversion ratio using dif ferent sub-
strates with incubation time is shown in Fig. 4. The 
final ratio of methane conversion of acetate and meth-
anol was 55% and 75%, respectively. The stoichiomet-
ric equations and free energy change ∆G0’ for stan-
dard conditions of substrates converted to methane 
are [11]:
　CH3COO–＋H2O→CH4＋HCO3

－

 (∆G0’= –30 kJ/mol)          (2)
　4CH3OH→3CH4＋HCO3

－＋H+＋H2O
  (∆G0’= –314 kJ/mol)          (3)
The substrates of sodium acetate and methanol in 
the bottles were almost fully converted to methane 
gas because the theoretical methane conversion ratio 
based on carbon balance was 50% and 75%, respec-
tively.
4.2  Electrostatic interaction
　Table 1 shows the EPM of five typical microbes 
living in an anaerobic digester. EPM measurement 
was conducted in 100 mol/m3 phosphate buffer at pH 

Fig. 3   Methane production using different substrates with incubation 
time.

Fig. 4   Methane conversion ratio using different substrates with incuba-
tion time.
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7.0. Zeta potentials calculated by the Smoluchowski 
equation are shown in Table 1. Polymer chains grew 
on the surface of microbial cells like seaweed. Solu-
tion flow in this polymer layer cannot be disregarded, 
so the zeta potential calculated from the Smoluchows-
ki equation is a reference value [12–14]. Proteolytic 
bacteria, amylolytic bacteria, and lipolytic bacteria 
enriched from the anaerobic sludge were found to 
be negatively charged. Methanosarcina barkeri was 
also negatively charged. In general, most microbial 
cells are negatively charged at neutral pH (e.g., Esch-
erichia coli). The EPM of Methanosaeta concilii was 
significantly smaller than that of the three acidogens, 
as well as Methanosarcina barkeri. It was shown 
that Methanosaeta concilii was uncharged. This is 
a unique result compared with that from general 
microbes. There are only few kinds of microbes re-
ported to be uncharged at neutral pH [15].
　Based on EPM measurements, we can postulate 
the following. The acidogens and Methanosarcina 
barkeri easily adhere to alumina by electrostatic at-
tractive forces, but not to bamboo charcoal. Methano-
saeta concilii easily adheres to bamboo charcoal and 
alumina by van der Waals interaction because Metha-
nosaeta concilii is uncharged.
4.3 Hydrophobic interaction
　Table 2 shows the hydrophobicity of microbes 
and support materials measured by MATH method. 
The percentage of hydrophilic Escherichia coli ad-
hering to hydrocarbon was 6.4%. The adherence of 
Methanosaeta concilii, Methanosarcina barkeri and 
the three acidogens was >50%. These five typical mi-
crobes were hydrophobic. The adherence of bamboo 
charcoal to n-hexadecane was 86.6%, and to alumina 
was 7.3%. It was confirmed that bamboo charcoal was 
hydrophobic, and alumina was hydrophilic.
　Based on hydrophobicity measurements, we can 
postulate the following. The acidogens and Methano-
sarcina barkeri easily adhere to bamboo charcoal by 
hydrophobic interaction, but not to alumina. Taking 

EPM measurements into consideration, we can spec-
ulate that Methanosaeta species (the most important 
microbes in the anaerobic sludge) selectively adhere 
onto bamboo charcoal.
4.4  Immobilizing of acetate-utilizing methano-

gens
　Fig. 5 shows methane production using immobi-
lized microbes with incubation time. Methane pro-
duction increased gradually when bamboo charcoal 
was used as a support material. Methane production 
was barely observed when alumina was used. These 
results indicated that acetate-utilizing methanogen 
adhered to the surfaces of bamboo charcoal, but not 
to alumina. This agreed well with the prediction led 
by the measurements of EPM and hydrophobicity of 
five typical microbes.
　Fig. 6 shows scanning electron microscope imag-
es of microbes and immobilized microbes on support 
material. Many rod-shaped bacteria were in the cul-
ture solution (Fig. 6a), but the rod-shaped Methano-
saeta-like species adhered to bamboo charcoal (Fig. 
6b), and microbes barely adhered to alumina (Fig. 
6c). Methanosaeta species were found to selectively 
adhere to bamboo charcoal because the proportion 
of Methanosaeta species on bamboo charcoal was ob-
viously higher than that in the culture solution.
　Microbial adhesion will be energetically more 

Table 1  Electrophoretic mobility of microbes measured by Laser Doppler method (pH 7.0; ionic strength, 100 mol/m3)

Table 2   Hydrophobicity of microbes and support materials measured 
by MATH method
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favorable because the surface tension of the solid 
increases if the surface tension of the liquid is larger 
than that of the bacterium [16]. Based on the above 
reports and the immobilization test, we can postu-
late the following. The electrostatic repulsive force 
between Methanosaeta species and bamboo charcoal 
is barely present. Methanosaeta species approach 
bamboo charcoal by van der Waals force and adhere 
to bamboo charcoal by hydrophobic attractive force. 
Because the microbes except for Methanosaeta 
species are negatively charged and hydrophobic, 
adhesion to bamboo charcoal can be suppressed by 
the electrostatic repulsive force, but a part of the mi-
crobes adhered by the hydrophobic attractive force. 
The reason why microbes hardly adhered to alumina 
is thought to be because microbes can approach alu-
mina by the electrostatic attractive force, but cannot 
stably immobilize onto the surface due to the differ-

ence in their hydrophobicity. Methanosaeta species is 
the most important microbe in the methane fermen-
tation, and is uncharged and hydrophobic. Microbes 
except for Methanosaeta species in the fermenter 
are negatively charged and hydrophobic. The hydro-
phobic and negatively charged support material that 
can suppress immobilization of microbes except for 
Methanosaeta species is suitable for selective immo-
bilization of Methanosaeta species.

5. Conclusions

　Selective immobilization of aceticlastic methano-
gens, which was a rate-limiting step in the methane 
fermentation process, onto support materials was 
investigated using anaerobic sludge. Acidogens 
cultivated selectively from the anaerobic sludge and 
Methanosarcina barkeri JCM 10043 were negatively 
charged and hydrophobic. Methanosaeta concilii 
DSM 3671 was uncharged and hydrophobic. This is 
a unique result compared with that seen in general 
microbes. Immobilized microbes on support materi-
als (bamboo charcoal or alumina) were incubated 
with sodium acetate. Methanogens were dramatically 
immobilized to bamboo charcoal (negatively charged 
and hydrophobic) in contract to alumina (positively 
charged and hydrophilic). It was also proven that 
Methanosaeta-like microbes were immobilized to 
bamboo charcoal. These results indicate that the hy-
drophobic and negatively charged support material 
that can suppress the immobilization of microbes ex-
cept for Methanosaeta species is suitable for selective 
immobilization of Methanosaeta species, which is the 
most important microbe in methane fermentation.

Acknowledgment

　This work was supported by a Grant-in-Aid for 

Fig. 5   Methane production using immobilized microbes with incubation time.

Fig. 6   Scanning electron microscope images of microbes and immobi-
lized microbes on support material.



KONA Powder and Particle Journal No.26 (2008)252

21st Century, COE program, 24403, E-1 (Science and 
Engineering for Water-Assisted Evolution of Valuable 
Resources and Energy from Organic Wastes).

References

1) Speece, R. E. (1996): “Anaerobic Biotechnology for 
Industrial Wastewaters”, p.25, p.127, Archae Press.

2) McCarty, P. L., and Smith, D. P. (1986): “Anaerobic 
Wastewater Treatment”, Environ. Sci. Technol., 20, 
pp.1200-1206.

3) Murata, T. (2000): “Haikibutsu no Shigenka Gijutsu”, 
p.32, Ohmsha.

4) Jeris, J. S., and McCarty, P. L. (1965): Biochemistry 
of Methane Fermentation Using C14 Tracers, J. Wat. 
Poll. Control Fed., 37, p.178-192.

5) Koga, Y. (1988): “Kosaikin”, p.17, Tokyo Daigaku 
Shuppan.

6) Bryant, M. P., and Boone, D. R. (1987): Emended De-
scription of Strain MST (DSM800T)-The Type Strain 
of Methanosarcina-barkeri, Int. J. Syst. Bacteriol., 37, 
pp.169-170.

7) Patel, G. B. (1984): Characterization and Nutritional 
Properties of Methanothrix-concilii sp-nov-A Meso-
philic, Aceticlastic methanogen, Can. J. Microbiol., 
30, pp.1383-1396.

8) Sowers, K. R., and Schreier, H. J. (1995): “Archaea A 
Laboratory Manual methanogens”, p.15, Cold Spring 
Harbor Laboratory Press.

9) Bellon-Fontaine, M. N., Rault, J. and  vanOss, C. 
J. (1996): Microbial Adhesion to Solvents-A Novel 
Method to Determine the Electron-Donor/Electron-
Acceptor or Lewis Acid-Base Properties of Microbial 

Cells, Colloids and Surface B, 7, pp.47-53.
10) Ueki, K., and Nagai, S. (1993): “Kenki Biseibutsug-

aku”, p.95, Yokendo.
11) McCarty, P. L. (1972): “Water Pollution Microbiology”, 

p.91, Wiley.
12) Ohshima, H., and Kondo, T. (1989): Approximate 

Analytic-expression for the Electrophretic Mobility of 
Colloidal Particles with Surface-charge Layers, J. Col-
loid Interface Sci., 130, pp.281-282.

13) Ohshima, H., and Kondo, T. (1991): On the Electro-
phoretic Mobility of Biological Cells, Biophys. Chem., 
39, pp.191-198.

14) Ohshima, H., Nakamura, M. and Kondo, T. (1992): 
Electrophretic Mobility of Colloidal Particles Coated 
with a Layer of Adsorbed Polymers, Colloid Polym. 
Sci., 270, pp.873-877.

15) Sharma, P. K., Das, A., Rao, K. H. and Forssberg, K. S. 
E. (2003): Surface Characterization of Acidithiobacillis 
ferrooxidans Cells Grown under Different Conditions, 
Hydrometallurgy, 71, pp.285-292.

16) Busscher, H. J., Weerkamp, A. H., van der Mei, H. C., 
van Pelt, A. W., de Jong, H. P. and Arends, J. (1984): 
Measurement of the Surface Free Energy of Bacterial 
Cell Surfaces and its Relevance for Adhesion, Appl. 
Environ. Microbiol., 48, pp.980-983.

Nomenclature

Ao Initial absorbance of cell suspension (400 nm) [–]
At Absorbance of cell suspension after vortex mixing 

(400 nm) [–]
F Adhesion ratio of cell to organic solvent [%]
∆G0’ Standard change of free energy  [kJ/mol]



KONA Powder and Particle Journal No.26 (2008) 253

Author’s short biography

Toshiyuki Nomura

Dr. Toshiyuki Nomura is an Associate Professor of the Department of Chemical 
Engineering at Osaka Prefecture University. He received his B.S. in 1993 and M.S. 
in 1995 degrees from the Department of Chemical Engineering at Kyoto Univer-
sity. He obtained the Doctor degree of Engineering at Osaka Prefecture University 
in 1999. Currently, he is an editor of Journal of the Society of Powder Technology, 
Japan and Journal of Advanced Powder Technology. His major research interests 
are microbial adhesion and its application, shape and size control of nanoparticles, 
and microcapsule preparation.

Takanori Nagao

Mr. Takanori Nagao received his B.S. in 2004 and M.S. in 2006 from the Depart-
ment of Chemical Engineering at Osaka Prefecture University. Since 2006, he has 
been working at Aica Kogyo Co., Ltd.

Akinori Yoshihara

Mr. Akinori Yoshihara received his B.S. in 2006 and M.S. in 2008 degrees from the 
Department of Chemical Engineering at Osaka Prefecture University. Since 2008, 
he has been working at Sumitomo Bakelite Co., Ltd.

Hayato Tokumoto

Dr. Hayato Tokumoto was appointed in 2005 to a Research Associate in the Depart-
ment of Chemical Engineering at the Osaka Prefecture University. He received his 
Doctor degree in Division of Biology & Geosciences, Faculty of Sciences at Osaka 
City University in 2002. He has as a background in biology, physiology, biological 
organic chemistry and biochemistry.

Yasuhiro Konishi

Yasuhiro Konishi is a professor of chemical engineering at Osaka Prefecture Uni-
versity, where he earned his doctor’s degree in 1983. Konishi joined the faculty of 
the Department of Chemical Engineering at Osaka Prefecture University in 1983, 
and he has spent 25 years in research and lecturing. Also, he was a postdoctoral 
scholar in the Department of Materials Science and Mineral Engineering at the 
University of California at Berkeley from 1988 to 1989. Konishi’s research focuses 
on biochemical engineering in the processing and behavior of materials, natural 
minerals, wastes and effluents.



254 KONA Powder and Particle Journal No.26 (2008)

Introduction

　Suspensions of fine particles in gases, known as 
aerosols, arise in many contexts.  Aerosol reaction 
technologies produce millions of tons of particulate 
products each year; these include major commodity 
chemicals such as carbon black, titanium dioxide, 
fume silica, and a wide range of more specialized 
products.  Aerosol synthesis is central to a number of 
developments in the burgeoning arena of nanotech-
nology, providing an efficient route for the synthesis 
of nanoparticles with control over size, composition, 
structure, and morphology. 

　Fine particles are also released into the air inadver-
tently or form as a result of atmospheric physical and 
chemical transformations.  Epidemiological studies 
reveal profound adverse health effects of exposures 
to particles small enough to penetrate into the lower 
airways, i.e., those smaller than about 2.5μm aerody-
namic diameter - so-called PM2.5 (Pope, 1996; Dock-
ery et al., 1993; Donaldson et al., 2000; Donaldson et 
al., 2002).  Perhaps surprisingly, the most serious of 
those outcomes are not direct respiratory effects, but 
rather an increased incidence of a range of cardiovas-
cular disease exacerbations that have been related to 
reactive oxidative stress induced by the fine particles.  
Neurological problems have also been linked to ul-

trafine particle exposures.  For example, some weld-
ers exhibit manganism, a neurological disease with 
symptoms similar to Parkinson's disease, at a rela-
tively young age.  Nanoparticles have been observed 
to translocate across the olfactory mucosa, and sub-
sequent migration along the olfactory neurons and 
into the olfactory cortex (Oberdorsteret et al., 2004).  
Nanoparticles may, thus, enter the brain without hav-
ing to cross the blood-brain barrier, where they may 
contribute to such health outcomes.

　To understand both the processes by which com-
mercial fine particles are produced, and the adverse 
ef fects that may result in the workplace or in the 
environment, the nature of the particles must be 
known.  The distribution of particles with respect 
to size is one of the most basic measurements.  The 
primary method for determining the particle size 
distribution of particles smaller than 1mm diameter 
is differential mobility analysis, a technique that had 
its beginnings in the late nineteenth century (Flagan, 
1998), but that developed into a robust measurement 
technology in the last quarter of the twentieth cen-
tury, due in large part to the introduction of commer-
cial instruments.  A number of additional manufactur-
ers have introduced differential mobility analyzers 
to the marketplace in the last few years.  Moreover, 
differential mobility analyzers continue to undergo 
rapid development in the research community so the 
term “differential mobility analyzer” no longer refers 
to a specific instrument, but rather to a broad class of 
related devices.  
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　Dif ferential mobility analysis enables particle size distribution measurements of submicron 
aerosols with resolution well beyond that attainable in other size regimes of aerosols or other 
particulate media.  The pages that follow present a tutorial introduction to dif ferential mobility 
analysis, describing the underlying physics, the dif ferential mobility classifiers and associated 
detectors, data analysis, data presentation, and some of the challenges in using this powerful 
measurement method.
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　It should be noted that the device that is com-
monly labeled a “dif ferential mobility analyzer” is 
not a stand-alone instrument; instead, it is actually a 
classifier.  Differential mobility analysis requires that 
the classifier be interfaced to a detector, a flow con-
trol system, and a data acquisition system to enable 
a measurement to be made.  Following traditional 
nomenclature, in the discussion that follows the ab-
breviation “DMA” will be taken to refer to the classi-
fication component of a differential mobility analysis 
system.

　Differential mobility analysis combines a particle 
classifier that transmits particles within a narrow in-
terval of sizes from an initially polydisperse aerosol, 
and a detector that counts the particles within that 
differential size interval.  With computer control of 
flows and voltages within the classifier, and sensitive, 
continuous-flow particle detection, differential mobil-
ity analysis systems can be made sufficiently robust 
to enable unattended operation for extended periods 
of time and even in the challenging measurement en-
vironments encountered in airborne measurements. 

　To date, dif ferential mobility analysis has been 
used primarily to study atmospheric particles and 
in laboratory studies.  Due to its cost, complexity, 
and some challenges in its application, it has seen 
relatively little use in aerosol process technology, 
even though it af fords an opportunity to monitor 
the quality of product particles in real time with size 
resolution that is unattainable in most other particle 
characterization technologies.  The pages that follow 
will present a tutorial introduction to this powerful 
measurement technology.  This tutorial will not at-
tempt an exhaustive review; the interested reader 
may find that in a historical survey by the author (Fl-
agan, 1998), and numerous other review papers (e.g., 
McMurry, 2000).  Instead, this tutorial will introduce 
the underlying principals, details of operation, data 
analysis techniques, and challenges in measurement.  

Aerosol Particle Size Classification:  Fundamen-
tals

　Separation of aerosol particles into size classes is 
accomplished by introducing forces that balance or 
counteract the forces that are inherent to the particle, 
inertia and aerodynamic drag.  The inertial force is 
simply the mass times the acceleration,

　  (1)

The drag force is a function of par ticle size and 
shape.  For a spherical particle that is much larger 
than the mean free path of the gas molecules, and 
that is moving at a low velocity relative to the sur-
rounding gas, the drag force is given by Stokes Law:

　　 (2)

where μ is the viscosity of the gas, and dp is the par-
ticle diameter.  Stokes law holds so long as the Rey-
nolds number describing the motion of the particle 
relative to the gas (velocity u),  Re=|r (u-v) dp /μ|, is 
much smaller than unity.  For particles that are suffi-
ciently small relative to the mean free path of the gas, 
λ, the gas no longer behaves as a continuum fluid.  A 
slip correction factor is introduced to account for par-
ticle slip; the drag force then becomes

　 (3)

where Kn=2λ/dp is the Knudsen number of the par-
ticle.  The slip correction is given by an empirical 
equation of the form 

　 � (4)

where α=1.257, β=0.4, and γ=1.1.  

A convenient short-hand for the evaluation of the 
drag force is to define the mechanical mobility of the 
particle, B =C(Kn)/3ρµdp, as the drag force per unit 
of relative velocity between the gas and the particle.  
Equating the inertial and drag forces, and dividing 
by the particle mass, we find the particle equation of 
motion,

　� (5)

　The product mB has units of time, and can be iden-
tified as an aerodynamic relaxation time,  τa.  This is 
the characteristic time for a particle's motion to relax 
to equilibrium with that of the gas following a distur-
bance.  It provides the fundamental property that can 
be used to separate particles that are large enough, 
when subjected to disturbances that are brief enough 
that inertial ef fects are important.  Under normal 
ambient atmospheric conditions, the aerodynamic 
relaxation time for a 1µm diameter particle with unity 
specific gravity is about 3.6×10-6s, and the aerody-
namic relaxation time decreases rapidly with decreas-
ing particle size below this value.
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　Although inertial separations of small particles are 
possible by deflecting high velocity flows over very 
small dimensions, imposition of electrostatic forces 
provides a more convenient method for high resolu-
tion separations of such small particles.  This forms 
the basis for differential mobility analysis.  A particle 
that carries charge q exposed to an electric field ex-
periences a force

　 � (6)

Equating that force to the drag force yields the termi-
nal electrophoretic migration velocity

　 (7)

where Z is the electrical mobility of the particle 
(migration velocity per unit of electric field; units: 
m2V-1s-1).  Because the aerodynamic relaxation time 
for submicron particles is so short and the terminal 
migration velocities are relatively small for the condi-
tions of differential mobility analysis, it is not usually 
necessary to consider the transient inertial in mobil-
ity analysis.

　Thus, we see that electrophoretic migration of 
charged aerosol particles does not depend upon the 
particle mass.  Only the drag force and electrostatic 
forces influence the measurement.  A very special 
case arises when the charge on the particle is one el-
ementary charge, i.e.,  q = ±e. Then the electrostatic 
force acting on the particle is known exactly, so mea-
surement of the migration velocity directly reveals 
the mechanical mobility B.  This in turn reveals the 
particle diffusivity since, by the Stokes-Cunningham-
Einstein relation, the particle diffusivity is 

　D＝BkT (8)

　The primary mechanism of respiratory tract depo-
sition of inhaled particles smaller than a few tenths 
of a micron in diameter is diffusion, so determination 
of the electrical mobility directly measures a key pa-
rameter that governs their potential health effects.  
Mobility analysis does not directly measure particle 
size; instead, it measures a very important transport 
property, B.  If one knows, or assumes the particle 
shape, the particle size can be calculated from the 
mobility.

Differential Mobility Analysis
　We seek to use a measurement of how fast par-
ticles migrate in a well-defined  electric field to deter-
mine the electrical mobilities of those particles.  This 
is accomplished using an classifier that is commonly 

called a differential mobility analyzer (DMA).  The 
DMA consists of a flow channel between two elec-
trodes.  A small aerosol flow is introduced near one 
of those electrodes; a larger sheath flow fills the re-
mainder of the channel.  As the combined gas flows 
carry the particles through the channel, a voltage 
difference between the electrodes drives particles of 
appropriate polarity across the channel.  In differen-
tial mobility analyzers, a small flow that exits through 
a downstream port in the counter electrode extracts 
particles that have mobilities in a narrow range.  In 
an alternate configuration, the counter electrode is 
divided into a number of segments, each of which 
is connected to an electrometer that monitors the 
charge that accumulates as particles deposit, thereby 
again determining the numbers of particles within a 
narrow size interval.  

　DMAs have been built with a number of different 
geometries.  By far the most common geometry is 
the cylindrical DMA (cDMA) in which the classifica-
tion takes place in the flow between concentric cylin-
ders (Knutson and Whitby, 1975a; Winklmayr et al., 
1991; Chen et al., 1998; Heim et al., 2005; Rosell-Llom-
part, et al., 1996).  Classification is also performed 
using radial flow between parallel disk electrodes in 
the so-called radial DMA (rDMA) (Zhang et al., 1995; 
Fissan et al., 1996).  Although rectangular channels 
appear in the early literature, edge effects reduce the 
resolution of such DMAs.  Nonetheless, the ability to 
miniaturize such devices has led to recent develop-
ments with this geometry (Zhang and Wexler, 2006; 
Kulkarni and Wang, 2006).  

　To illustrate the fundamental operation of the 
DMA, we consider the classical Knutson and Whitby 
(1975a) cylindrical DMA design (KW-cDMA), long 
the only commercially available DMA and still the 
most common instrument.  Other DMAs dif fer in 
their design details, and somewhat in performance, 
but the basic operation is the same for all of designs.  

　Fig. 1 illustrates the DMA schematically.  Aerosol 
enters the classification region through a slot in one 
electrode.  For the DMA to achieve the theoretical 
per formance described below, some mechanism 
must ensure that the aerosol flow is uniform over 
the entire length of the slot.  In the KW-cDMA, a 
narrow annulus provides the pressure drop required 
to ensure uniform flow.  Other instruments use a 
tangential inlet into an entrance channel to achieve 
uniform flow with low diffusional losses of fine par-
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ticles, following the approach of Winklmayr et al., 
(1991). The sheath flow fills the space between the 
two electrodes.  Again, some form of flow distribu-
tor is needed to ensure uniform, laminar flow; this is 
often a screen.  A converging flow entrance region 
may be used to further improve flow uniformity.  This 
can be taken to extreme limits in efforts to maximize 
resolution in the classification of particles of sizes ap-
proaching the molecular regime.

Differential Mobility Analysis: Theory

　Two flows enter the DMA classification region, and 
two exit from it.  The entering flows are the aerosol 
flow, with a volumetric flow rate of Qa, and the sheath 
flow, Qsh.  The exiting flows are the classified sample 
flow, Qc, and the exhaust flow, Qe.  Two flow rate ra-
tios characterize the instrument,

　 and . (9)

β denotes the aerosol flows to that of the larger 
sheath and exhaust flow.  The resolving power of 
the DMA will be shown to vary inversely with β. δ 
reveals imbalance between the two aerosol flows.  In 
typical DMA operation, β-1 is between about 4 and 
20, although some instruments and measurement 
scenarios favor more extreme values.  For many mea-
surements, β-1=10 has traditionally been used.

　The reasons for describing the performance in 
terms of β-1can be seen by examining the trajectories 
of particles through the DMA in the kinematic (non-
diffusive) limit.  The DMA is set to classify particles  
with a nominal mobility, Z*, corresponding to a parti-
cle that enters at the centroid of the incoming aerosol 
flow, and exits at the centroid of the outgoing classi-
fied aerosol flow.  Such a particle must traverse one-
half of the aerosol and classified flows and the entire 
sheath flow as it is carried through the classifier from 
the aerosol entrance port to the classified aerosol 
outlet port, i.e., it must cross a region through which 
a volumetric flow rate of Qsh + (Qa+ Qc)/2 passes.  
The corresponding mobility is 

　cDMA:   

　rDMA:   (10)

where V is the voltage difference between the two 
electrodes; dimensions for the cDMA are illustrated 
in Fig. 1;  for the rDMA, R2 and R1 denote the radii 
of the aerosol entrance slot and the classified sample 
extraction port, respectively (R2> R1), and b is the 
separation distance between the parallel disk elec-
trodes.

　Particles of slightly higher and lower mobilities 
will also be transmitted from the aerosol flow to the 
classified aerosol flow.  In the kinematic limit, upper 
and lower bounds on transmitted particle mobility 
are determined by, Zmin=Z*(1-β), and Zmax=Z*(1+β) 
if the flows are balanced (δ=0).  The probability 
that a particle of mobility Z will be transmitted from 
the aerosol flow to the classified aerosol flow when 
the instrument is set to classify particles of mobility 
Z* is called the transfer function of the classifier and 
denoted Ω(Z, Z*).  The kinematic limit transfer func-
tion assumes a discontinuous form, that is triangular 
if the flows are balanced, but that may assumes a 
trapezoidal form when flows are imbalanced(Knutson 
and Whitby, 1975a), i.e., 

 (11)

The triangular transfer function that is found when 
the flows are balanced has special significance:  the 
ratio of the mobility at the peak of that transfer func-
tion to the full width at one half of that maximum 
value is equal to β-1.  Thus, the flow rate ratio serves 
as a figure of merit for the ideal DMA against which 
real classifiers can be compared. Using terminology 
analogous to a range of spectroscopies, this figure of 
merit has been called resolving power or resolution 

Radioisotope
Neutralizer

Aerosol in

Sheath air

Detector

High voltage

L

R1

R2

Exhaust flow

DMA

Fig. 1   Schematic illustration of a cylindrical differential mobility ana-
lyzer measurement system.  The aerosol first passes through a 
charging system, typically a so-called neutralizer using a radio-
isotope source to produce gas ions that attach to the particles.  
The aerosol then enters the differential mobility analyzer that 
transmits particles within a narrow range of mobilities across a 
sheath flow to a classified sample outlet port; the remaining flow 
is exhausted.  The classified particles are then counted using a 
condensation particle counter or electrometer.
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in the kinematic limit, i.e., Rk = β-1.(Flagan, 1999).  

　The kinematic limit is an approximation that is only 
approached when an ideal DMA is operated at the 
highest possible voltages.  As the voltage is reduced, 
Brownian diffusion broadens the transfer function, 
and reduces the peak transmission efficiency.  Dur-
ing classification, a particle must migrate the across 
the gap between the electrodes. The particle mi-
grates at a velocity ve=ZE where E=V/rln(R2/R1) for 
a cylindrical DMA with inner and outer radii of R1 

and R2, respectively.  For a radial DMA with a spac-
ing between electrodes of b, E=V/b.  To examine the 
extent to which diffusion allows particles to deviate 
from their kinematic trajectories through the classi-
fication region, we examine the ratio of transport by 
electrophoretic migration to that by diffusion.  This 
ratio forms a migration Peclet number,

　 (12)

Recalling that the electrical mobility, Z=qB, and par-
ticle diffusivity, D, are related through the Stokes/
Cunningham/Einstein relationship, Eq. (8), and us-
ing the appropriate form for the electric field, we find

　 � (13)

where we have restated the charge on the particle in 
terms of the number of elementary charges, q=|ne|e.  
For singly charged particles, |ne| =1.  Then, the rela-
tive importance of Brownian diffusion in transport of 
charged particles through the classification region of 
the a DMA is determined by

　

eV is simply the electrostatic potential energy of the 
particle in the electric field of the DMA; kT is the 
thermal energy of the particle.  The geometry factor 
is of order unity, and varies only slightly from one 
DMA design to another, although there do exist a 
few ways to achieve modest improvements in DMA 
performance through design optimization.

　Thus, the operating voltage of a DMA is the pri-
mary factor that determines whether diffusion will 
influence the classification.  Turbulence, misalign-
ment of key components, nonuniform distribution of 
the aerosol flow around the entrance port, or other 

factors may cause additional degradation.  For any 
DMA and flow rate ratio, β, there exists a minimum 
voltage below which diffusion will degrade the clas-
sification quality.  

　An exact derivation of the transfer function that in-
cludes the effects of diffusion is not possible.  Some 
authors have repor ted the ef fects of dif fusional 
broadening of the transfer function in terms of a fic-
tional, broadened triangular transfer function.  While 
expedient, this approach hides the physical factors 
that influence the broadening, and that can be un-
derstood through more rigorous modeling. (Stolzen-
burg, 1988; see also Flagan, 1999 or Hagwood et al., 
1999) provides an elegant semi-analytical derivation 
of the dif fusion-broadened DMA transfer function 
that can readily be evaluated in terms of parameters 
that are readily interpreted physically.  The Stolzen-
burg diffusion-broadened transfer function is

where 

　  (15) 

and  is a dimensionless broadening parameter that 
is evaluated as an integral along the particle migra-
tion path, i.e., 

 (16)

By assuming either a uniform velocity over the gap 
between the electrodes (plug flow), or fully devel-
oped laminar flow with a parabolic (rDMA) or nearly 
parabolic (cDMA) velocity profile, one can analyti-
cally derive the broadening parameter.  Generally, 
the laminar flow version best matches obser ved 
DMA performance since DMAs are operated in the 
laminar flow regime.  For a number of years, only a 
few DMA designs were available, and a simple table 
would suffice to summarize DMA performance (see 
Flagan, 1999).  Several new DMA designs have been 
introduced recently, and designs continue to evolve; 
Fig. 2 shows the variation of G with the key dimen-
sionless parameters that describe cylindrical DMA 
performance, along with the parameters character-
istic of a number of existing DMA designs.  Most of 
the DMAs lie within a narrow range of G values.
Fig. 3 shows the transfer function for several dif-
ferent values of Pemig (and V for the traditional KW-
cDMA), and compares the result with the kinematic 
transfer functions.  Equation (14) asymptotically ap-
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proaches the triangular transfer function predicted 
in the kinematic limit at high voltages, as expected, 
but approaches a Gaussian distribution as expected 
for diffusion dominated migration in the low voltage 
limit.  
　A more convenient way to illustrate the perfor-
mance of the DMA is to define a figure of merit for its 
classification efficacy.  Following approaches used in 
a wide range of spectroscopies, we define the resolv-
ing power or resolution of the DMA for particle clas-
sification as the ratio of the mobility at the peak of 
the transfer function, to the full-width of the transfer 
function where the transmission efficiency is one-half 
of the peak value. As previously noted, this defini-
tion of the DMA mobility resolution implies that, in 
the kinematic limit, RK= β-1. The DMA resolution is 
plotted as a function of voltage for a number of DMA 
designs in Fig. 3.  Little difference is seen between 

the performance of different DMA geometries. Note 
also that, for different flow rate ratios, the resolution 
closely approximates the kinematic limit, so long as 
the voltage is greater than a critical value, and that 
for all flow rate ratios, the resolution approaches a 
single diffusional limit for low voltages.  That limit 
can be approximated as

　� (17)

Equating the resolution at the kinematic limit with 
that in the diffusive limit provides an estimate of the 
voltage below which diffusional effects dominate, i.e., 
for balanced flows,

　� (18)

where f is a factor that accounts for nonuniformities 
in the electric field.  For the rDMA, f=1, while, for the 
cDMA, f=(1- R1/R2)/ln(R2/R1).  

　For most DMA designs, electric fields greater 
than about 10 kV/cm lead to electrostatic break-
down.  The resulting arcs produce ions and particles 
that confound measurements and that may damage 
expensive components of the DMA.  If the DMA is 
operated at altitude, at reduced pressure, or at high 
relative humidity, the field strengths that can be toler-
ated diminish further.  Most DMAs employ electrode 
spacings of about 1 cm, so voltages are typically lim-
ited to less than 10 kV.  The resolution of the DMA is, 
therefore, limited by electrostatic breakdown.  More-
over, as one attempts to increase the resolution of the 
DMA, the measurement size range decreases rapidly.  
While one might achieve a resolution of slightly 
greater than 100, particles of dif ferent mobilities 
could only be measured with that high resolution by 
varying the flow rates through the classifier, either in 
discrete steps for different size ranges, or by continu-
ously  scanning flow through flow DMA as proposed 
by  Collins et al. (2000).  

Particle Charging

　Differential mobility analysis is commonly used to 
measure particle size distributions, but this requires 
knowledge of the probability distribution of charge 
states as a function of particle size, i.e., P(ne,dp) de-
notes that a particle of size dp carries ne charges.  The 
simplest model of aerosol particle charging is that 
of the Boltzmann equilibrium charge distribution.  
Unfortunately, that model is not applicable for par-

Fig. 2   Contour plot of the variation of G with dimensionless design pa-
rameters for the cylindrical DMA operated in the laminar flow 
regime at a flow rate ratio of β =0.1.

Fig. 3   Stolzenburg (1988) transfer function for the TSI-long column 
DMA operated at a flow rate ratio of β=0.1.
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ticles in low-pressure gases.  For particles in aque-
ous solution, the charge state is a well-defined state 
of charge equilibrium that is achieved as a result of 
rapid, reversible reactions between solute ions and 
the particle surfaces.  Low temperature gases do not 
contain sufficient ion concentrations to enable such 
rapid charge transfer reactions; nor are the charge 
transfer “reactions” reversible.  A particle that carries 
ne charges can increase or decrease charge only by 
attachment of a gas ion of appropriate polarity.  The 
charge state of an aerosol is, therefore, a function of 
its history (initial charge distribution) and its expo-
sure to gas ions.

　Because the charge state or history is not gener-
ally known at the point where the aerosol is sampled, 
quantitative determination of the fraction of particles 
that exist in a given charge state can only be achieved 
by altering the charge state to produce a known 
charge distribution.  This is most commonly accom-
plished by exposing the aerosol to an ion cloud that 
is overall electrically neutral, but that contains a large 
balanced concentration of positive and negative ions.  
This charge state is achieved by passing the aerosol 
through a bipolar (or ambipolar) diffusion charger 
that is, somewhat confusingly, called an aerosol neu-
tralizer.  Within this device, an electrically neutral ion 
cloud is usually produced by exposure of the gas to 
ionizing radiation from a radioactive source, although 
alternatives to the use of the radioactive source are 
under development.  With adequate time of exposure 
to this ion cloud, and for a number concentration of 
particles that is not too large, a steady-state charge 
distribution is asymptotically approached.  This dis-
tribution is not truly electrically neutral; because the 
positive and negative ions have different mobilities 
and diffusivities, a slight charge imbalance results.  
The precise balance depends on the composition of 
the gas in which ionization performed.  Most stud-
ies involve charging in air, wherein negative ions 
have higher mobility than do positive ones.  For this 
reason, the “neutralized” aerosol has a slight excess 
of negatively charged par ticles, as illustrated in 
Fig. 4. Below about 100 nm diameter, few particles 
carry more than one charge, and only a small fraction 
carry any charge.  As particle size increases above 
this threshold, the probability that a particle will ac-
quire more than one charge increases to the point 
that, at 1 µm diameter, approximately 13% of the par-
ticles carry two charges.  This imposes an important 
limit on the use of differential mobility analysis.  The 
method is generally applied only to particles smaller 

than about 1 µm diameter.

　The detailed theory of aerosol charging was de-
veloped by Fuchs (1963), and extended by Hoppel 
and Frick (1990).  While the full theory is beyond the 
scope of this tutorial, Wiedensohler (1988) provides 
a readily evaluated expression for the fraction of par-
ticles that carry k charges in the steady-state charge 
distribution, i.e., 

　  (19)

where the coefficients ai,k were empirically  fitted to 
the Fuchs solution.  Those coefficients are summa-
rized in Table 1.  Fig. 4 displays the resulting charg-
ing probabilities.

Table 1 Coefficients ai,k for Wiedensohler’s (1988) 
approximation to the corrected Fuchs charge distri-
bution. (Note that coef ficients a4,1 and a5,2 dif fer from 
those originally published to correct a typographical er-
ror.) 

　Increasing interest in particles in the low nanome-
ter size regime has heightened interest in overcom-
ing the measurement inefficiency that the decreasing 
charging probability imposes.  Unipolar dif fusion 
charging, wherein the particles are exposed to gas 
ions of only one polarity, can dramatically increase 

 

Fig. 4   Charge distribution for bipolar charging in ambient 
pressure air calculated using the Wiedensohler (1988) 
approximation to the Fuchs charge distribution.
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the probability that particles are charged, although 
the charging probability no longer approaches a well-
defined steady state, but, rather, depends on the 
product of the ion concentration and the exposure 
time, Nit. High charging probabilities for nanopar-
ticles have been reported from such studies.  In con-
trast to bipolar diffusion chargers that yield a charge 
state that is largely independent of charger design, 
unipolar charger performance is a strong function of 
charger design.  For that reason, we will not attempt 
to describe the details of their performance in this 
tutorial.

　The highly variable charging probability leads to 
another problem in particle charging: any uncer-
tainty in the charging probability can lead to a large 
uncertainty in estimated concentration variations 
with particle size.  This uncertainty in concentration 
determination is, perhaps, the weakest link in differ-
ential mobility analysis.

Particle Detection

　In order to use the DMA to make size distribu-
tion measurements, the classifier must be coupled 
to a particle detector.  DMA measurements typically 
extend well below 1µm diameter; many instruments 
probe the low nanometer size range.  Direct detec-
tion by light scattering is impractical for such small 
particles due to their small scattering cross sections.  
Two types of detectors are used to detect mobility 
classified particles: (i) the condensation particle 
counter (CPC); or (ii) the aerosol electrometer (AE).  
The former method is most common due to its high 
counting efficiency.  The latter is used when particle 
concentrations are high, or when particles are too 
small to be detected by the CPC.  We will briefly dis-
cuss the two methods below.

Condensation Particle Counter

　The condensation particle counter is an instrument 
that condenses a vapor on small particles to grow 
them to sufficiently large size that they can be detect-
ed optically.  The CPCs that enable DMAs to be used 
for size distribution measurements count particles in 
a continuous aerosol flow.  A vapor (typically butanol 
or water) is mixed with the aerosol under conditions 
that produce supersaturation of the vapor.  Particles 
larger than the so-called Kelvin equivalent size acti-
vate and grow. That size is

　 (20)

σ is the surface tension, vl is the molecular volume, 
k is the Boltzmann constant, T is temperature, and 
S=pv/psat is the saturation ratio, the ratio of the vapor 
pressure to the saturation vapor pressure.  For water 
vapor, and, to a lesser extent for other vapors used in 
CPCs, the minimum size of particles that will be acti-
vated may also depend on the composition of the par-
ticle.  Vapor condensation grows particles to super-
micron sizes (dp>1µm).  Counting efficiencies can be 
nearly 100% for particles ranging from a few microns 
down to minimum sizes that are typically in the range 
of 15nm to 2.5nm, although some prototype CPCs 
detect even smaller particles.  The performance of a 
CPC is generally characterized in terms of the mini-
mum size that is counted with 50% efficiency.  

　High quality size distribution measurements re-
quire sufficient counts in each channel (or at least in 
those channels that dominate the size distribution) 
to minimize uncertainties due to counting statistics.  
For large particles, number concentrations are of-
ten low enough that counting statistics are an issue 
unless long counting times are employed; for small 
particles, the low charging probability reduces the 
number of counts, and the mechanisms employed 
to produce sheath flows that reduce particle losses 
within some ultrafine CPCs result in counting par-
ticles in only a small fraction of the flow entering 
the CPC -- flows as small as 0.5 cm3s-1 are employed 
in some instruments.  Size distributions measured 
under some circumstances will appear quantized as 
a result of counting only a few particles in each chan-
nel, a clear indication that Poisson statistics are de-
grading the measurement.  High flow rate CPCs that 
can measure the ultrafine particles (Russell et al., 
1996; Hering and Stolzenburg, 2005) overcome this 
weakness in ultrafine particle measurements.

　Although CPCs may count particles within very 
short time intervals, the responses of some of these 
detectors can be quite slow.  Most of the simpler 
commercial detectors (TSI Models 3010, 3022; MSP; 
Grimm) have response times of order 2-3 seconds.  
The TSI  Model 3025  and the TSI Model 3785 water 
based CPC have response times of 0.18s and 0.35s, 
respectively.  These response times become impor-
tant as one attempts to reduce the time required to 
make size distribution measurements.



KONA Powder and Particle Journal No.26 (2008)262

Aerosol Electrometer

　Since the DMA classifies charged aerosol particles, 
that charge can be used to detect the transmitted par-
ticles.  This is performed using an aerosol electrom-
eter (AE).  For typical classified aerosol flow rates, 
O(1 L/min), measurable currents (greater than a 
lower detection limit of 10-17-10-15 A) are obtained only 
when aerosol concentrations are high.  Moreover, 
the charging probability decreases with decreasing 
particle size, so the particle-concentration sensitiv-
ity of the electrometer detector decreases with par-
ticle size.  Nonetheless, aerosol electrometers have 
proven very useful in measurements of fine particles 
emitted by engines and other sources, and for char-
acterizing particles produced by aerosol synthesis 
reactors.  Because aerosol electrometers are based 
upon a fundamental physical measurement, charge, 
they are also used in the calibration condensation 
particle counters and other detectors using mobility 
classified, and therefore charged, particles.

Differential Mobility Analysis for Size Distribu-
tion Measurements

　When the DMA was first introduced, it was used 
primarily as a source of classified aerosol particles 
for calibration of other instruments(Knutson and 
Whitby, 1975a), although, even in the earliest papers, 
the potential to use the DMA to measure particle 
size distributions was recognized.  The introduction 
of the continuous-flow condensation particle counter 
(CPC), which will be discussed in greater detail later, 
and the availability of computer data acquisition and 
instrument control provided the tools necessary 
to transform an elegant calibration instrument into 
the premier particle size distribution measurement 
technique.  The DMA produces an aerosol flow that 
contains a representative sample of particles with 
mobilities in the narrow range of the DMA transfer 
function.  By making measurements at voltages that 
span the operating range of the DMA, one acquires 
dif ferential measurements of the concentrations of 
particles in narrow mobility bins.  Since the relation-
ship between mobility and particle size is well known 
(at least for spherical particles), the mobility bin data 
can readily be translated to determine the particle 
size distribution.  There are three basic approaches 
to differential mobility analysis of aerosol particles.

Stepping mode size distribution analysis

　The simplest mode of DMA operation for size dis-
tribution analysis is so-called stepping mode in which 
the classifier is stepped through a sequence of volt-
ages to enable measurement of particle concentra-
tions in each corresponding mobility bin.  The first 
commercial version of a DMA system for size dis-
tribution measurements employed this mode in the 
so-called differential mobility particle sizer (DMPS, 
TSI)  A more recent  instrument that employs this 
mode of operation is the Grimm sequential mobility 
particle sizer + counter (SMPS+C), which should not 
be confused with the scanning mobility particle sizer 
(SMPS) that is described in the next section.  

　To determine the size distribution from a sequence 
of measurements, one must “invert” the data.  Con-
sider first a single voltage channel in which the con-
centration of transmitted particles is measured using 
a detector that produces an average signal s(dp,ne) for 
each particle of size dp and charge ne.  The total sig-
nal for that channel is the sum of contributions from 
all transmitted particles, i.e.,

 (21)
where η(dp,ne) is the overall transmission ef fi-
ciency for the target particles.  Each voltage channel 
nominally corresponds to a different size for singly 
charged particles.  From a sequence of measure-
ments, we seek to determine n(dp,ne).  Unfortunately, 
the solution of the set of J Fredholm integral equa-
tions (Eq. 21) is a mathematically ill-posed problem 
for which no unique solution exists.   

　We can reduce these integral equations to a set 
of linear equations by noting that the DMA transfer 
function, signal generated, and transmission ef fi-
ciency are generally narrow enough that they change 
little over the range of sizes for which transmission 
is significant for any given operating voltage.  Those 
functions can then be taken outside the integral to 
produce:

(22)

where
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(23)

is a transfer function weighting parameter.  The set 
of linear equations represented by Eq. (22) can be 
solved to estimate values of the size distribution func-
tion corresponding to each of the voltage. Measure-
ment errors and uncertainty make direct solution 
risky.  Instead, constrained statistical solutions are 
generally preferred, e.g., least squares fits to the set 
of channel measurements that are constrained to 
only allow positive values of n(dp, j, ne).  

　The solution is further simplified if the particle 
charge can be tuned to allow only single charge, 
e.g., ne=±1.  Methods to approach this ideal will be 
discussed when we examine approaches to particle 
charging.

Scanning mode size distribution analysis

　Stepping mode DMA size distribution measure-
ments are simple, but, due to the long times required 
for particles to pass through the DMA and associated 
plumbing to reach the point at which particles are 
counted (or otherwise measured) in the detector, 
more time is spent waiting for the signal to reach 
steady-state than is spent counting particles.  Wang 
and Flagan (1990) provided a simple way to eliminate 
this long waiting time.  The key to differential mobil-
ity analysis is separation of particles in terms of their 
electrophoretic mobilities.  Rather than performing 
this separation with the DMA voltage held at a con-
stant value, they continuously scanned the voltage, 
and continuously counted particles.  Inference of the 
particle mobility required that all delays between the 
time that a particle exits the classification column 
and the time that it is detected be taken into account.  
The transfer function of the DMA operated in scan-
ning mode was shown to be identical to that of one 
operated at the average voltage during the particle 
transit time.  An additional subtlety was identified 
by Collins et al. (2004); the changing voltage during 
the particle transit time can alter how long a particle 
spends in different regions within the velocity profile 
of the classifier.  This is reflected in a difference in 
the size distribution measured during a scan of in-
creasing voltage (an up-scan) and that measured with 
decreasing voltage (a down-scan).  

　Ideally, all transmitted particles should follow the 

same trajectories through the DMA during any scan.  
This can be accomplished if the ratio of the voltage 
applied at any point in its transit through the classifi-
er to that when it first enters the classifier is kept con-
stant for all particles, a condition that is only achieved 
for constant or exponentially ramped voltage, i.e., 
V =V0e±t/τscan so this was the voltage schedule used 
in the original, and most, if not all, implementations 
of scanning mode DMA operation.  The instrument 
based upon scanning mode operation was originally 
labeled the scanning electrical mobility spectrometer 
(SEMS).  The first commercial version was the scan-
ning mobility particle sizer (SMPS) produced by TSI.  
This is not to be confused with the GRIMM sequen-
tial mobility particle sizer and counter (SMPS +C) 
that is a stepping mode instrument.  The scanning 
mode technology is not patented and has been imple-
mented in other instruments.

Detector Response Time Issues

　Scanning mode DMA operation promises tre-
mendous enhancements in measurement speed.  
Unfortunately, present detectors prevent that full 
potential from being realized because of limitations 
in the detector time response.  This effect was first 
identified using commercially available condensation 
particle counters (Russell et al., 1995).  Mixing within 
the internal volume of the CPC produces a distribu-
tion of residence times within the mixing region for 
particles that enter the CPC within a single counting 
time interval.  The probability that a particle reaches 
the detection point within a differential time interval 
between t and t+dt can be expressed as dP=E(t)dt.  
For most of the CPCs for which response time distri-
butions, that residence time distribution can be ap-
proximated as

Fig. 5  CPC response time smearing.
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　 (24)

Only if the counting time interval tc is long compared 
to the mean residence time, tr, will the counts be re-
corded within the expected time interval. If the ratio 
tc/tr approaches unity, the counts will be distributed 
over about 6 channels, as illustrated in Fig. 5.  De-
creasing tc/tr to 0.4 smears the signal such particles 
that first order data analysis would attribute to a 
single mobility channel actually span more than 10 
channels of the measurement.  

　Electrometers may enable faster measurements, 
but they are also subject to smearing due to the in-
herent electronics time constant, τE =RC, where R 
and C are the effective resistance and capacitance of 
the electrometer, respectively.  Efforts to increase 
the sensitivity of aerosol electrometers are generally 
accompanied by an increase in τE, although this pa-
rameter is rarely reported.

　This smearing of the transfer function was first re-
ported in studies of the scanning mode of DMA size 
distribution analysis (Russell et al., 1995), but it af-
fects all DMA size distribution measurements, regard-
less of whether scanning mode or stepping mode opera-
tion is employed!  An examination of the reported 
mean residence times demonstrates that the effect 
must be taken into account to accurately deduce size 
distributions from DMA measurements.  Some of the 
reports in the literature fit data to a more complex 
double-exponential residence time distribution, i.e., 

　 (25)

One must count for t ~ 10τR for 90% of the counts to 
attributed to the proper time bin, so the time required 
per channel to make smearing unimportant varies 

from about 0.1 s for the fastest developmental CPCs 
to as long as 10 s or more for some of the commercial 
instruments. When one measures tens of mobility 
channels, the time required to complete a measure-
ment add up rapidly.  Most measurement protocols 
have been designed with limited attention to this 
smearing effect, and operate much more rapidly than 
the idealized protocol that the above discussion sug-
gests.  
　Russell et al. (1995) derived an analytical solution 
for the smeared transfer function, but that result is 
far too complex to be practical. Collins et al. (2002) 
developed a much simpler deconvolution proce-
dure for redistributing accumulated counts into the 
“proper” time bins (channels).  For a continuously 
operating CPC, the number of particles that entered 
the CPC during the kth time interval can be estimated 
using a simple recursion relationship.  Assuming a 
simple, single exponential residence time distribu-
tion, the number of particle counts that would ideally 
have been recorded during that interval is 

　 (26)

where Ck is the recorded counts in the counting time 
interval, u=exp(t/tR), and Fk is a history function 
that is defined such that

　 (27)

　  (28)

　Although subject to statistical uncertainties, espe-
cially when particle counts are low, this deconvolution 
is fast enough to be computed as data are acquired to 
enable presentation of data that are de-smeared to a 

 

Table 2  Reported CPC response time characteristics
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first degree.  Of course, the raw data should always 
be recorded so that any problems encountered in the 
deconvolution can be addressed in post-processing of 
the measurements.  

Data Presentation

　Once one has inverted the data, it is usually plot-

ted.  The approaches to data representation used in 
much of the powder and particle technology are of-
ten inappropriate for DMA measurements.  Because 
the measurement is a true, differential measurement, 
and, with modern detectors, can provide absolute 
concentration data (number per unit volume of 
sampled gas), representation of the results of DMA 
measurements as count fractions or cumulative dis-

(c)

(b)(a)

(d)

Fig. 6   Size distributions obtained using a scanning mode DMA system probing a silicon aerosol produced by a multistage silane pyrolysis reactor (Lunden, 
1995).  The aerosol consists of coarse mode particles, with a number median diameter of ~ 200 nm. A second, fine mode is produced when silicon that 
vaporizes in a high-temperature sintering reactor nucleates; the amount in that mode increases with temperature. (a) Linear plot of the size distribu-
tion. (b) A properly drawn size distribution in which the particle size is represented on a linear scale. Note that the fraction of the total area in the 
fine mode is comparable for plots (a) and (b). (c) An incorrectly drawn size distribution in which dN/ddp is plotted with a logarithmic diameter scale. 
Note that this misrepresentation suggests that the fine mode particles are much more abundant that the properly drawn figures show. (d) A log-log 
plot of the size distribution that shows the consistency of the form of the self-preserving particle size distribution for both the coarse and fine mode 
particles.
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tributions is undesirable.  First, the cumulative repre-
sentation ignores the particles that are not counted at 
either end of the size range sampled.  Furthermore, 
if measurements are normalized to produce frac-
tional distributions, that omission of the uncounted 
particles makes the cumulative measurement mean-
ingless.   Instead, size distributions should be repre-
sented as differential distributions.  

　Plotting ΔN/Δdp versus dp on a linear scale, as in 
Fig. 6 (a) enables one to visually integrate the size 
distribution to see how particles are distributed with 
respect to size.  Because particles are often distribut-
ed over a wide range of sizes, a logarithmic size axis 
is often more convenient; in that case, the size distri-
bution should be plotted as ΔN/Δlogdp versus logdp, 
as illustrated in Fig. 6 (b).  Again, this enables one 
to visually integrate the size distribution and properly 
interpret the relative importance of different portions 
of the size range. Plotting ΔN/Δdp versus logdp pro-
duces a misleading plot and should be avoided.  This 
is clearly demonstrated in Fig. 6 (c) that suggests 
that the fine mode of particles contribute much more 
to the total number than either of the earlier figures 
do.  Finally, the shape of the size distribution often 
contains useful information about the processes that 
govern particle formation.  Plotting log(ΔN/Δlogdp) 
versus logdp (Fig. 6 d) is an effective way to visual-
ize that information, particularly if one is systematic 
about the relative scales of a decade on the size and 
concentration axes. My personal preference is to 
ensure that the lengths corresponding to one decade 
are the same on both axes, even though this some-
times leads to tall, narrow plots. By routinely doing 
so, one quickly learns to recognize the so-called 
self-preserving particle size distribution in which the 
shape stays the same as particles grow and decrease 
in number due to Brownian coagulation (Lai et al., 
1972), such as that shown by the large particle mode 
in Fig. 6 (d).  The data in these plots come from an 
experiment involving the synthesis of silicon particles 
by silane pyrolysis, followed by processing at high 
temperature to densify the agglomerate particles 
(Lunden, 1995); as the peak temperature in the sin-
tering region increases, some of the silicon vaporizes; 
when this later condenses, the nuclei coagulate to 
produce a second self-preserving particle size distri-
bution.  The similarities in the two shapes are readily 
apparent.  Narrower distributions generally result 
from growth by condensation or other vapor deposi-
tion mechanisms. 

Closing Comments

　This tutorial has introduced the method of differ-
ential mobility analysis for measurement of particle 
size distributions of submicron particles entrained 
in a gas.  The method is powerful and enables rapid, 
high resolution differential size distribution measure-
ments.  Like all particle measurements, there exist 
limits to the range of particle sizes that can be mea-
sured: a lower bound on particle size due to limits of 
the particle detection technology employed, and to 
low charging probability and high diffusional losses 
of extremely small particles.  It should be noted, how-
ever, that subnanometer particles (or gas ions) have 
been successfully classified with high resolution, 
high flow rate DMAs (de Juan and de la Mora, 1998).  
Size resolution diminishes for particles larger than 
about 1 µm diameter due to ambiguity in the charge 
state as the particles acquire multiple charges.  The 
maximum attainable resolution of the method is de-
termined by the ratio of the sheath to aerosol flow 
rates - the higher the ratio, the higher the size resolu-
tion.  As one attempts to increase the resolution, how-
ever, the available measurement range at the high 
resolution narrows.  In theory, an ideal DMA could 
achieve a resolving power of 300, but only for one 
particle size at any volumetric flow rate through the 
instrument since lower voltages would allow diffu-
sional broadening of the transfer function, and higher 
voltages would induce arcing within the DMA.

　Size resolution can be degraded by a number of 
factors: low voltage operation enables Brownian dif-
fusion to compete with electrophoretic migration; 
design defects may distort the azimuthal symmetry 
in the electric or flow fields; turbulence or flow insta-
bilities can also distort the flow fields; too-rapid step-
ping or scanning of the classifier voltage can result in 
particles being counted in the wrong size bins due to 
the finite response time of the detector.  

　To evaluate the performance of a DMA relative to 
the theoretical ideal, one should examine the clas-
sification of large particles at high voltage where dif-
fusion is not significant; what is “large” is determined 
by the size range that is targeted, i.e., one should test 
at the upper end of the available size range for a par-
ticular instrument.  Comparisons of different DMA 
designs at the same particle size, as has frequently 
been reported in the literature, says little about how 
good the DMA design is; however, it may reveal how 
well suited a particular instrument is for a specific 
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measurement scenario.  
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Information Articles

The 42th Symposium on Powder Technology

　The 42nd Symposium on Powder Technology 
was held on September 1, 2008 at Hotel Tokyo 
Garden Palace in Tokyo under the sponsorship of 
the Hosokawa Powder technology Foundation and 
with the support of Hosokawa Micron Corporation. 

The symposium was ver y successful as usual 
with the attendance of 127 including 28 academic 
people.  The main subject  was “Nanopar t icle 
Technology: New Development for Its Application and 
Commercialization”.

The 42th Symposium on Powder Technology

Subject: Nanoparticle Technology: New Development for Its Application and Commercialization

 Opening Address Prof. Hiroaki Masuda
(professor emeritus of Kyoto Univ.)

Session 1  Chairperson: Prof. Kikuo Okuyama (Hiroshima Univ.)
 Nano-tech-challenge by Mechanochemistry
 Synthesize of LiCoO2 by Excess Li Method and 
Application for Li Secondary Cells

Prof. Fumio Saito (Tohoku Univ.)
Prof. Jun-ichi Yamaki (Kyushu Univ.)

Session 2  Chairperson: Prof. Kiyoshi Nogi (Osaka Univ.)
 Synthesis of Ceramic Hollow Nano-Particle and 
Development of Material for Low Environmental 
Impact
 Development of a Novel Medical Instrument Us-
ing Nanoparticles

Prof. Masayoshi Fuji
(Nagoya Institute of Technology)

Prof. Ryuichi Morishita
(Osaka Univ.)

Session 3  Chairperson: Prof. Makio Naito (Osaka Univ.)
 Development of “Paper Like –Electronic Display” 
by Designing Nano-Scale Functionarized Pow-
ders
 Mass Production Technology of Composite Ox-
ide Nanoparticles and its Application for Indus-
trial Materials
 Closing Address

Dr. Koji Takagi
(Bridgestone Co.)

Dr. Akira Watanabe 
(Hosokawa Powder Technology Research Inst.)

Mr. Masuo Hosokawa
(Hosokawa Micron Corporation)
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　Dr. Fumio Saito, Professor of Tohoku University, 
was selected as the winner of the 16th KONA Award, 
which is sponsored by Hosokawa Powder Technol-
ogy Foundation and given to the scientist(s) or 
group(s) who have achieved distinguished research 
works in the field of particle science and technology.
　Dr. Saito is the director of the Institute of Multidis-
ciplinary Research of Advanced Materials of Tohoku 
University  since 2005. He received BS (1970) and 
MS (1972) degrees in chemical engineering from 
Yamagata University, and he received Doctor of En-
gineering (1982) in Tohoku  University. He started 
his research career from the work of single particle 
crushing in Yamagata University. After moving to 
Tohoku University, he developed his research to the 
field of mechano-chemistry. His current work is clas-

sified into two subjects. The one is the development 
of new mechanical refining processes and synthesis 
of useful powder materials with an aid of mechano-
chemical effects and reactions. The other is the pro-
duction and characterization of nanoparticles of ce-
ramics materials and its application to the separation 
and purification of materials. Besides research in the 
university, he contributes much to several academic 
societies and associations as a leader of research 
groups, an editor of journals and an organizer of con-
ferences and symposiums.
　On Januar y 24, 2008, Mr. Masuo Hosokawa, 
President of the Foundation, handed the 16th KONA 
Award to Dr. Saito at the presentation ceremony held 
at Hosokawa Micron Corporation in Hirakata.

The 16th KONA Award
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