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The Letter from the Editor

　As is well known, powder technology or particle technology is a typi-
cal example of interdisciplinary fields. People concerned with KONA, 
the readers, contributors and reviewers have various disciplinary back-
grounds such as chemical engineering, pharmaceutical engineering, 
mechanical engineering, civil engineering, material engineering, mate-
rial science, metallurgy, chemistry, physics and so on. These fields are 
regarded as a basis of science and engineering today. Education systems 
in higher educational institutions like universities and colleges are cate-
gorized according to those disciplines. Thus, engineers and researchers 
have graduated from the departments, names of which are accompanied 
by the words expressing these disciplines. The same classification can 
be applied to industries. 
　KONA is a place where people with dif ferent backgrounds meet 
through the printed articles. It is pleasant to interact with people with 
different backgrounds, but sometimes we feel difficulties in understand-
ing each other. The difficulties are caused by the difference in culture 
and ways of thinking of different areas. Sometimes misunderstanding 
happens. The secret of success of such interdisciplinary journals lies 
in respecting research methods developed in other fields. Though the 
research target is the same, the approach is often different. We should 
recognize that basic fields described above have long histories while his-
tories of interdisciplinary fields are relatively short in general. Methods 
or approaches authorized in some fields have reasons why such meth-
ods have been authorized. We should not criticize methods used in other 
fields lightly. Criticism itself is not bad but it is good to study hard by 
competing with each other. If we lose the spirit of criticism, we can not 
expect growth and progress in any field. What I would like to emphasize 
here is that if you try to criticize, first consider the background and then 
criticize carefully. Through knowing other fields, our views will be natu-
rally wider. This is the very benefit that we can get from interdisciplinary 
journals. It is our pleasure that KONA continues to play such a role. 
　Finally I must inform a sad news here. Prof. David Grant, an editorial 
board member of the KONA American Block, passed away on Dec.9, 
2005. Almost one year has passed since this sad news was spread in the 
world. When we knew it, KONA issued last year was already in printing. 
David rendered numerous services to KONA for many years. We shall 
not forget his great contributions.

Yutaka Tsuji
Editor-in-Chief



KONA  No.24  (2006)2

  MRI (Magnetic Resonance Imaging) is one of the 
non-invasive techniques to observe the inside of 
granular flows. MRI can measure the velocity field, 
which is a pronounced advantage over the other non-
invasive techniques such as X-ray or electrical capaci-
tance tomography.
  Figure 1 shows MRI images of the granular flow 
inside a cylindrical hopper. Band-like magnetic spa-
tial tags generated at the initial state allow the direct 
observation of the deformation of the particle layer; 
this technique is referred to as the tagging method. 
The time interval is 100 ms. Since MRI detects the 
NMR (Nuclear Magnetic Resonance) signals from 
protons (H+), the measuring particles need to contain 
the proton. Thus, we employ a specially ordered cap-

sule particle, which is liquid vitamin E covered with 
a gelatin spherical shell. The mean diameter of the 
capsule particles is 1 mm and the hopper diameter is 
40 mm. The funnel flow and the mass flow are clearly 
distinguished by the tagging method.
  Figure 2 shows the distribution of the particle veloc-
ity measured by MRI. When a nuclear spin moves 
through a gradient magnetic field, a phase shift takes 
place. The phase shift is proportional to the velocity. 
Therefore the particle velocity distribution can be ob-
tained by detecting the distribution of the phase shift 
of the protons; this technique of velocity measure-
ment is referred to as the phase method. The differ-
ence between the funnel flow and the mass flow can 
be quantitatively evaluated.

Comment of the Cover Photograph
Visualization and velocity measurement of granular

flow in hopper by use of MRI

Toshihiro Kawaguchi
Department of Mechanical Engineering
Graduate School of Engineering
Osaka University

Fig. 1　Deformation of particle layer

Fig. 2　Distribution of particle velocity

t = 0 s t = 100 ms t = 0 s t = 100 ms

(a) funnel flow (b) mass flow

(a) funnel flow (b) mass flow
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1. Introduction

　The fluidisation phenomenon is best explained 
by the balance of short and long range forces evalu-
ated in a given powder assembly. The long range 
body forces include gravity, solid friction, buoyancy, 
interstitial fluid drag to include both the viscous 
(skin) friction and the form drag. The short-range 
forces, also known as particle surface-active forces 
can be due to physical (e.g. van der Waals, capillary, 
electrostatics) or chemical (e.g hydrogen bonding) 
or electrochemical effects such as electrophoretics. 
The relative magnitudes of the short-range and long-

range forces are in turn determined by the physical 
properties of the solid particles such as particle size, 
particle shape and solid density and the properties of 
the carrier fluid such as fluid density, fluid viscosity 
and surface tension. It is well-known that with small 
particles in the sub-millimeter size range, the intersti-
tial fluid effects dominate when the immersed weight 
becomes of the same order as the fluid drag forces 
which scale inversely proportionally to particle size.

　Geldart’s well-known graphical classification 1, 2) 
of the fluidization behaviour is a very effective way 
of mapping the balance of forces onto measurable 
particle and fluid properties that determine the rela-
tive magnitudes of the immersed weight and the fluid 
drag forces in a fluidised particle assembly; see Fig.1 
below.
　As seen in Fig.1, the fluidization behaviour is 
dominated by gravity effects for solid particles in the 
millimetre range or above (B and D type), and gov-
erned by the interstitial fluid permeability effects for 
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Abstract

Recent literature of the past several years has borne out gas fluidisation phenomena of nano-particle 
beds and assemblies quite unlike the conventional behaviour observed in fluidisation of micron size 
or larger particles. A review is presented of the recent publications in the field in comparison with 
more recent studies of nano-particle assembly fluidisation at Surrey University with the use of high 
resolution and high speed microtomography techniques. These studies support well the previously 
published observations in incipiently fluidised ２-D and ３-D beds as well as providing further in-
sight into the highly expanding behaviour of dynamic nano-particle clusters observed at fluidisation 
velocities much in excess of the incipient fluidisation velocity of a packed bed. It has proved possible 
to explain the observed behaviour of nano-particle agglomerates in incipiently fluidised beds and 
those expanding dynamic clusters observed in high gas velocities by extending the established frame-
work of the Geldart Classification to sub-micron particle sizes and to immersed bulk densities as low 
as 100th of the solid density. Further quantification studies are underway to establish the various 
long and short range force contributions to the observed dynamic force fields of nano-particle assem-
blies over a wide range of percolating gas velocities.

Keywords:  Nano-particles, Gas fluidisation, Multiple-scale agglomerates, Dynamic clusters, Geldart classification
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sub-millimeter particles down to about 50 microns (A 
type). Below 50 microns, the particle surface forces 
begin to dominate giving rise to significant bulk 
cohesion that causes significant reduction in the per-
meability of the particle assembly by the interstitial 
fluid. Little or no information is presented for parti-
cles below 10 microns in size that are believed to give 
rise to assemblies that behave as “stable cakes” due 
to much increased particle surface forces per unit 
bulk volume such as due to Van der Walls, capillary 
and electrostatic attractions. Fine cohesive powders 
(Group C) fluidize poorly, exhibiting channelling, 
lifting as a plug, and forming “wormholes” when aer-
ated.
　According to the above classification, sub-micron 
and nanoparticles are at the extreme end of Group 
C particles suggesting at first sight that that fluidisa-
tion would prove impossible due to the much higher 
surface active forces. However, the very high magni-
tudes of the short-range surface interactions in a sub-
micron powder assembly has been found to yield in 
certain cases dynamically stable agglomerate struc-
tures made up of the constitutive nano-particles that 
can then grow to sizes in the micron and millimetre 
size ranges and thus whose fluidization behaviour 
could very well fall within groups A and B as well as 
C. Recent literature of the past five years or so cites 
many examples of “successful” fluidization of nano-
particles by the production of dynamically stable 
large agglomerates; see for example 3, 4, 5, 6) to name 
but a few.

　Ultrafine powders, including nanoparticles, have 
become of major interest in many industries because 
of new functionalities and desirable properties at-
tributed to these particles. Special properties of nano-
particle assemblies include
　・ 10-9 reduction in mass per unit bulk volume 

(compared to particles in the sub-millimetre 

range),
　・ 106 increase in particle surface area per unit 

bulk volume (compared to particles in the sub-
millimetre range),

　・ Increased surface-to-volume atomic ratio; (e.g. 
exponential increase in the portion of constitu-
ent atoms at or near surfaces creating more sites 
for bonding, reactions with surrounding media),

　・ High surface charge concentration,
　・ High electric field strength, and
　・ High electrophoretic mobility.

　Ceramic, plastic and metallic nano particles and 
the various nano-composites comprising synthetic 
combinations of different inorganic and organic con-
stituents are being used increasingly in manufactur-
ing and process industries to provide i) increased 
surface area for heat and mass transfer and surface 
catalytic reactions and ii) advanced material function-
ality in films, compacts and coatings due to effects 
that include the modification of the carrier fluid rhe-
ology, enhancement of bulk mechanical, thermal and 
electrical properties, provision of chemically-active 
adhesive bonding to solid surfaces, highly porous 
micro-structures that are used for targeted delivery 
of fluid excipients.
　The very high magnitudes of the short-range sur-
face interactions in a sub-micron powder assembly 
has been found to yield in certain cases dynamically 
stable agglomerate structures made up of the con-
stitutive nano-particles that can then grow to sizes 
in the micron and millimetre size ranges and thus 
whose fluidization behaviour could very well fall 
within groups A and B as well as C. Recent literature 
of the past five years or so cites many examples of 
“successful” fluidization of nano-particles by the pro-
duction of dynamically stable large agglomerates; see 
for example 2,3,4,5,6,7,8) to name but a few.
　In a number of experimental investigations of the 
past few years, fluidization of ultra fine particles has 
been extensively studied as a possible route to parti-
cle dispersion, particle growth and particle collection 
processes. Some of these studies consider agglomer-
ate bubbling fluidization (ABF). The dynamic aggre-
gation of particles increases with decreasing particle 
size, which is attributed to greater inter-particle 
forces between particles, which attract them into ag-
gregated groups. The existence of these micro-struc-
tured aggregates is believed to prevent the formation 
of cemented or stable cohesive bonds between the 
constituent particle surfaces and as such presenting 
a potential deviation from the theoretical behaviour 
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B : bubbling
D : spoutable

Fig. 1　Geldart's Classification of the fluidisation behaviour of powders.
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of “cohesive” materials observed in group C particles 
in Fig.1 above. Experimental results show the exis-
tence of cells in a well organised structure; see Fig.2 
for examples of agglomerate structures cited in re-
cent literature.
　In the case of nano-particles, it is the agglomerates 
rather than individual particles that homogeneously 
fluidise, and this is achieved in a number of stages 
as described by Yao et al. 9). Wang et al 13) state that 
the properties of the primary particles determine the 
properties of the agglomerates, which control the 
behaviour of the two-phase flow in a fluidized bed. 
SiO2 nanoparticles with a size range of 7 to 16nm are 
quite different from normal Geldart-C particles and 
can be smoothly fluidized in a gas-solids particulate 
fluidization regime with a high bed expansion ratio 
and bubbleless behaviour via micro-structured self-
agglomeration. As distinguished from the ABF of 
Geldart-C particles, this homogeneous fluidization 
phenomenon of SiO2 nanoparticles is called agglom-
erate particulate fluidization (APF). A number of 
studies also state that unique fluidization behaviour 
of nano particles is due to multi-stage agglomerate 
(MSA) structure.

　To increase understanding of APF behaviour, the 
relationship between the intrinsic characteristics of 
the primary particles and the agglomerate proper-
ties and macroscopic flow behaviour would have to 
be studied. It is for this reason density, size, porous 
structure and size of agglomerates need to be mea-
sured. The current theoretical and modelling stud-
ies all require direct measurement of voidage, local 
solids concentration, particle size measurements, 
agglomerate size and distribution, agglomerate 
structure and porosity. In all the studies on ultrafine/
nanoparticle fluidization reported in the literature, 
physical properties of the particles were either esti-
mated by making some simple theoretical assump-
tions or using other tentative imaging techniques or 
used intrusive measures such as local probes which 
would interfere with the flow around them. There is 

therefore, a serious need to determine these param-
eters dynamically and non-intrusively.

2. X-Ray Microtomography

　The application of x-ray imaging techniques for 
fluidised beds has existed for around fifty years. One 
of the earliest recorded occurrences of this was by 
Grohse 26) using x-ray absorption to calculate density 
profiles. According to Simons25) and Chaouki et al. 18) 
much of the work carried out on fluidised beds using 
x-ray systems has been conducted by Rowe, Yates 
and co-workers at University College London. The 
original work conducted by Rowe and Partridge27) 
involved the observation of bubble behaviour using 
x-ray imaging, as this method involves using a single 
source and detector a small range of gas velocities 
had to be used to maintain an accurate 2D image. In 
further experimentation Yates et al.28) investigated 
the voidage distribution around a rising bubble 
within a fluidised bed. The technique follows earlier 
work by Rowe and Partridge 27) that shows that there 
is not a straight division between the bubble and the 
surrounding emulsion phase. end van Dijk et al. 29) 

employed the use of x-ray imaging on a three-dimen-
sional apparatus to allow bubbles to rise unhindered 
investigating the effects of the presence of an inter-
nal baffle. Kantzas et al. 30) demonstrates the practical 
benefit of a CAT system by utilising the technology 
to observe channelling in a polyethylene fluid bed. 
Lehner and Wirth 31) have utilised an X-ray computed 
tomography system in order to obtain solids distribu-
tion data on a downer reactor under a variety of con-
ditions. They have stated that the spatial resolution of 
this system is 0.7 x 0.7mm with a 10% error in a stan-
dard sample compared to the actual concentration. 
Kai et al. 32) have used a fast CT unit to capture both a 
high spatial and time resolution. The use of x-ray im-
aging techniques on industrial sized fluidized beds is 
also a well-researched field. Recent developments in 
x-ray sources and detectors now allow fluidized beds 
to be studied at length scales down to 400nm and 
with temporal resolutions of １ms. X-ray imaging also 
has the advantage of studying the bulk of the fluid-
ized bed, rather than the surface, in a nondestructive 
and dynamic manner.

　The X-ray microtomography technique devel-
oped at Surrey University in collaboration with the 
Department of Physics 5,14) is providing valuable in-
situ, non-destructive structural information on the 
morphological changes that take place nano fluidisa-

Fig. 2　Agglomerates observed by optical imaging techniques. 4, 8)
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tion of powder samples. We can look into changes 
of agglomerates dynamically and examine the final 
microstructural features. Unlike other available 
imaging techniques which are usually surface tech-
niques, X-ray microtomography imaging allows us to 
see through the sample and allow us to reconstruct 
3-D internal structure of the sample. This powerful 
techniques allows us to identify processing routes 
that would provide better preserved nanostructural 
features 5,15). Combining high spatial resolution X-ray 
micro-tomography with fast radiographic imaging 
(i.e. 40 milliseconds), dynamic changes in the ag-
glomerate structure and density can clearly be seen 
with different fluidisation conditions. The structure 
of three-dimensional assemblies of nanoparticles can 
be examined using high resolution x-ray microto-
mography apparatus, details of this technique have 
previously been described15). The apparatus was used 
with the following operating parameters for these 
experiments: x-ray tube voltage 60kVp and current 
0.1mA from a molybdenum transmission target with 
a 100mm zirconium filter. The magnification used re-
sulted in the reconstruction of a (1024)3 cube of data 
with a linear dimension of 4.5mm.

　Metallic oxide particles such as zinc and copper 
oxides were used in 2-D and 3-D fluidisation experi-
ments at dif ferent gas velocities and the resulting 
internal bed microstructures were compared before 
and after fluidisation. The mean diameter of the ZnO 
nanoparticles (Tetronics, UK) were measured as 
50nm using a Scanning Electron Microscope. The 
X-ray microtomography equipment provides the 3-D 

agglomerate size distribution as shown in Fig. 3. 
This is used for calibration of the bed contents prior 
to fluidisation. The agglomeration of these nanopar-
ticles was studied using X-ray microtomography. 
High resolution X-ray microtomography enables us 
to evaluate rate of change of agglomerate size under 
different fluidization conditions.

　The zinc oxide nanoparticles were placed in a 
small fluidized 2D bed of dimensions 4mm by 40mm 
and 300mm in height and in a 3D bed with a 10mm 
diameter. Homogeneous air distribution was ensured 
by using an area of free space below a sintered metal 
plate filter at the bottom of the bed. Nitrogen from a 
pressurized cylinder was used as the source gas to 
minimize the possibilities of capillary forces from air 
moisture. The gas flow velocity was controlled using 
a Brooks Instrument model 5850S mass flow control-
ler. Different gas flow velocities were used.

　The strong cohesive nature due to electrostatic 
and van der Waals interparticle forces of the nanopar-
ticles leads to the production of even up to millimeter-
sized agglomerates; the mean size and distribution of 
these agglomerates were determined using the 3D 
microtomography data. The agglomerate volume dis-
tribution is shown in Fig. 3 b.

　The distribution was fitted to a log-normal dis-
tribution with a mean value of 0.695×109μm3 and a 
variance of 3.56×1021(μm3)2 for the agglomeration 
volume. It can be seen that nanoparticles are capable 
of creating observable agglomerate structures even 
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Fig. 3　a) Microtomographic scan of 3-D static bed.　 b) Agglomerate size distribution within the 3-D static bed.
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on the millimetre length scale.

　A histogram of the natural logarithm of the ag-
glomerate volume versus frequency resulted in a 
distribution closely resembling a log-normal distri-
bution. A description of the statistical features as-
sociated with log-normal distributions of coalescing 
particles is described by Granqvist and Buhrman13). 
The mean of the agglomerate volume distribution μ 
and the variance, σ2, can be extracted from a mean of 
the normal distribution fit, M and the variance V to 
loge(agglomerate volume) using the Equation 1.

　μ＝e（
2M＋V

2 ）and σ＝μ eV－1  (1)

A log-normal distribution fit to loge (agglomerate 
volume) yields M = 15.95 and V = (2.97)2, which 
implies a mean value of 0.7×109μm3 (corresponding 
to an agglomerate mean size of about 700μm ). It is 
clear from the log-normal distribution that there is a 
diverse range of agglomerate sizes with some extend-
ing into the millimeter size range.

Fig. 4 shows the detail of multi-modality of small ag-
glomerate sizes determined below 75μm down to 
less than 5microns. Here the peaks correspond to 
the indigenous (primary) structures of nanoparticles 
which are subsequently are seen to be dispersed into 
the dilute suspension phase above the fluid-bed at in-
creasing fluidisation velocities. It is believed that the 
cloud formations observed in the x-ray images seen 
in Figs. 5 and 6 below support networks of individ-

ual clusters of less than 5 micron in size. This aspect 
needs further detailed study using a finer scrutiny of 
length scale examination than the one presented in 
Figs. 3 and 4 above.

　As a further future, the three dimensional tomo-
graphic data presented above also allows the density 
of the agglomerates to be determined directly from 
the tomographic measurements; see reference 5) for 
details. Here, by calibrating the reconstructed data 
against data of reference materials, the mean bulk 
density of the ZnO agglomerates was found to be 
2900 kgm-3 compared to the 5600 kgm-3 of the specif-
ic solid density of the individual nanoparticles. This 
result implies an internal porosity of agglomerates of 
about 0.5 which compares well with the incipient flui-
disation state of the packed bed. However, once the 
agglomerates are introduced to the suspension phase 
above the bed, then other literature reports internal 
porosities as low as 0.1; see for example, reference 9).

　The images presented in Figs. 5 and 6 below are 
taken from an X-ray projection video with a spatial 
resolution of 30 microns and a temporal resolution of 
40 milliseconds.
　Fig. 5 below shows snapshots of X-ray images 
during fluidisation of 50 nm mean size CuO nano 
particles at different superficial gas velocities using a 
planar (2-D) fluidised bed.
　As seen in Fig.6, at lower gas flow velocities 
(＜0.052ms－1) the nanoparticle agglomerates act 

Fig. 4　Histogram of smaller size range nano-particle agglomerates showing discrete modality.
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Fig. 5　 X-ray images of CuO nanoparticle fluidization.　a) static bed.　b-c) incipient fluidisation, d-e) bed expansion post incipient 
fluidisation f ) onset of aggregative fluidisation g-h) aggregative fluidisation with homogeneous expansion. i) return to 
static bed condition.

Fig. 6　 X-ray images taken during planar (2-D) fluidisation at gas flow velocities:
 a) 0.026 ms－1   b) 0.052 ms－1   c) 0.078 ms－1   d) 0.104 ms－1   e) 0.208 ms－1   f ) 0.313 ms－1.
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as Geldart class A (aeratable) / B (bubbling) type 
systems, the fluidized bed exhibits a region of fixed 
larger agglomerates, through which channeling of 
the gas is occurring, below a region of fluidization of 
smaller and medium sized agglomerates, in which 
bubbling and turbulent flow is occurring, as observed 
by Wang et al 13). Agglomerates which are representa-
tive of the mean volume can be seen a few millime-
ters above the larger agglomerates at the base of the 
fluidized bed in Fig. 6(a). It can be seen in Fig. 6(c) 
that as the gas velocity is raised above 0.078ms－1 
that the collision energy of the particles is enough to 
break them apart to sizes below the imaging resolu-
tion.
　The dynamic process of larger agglomerates be-
ing broken down and then re-agglomerating due 
to cohesive forces is shown in a series of images 
extracted from the original data sets collected with a 
temporal resolution of 40ms in Fig. 7. Future work 
will, instead of making simple assumptions about 
the bulk properties of the agglomerate system, track 
down colliding agglomerates measure their spatial 
and temporal properties used to understand how dif-
ferent sized agglomerates behave. The agglomerate, 
labeled (a), in Fig. 7 can be seen to break down, due 
to collisions in the fluidized bed. In the same region 

a similar sized agglomerate, labeled (b), reforms, all 
within approximately 440ms.
3.  Determination of break-up energy of agglom-

erates from tomographic data
　If the agglomerates are assumed to have the mean 
volume, μ, and density, ρ, obtained from the tomo-
graphic data (μ=0.695×109μm3 and r=2900 kgm-3) 
seen in Fig. 3(b) above, and are travelling at the gas 
velocity, vg, before colliding with effectively stationary 
agglomerates of the same size, that the break-up en-
ergy, Eb, can simply be calculated from the kinetic en-
ergy of the moving agglomerate. This gives a break-
up energy of 2×10－8J for the average size of ZnO 
nanoparticle agglomerates in the system examined 
if an internal porosity of 0.5 is assumed. The corre-
sponding magnitude of the break up energy needed 
for agglomerates with an internal porosity of 0.1 will 
be about 4x 10－9 J. A more detailed model for calcu-
lating the break-up energy is provided by Morooka 
et al 16) which suggests for powder agglomerates with 
a volume of 0.695×109μm3, the energy required to 
break the agglomerate is of the order of 10－8J. The 
range of values calculated for agglomerates of differ-
ent internal porosity appear to agree well with this 
figure reported in previous literature.

Fig. 7　 Consecutive X-ray images of the planar fluidized bed above the distributor at a gas flow velocity of 
0.313 ms－1; the time between images is 40 ms. N.B. The images should be viewed in sequence from top 
left to bottom right.



KONA  No.24  (2006)10

　The fluidized beds seen in Figs. 5 and 6 exhibit 
regions of stationary larger agglomerates, through 
which channelling of the gas is occurring, below a 
region of fluidization of smaller and medium sized 
agglomerates, in which bubbling and turbulent flow 
is occurring, as observed by Wang et al. 17). Further-
more, comparison of the images shown in Figs. 6 
and 7 reveal that at sufficiently high gas flow veloci-
ties, the collision energy between the agglomerates 
exceeds that of the cohesive forces as predicted by 
Morooka et al 16) and the larger agglomerates are bro-
ken down into a distribution of individual nanoparti-
cles and smaller agglomerates. This dynamic process 
of larger agglomerates being broken down and then 
re-agglomerating due to cohesive forces is clearly vis-
ible in the series of images extracted from the origi-
nal data sets collected with a temporal resolution of 
40ms as seen in Fig. 7. Our experiments with axially-
symmetric (3-D) beds have also revealed similar pro-
cesses which are currently under investigation.

　Morooka et al.16) studied fluidity of several kinds of 
submicron particles and reported that all tested ultra-
fine particles form agglomerates during fluidization. 
The energy balance model was proposed for estimat-
ing agglomerate size. Iwadate and Horio 12) developed 
the force balance model to predict agglomerate size 
in a bubbling system. Two models have been pro-
posed to predict the size of agglomerates in fluidized 
beds of Geldart C group powders by Iwadata and 
Horio 12). Chaouki 20) assumed that the drag force due 
to gas flow, which is approximately equal to gravity 
force acting on an agglomerate, is equal to van der 
Waals force of attraction between primary particles. 
Morooka et al 16) assumed that agglomerate breaks 
if the collision energy exceeds the energy that is re-
quired to break it into two parts. However, no bubble 
dynamics has been considered in these two different 
models. Iwadate and Horio 22) put forward a model 
that considers the bubble dynamics by including the 
particle pressure around the bubble. They then con-
sider the cohesion force between the two agglomer-
ates and use an expression for cohesive rupture force 
and make use of the bubble dynamics and work out 
the agglomerate breakage and agglomerate size esti-
mation. However, for this or any other physical model 
validation, in-situ dynamic measurements of ag-
glomerate size evaluation is needed. However, in the 
absence of direct measurements, most researchers 
use the minimum fluidization velocity and incipiently-
fuidised bed bulk density as the value for the mean 
agglomerate density in their calculations. Sugihara 19) 

measured the bed pressure drop to determine the 
minimum fluidization velocity and utilizing the Car-
man’s equation, he obtained the agglomerate sizes. 
However, it was assumed that agglomerate density 
ρa was equal to primary particle density ρp instead of 
ρa=ρp (1-εa). Since neither ρa nor εa were measured, 
the predicted size values were much lower that the 
observed ones. Chaouki et.al.20) assumes that the 
drag force due to gas flow, which is approximately 
equal to gravity force acting on the agglomerate, is 
equal to the van der Waals force of attraction between 
the primary particles. Morooka et.al.16) assumes that 
the agglomerate will break down if the collision en-
ergy exceeds the energy that is required to break it 
into two parts. In fact, these two models are not very 
different from each other.

　There is a serious need to determine the agglom-
erate size and density at resolutions not attained in 
previous X-ray applications to determine dynamically 
and non-intrusively the agglomerate size, agglomer-
ate density, agglomerate porosity, inter agglomerate 
voidage and local solids fraction and its dependency, 
bubble evolution as the hydrodynamic ef fect of 
bubbles on the behaviour of particles also needs to 
be considered by using high resolution x-ray microto-
mography. In all the studies on ultrafine/nanoparticle 
fluidization studies reported in the literature, these 
parameters were either estimated by making some 
simple theoretical assumptions or using other tenta-
tive imaging techniques. This technique would also 
make it possible to measure the amount of agglom-
eration of primary particles due to the tendency of 
nanoparticles to agglomerate before the fluidization. 
In some of the reported studies for example this was 
achieved by sieving the powders before the fluidiza-
tion process. It is therefore crucially important to 
determine these parameters through dynamic mea-
surements in situ.

　The fluidised beds were also used to measure the 
tappings placed at the walls interstitial pore pressure 
drop as a function of the fluidising velocity using 
pressure tapings placed at the walls; see Fig. 8 for a 
typical set of results.
　From these graphs, it has been possible to obtain 
a mean value of the “pseudo-agglomerate” size using 
the conventional Carman-Kozeny equation as applies 
to the incipient fluidisation conditions.

　d＝ E(1-ε)VμU
(Δp/l)ε3  (2)

The fluidization parameters are E=180, Δp/l＝
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0.28kpam-1, Umf ＝0.07m/s and ε＝0.45-0.55. By put-
ting these values back into Carman-Kozeny equation, 
the mean agglomerate size is found to be between 
700mm and 1mm. This mean agglomerate size is in 
good agreement with the results obtained from the 
application of 3-D high resolution X-ray microtomog-
raphy shown earlier in Fig. 3.

　The predicted values of the mean effective agglom-
erate sizes compare well with the size distribution of 
agglomerates observed during x-ray imaging of the 
static and incipiently fluidised beds; refer to Fig. 3 
above. Further work is underway to characterise the 
dynamics of growth and decay of agglomerates above 
the distributor as a function of the fluidisation veloc-
ity, particle loading and fluidising gas density and 
viscosity; see Fig. 5 above. Measurements of the bed 
expansion following the onset of the aggregative flui-
disation has resulted in values of the mean dynamic 
voidage of the bed according to

　H2

Hm
＝ （1-εmf）
（1-ε2） (3)

which results in values of 0.7 - 0.8 as predicted by the 
Richardson and Zaki correlation at the limit of par-
ticle terminal velocities;-

　UD＝U1εn
D (4)

in which UD and εD are the superficial gas velocity 
and the bed voidage, respectively, and U1 and n are 
the two adjustable parameters of the equation. The 
exponential index n assumes a nearly constant value 
of 4.65 for Group A powders. The Richardson-Zaki 
equation is particularly useful for high-bed voidage 
ranges. The Richardson-Zaki equation and all other 

existing bubble-free bed hydrodynamic models as-
sume that the bed is homogeneous and its void struc-
ture is represented by a single characteristic voidage. 
However, this view represents only an approximation 
to the real cavity structure that is heterogeneous, 
consisting of strings of clustered particles and inter-
stitial cavities of gas. A comprehensive character-
ization of the cavity structure would require two or 
more characteristic voidages as seen below.
　Castellanos et.al 21) have investigated the settling 
of fine powders to find that existing equations to de-
scribe these phenomena need to be extended in or-
der to account for aggregates that form due to strong 
inter-particle attraction. Aggregates form up to an 
order of 100μm which is significant given the size of a 
single particle. They state that despite the simplicity 
of Richardson-Zaki equation, at high solidosity val-
ues, it has no theoretical justification. They propose 
a modified Richardson-Zaki equation for complex 
agglomerates along with a straightforward criterion 
using a force balance. Using, particle volume fraction 
φ,

　
UD

U1* ＝(1-φ*)n (5)

where U *1＝U1N/k is the settling velocity of an indi-
vidual agglomerate and φ* ＝ φk3/N . They modelled 
the fluidized bed as an ideal system of simple agglom-
erates each one consisting of N primary particles and 
with a radius of gyration RG equal to the hydrody-
namic radius RH (let us define k =2RG/dp).

　 UD

U1
＝ N

k (1- k3

N
φ*)

n

 (6)

However, complex agglomerate structures should be 
considered in the evaluation of this equation. As stat-
ed above, smaller agglomerates themselves form big-
ger agglomerates in different shapes i.e. Multistage 
Agglomeration (MSA). Nam et.al.33) makes use of this 
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Fig. 8　 Pressure drop of the fluidized bed with ZnO nanoparticles with 
mean size of 50nm.

Fig. 9　 Multiple scales of interstitial voidage and gas percolation in 
nano-agglomerate fluidization 23).
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modified model to adapt to multiscale, multistage ag-
glomerate structures. In an attempt to include these 
multistage agglomeration, a new version of Eqn. (5) 
is put forward as by Valverde and Castellanos 6) and 
(private communication):

　 νs

νp0
＝ N

k  N *
k * (1- k3

N  (k*)
3

N * φ)
n

 (7)

4. Modelling of dynamic clustering effects

　A closer examination of the clustering and aggrega-
tion of nano-particles above the fluidised bed by x-ray 
micro-radiography is found to reveal a very high 
degree of mobility of individual particle separations; 
refer to Fig. 5g-h above. This is believed to be due to 
the manifestation of the “cohesive energy” produced 
by electric field strength at large contact separations. 
Jung and Gidaspow 2) provide discussions of such 
effects in fluidisation of ultra-fine particles with refer-
ence to the existence of highly thermalised, dynamic 
clusters held together by long-range Van der Waals 
and electrophoretic forces. This result is in stark con-
trast to the established observations of the Geldart 
C Type behaviour. Particles in the micron size range 
are often found to exhibit cohesive/adhesive force 
bonding of (almost) touching contacts marked by 
very low degree of mobility of particle contact sepa-
rations. The presence of strong short-range Van der 
Waals or capillary type forces often result in dense 
agglomerate structures which can be further com-
pacted to “stable cakes” at quite small compressive 
forces as in powders in the micron size-range; see for 
example reference 2).

　In the studies presented here, the formation and 
preservation of dynamic agglomerates and clusters 
of nano-particles in the 100 micron -1 mm size range 
allows homogeneous bed expansion coupled with 
increased aggregation of the particle assembly as the 
fluidising gas velocity is increased; refer to Fig. 5 
above. Hence, with nano-particle clusters in high 
fluidising velocities much in excess of the minimum 
fluidisation velocity, the fluidisation behaviour is de-
scribed by continuous expansion similar to Group A 
behaviour in stark contrast to the group C behaviour 
observed typically with particles in the micron size-
range; see modified Geldart diagram below incor-
porating dynamic clustering effects observed in the 
expansive suspension phase in nano-agglomerate 
fluidisation.
　Further on-going studies of the dynamic cluster-
ing effects are likely to reveal further evidence of the 
sustainability of long-range clustering at very small 
values of the immersed weight (ρp-ρf)≅10-102 kg m-3 
of the clusters as seen in Fig. 10.

　With varying particle and carrier fluid properties, 
it is believed that it would be possible to represent 
the aggregative fluidisation of these nano-particle as-
semblies with continuous and homogeneous expan-
sion without bubbling (i.e. Geldart A-type behaviour) 
by allowing gas percolation through the bed contents 
at multiple porosity length scales as depicted by the 
schematic in Fig. 9 above. Therefore, we add this 
region where dynamic nanoparticle clusters are ob-
served as “E: expandable” in the modified Geldart 
diagram presented in Fig. 10. It is also important 
to establish here the effects of 2-D and 3-D bed ge-

Fig. 10　 Proposed modification of Geldart’s classification to incorporate nano-particle fluidization regimes 
(dp=particle/agglomerate size and (ρp－ρg ) is the immersed solids density)
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ometry on the observed transitions from particulate 
to aggregative states of fluidisation both within the 
agglomerates as well as with in the cavity space 
between the “ef fective” agglomerates in the bed. 
The other very recent literature cited above in 3-D 
beds 24) suggests that the transitions from particulate 
fluidisation to aggregative and/ or bubbling regime 
is markedly different in 2-D and 3-D geometries. All 
of these phenomena could be fitted into the Geldart 
classification above by a further systematic study of 
the dynamics of the agglomerate/cluster growth and 
decay processes in 2-D and 3-D fluidised beds.

5. Conclusions

　Through the use of novel x-ray micro imaging 
techniques, highly accurate data are produced of the 
mean size and shape of nano-agglomerates in incipi-
ently fluidised beds and in expanding clusters above 
the bed region. In the latter regime, the multi-scale 
nature of the interstitial voidage and gas percolation 
has been demonstrated to produce nano-agglomer-
ates of substantial size (5- 75 microns) as seen in Fig. 
4 with immersed cluster/agglomerate densities of 
a factor of 10 of the density of the gas phase whilst 
within an incipiently fluidised bed, denser and more 
stable agglomerate sizes were found to grow to the 
millimetre scale; as seen in Fig. 3b above. Tomo-
graphic data to date presented here is indicative of 
the way that such data could be used to predict quite 
accurately the size and internal porosity of the said 
agglomerate structures. The uncertainties associ-
ated with tomographic calibrations will no doubt be 
reduced substantially with ever increasing spatial and 
temporal resolutions afforded by further state-of-the-
art scanner hardware developments.

　A modified Geldart chart is proposed to take in to 
effect the dynamics of the expanding dynamic clus-
ters observed at high fluidisation velocities which re-
sult in E type expandable dynamic cluster behaviour 
in stark contrast to the much more dense agglomer-
ates observed with particles in the micron size range 
in conventional Group C type fluidisation behaviour. 
The literature to date attributes the differences to 
the predominance of different long and short range 
forces in sub-micron particle assemblies. It therefore 
remains very important to establish the effects of 
the physical and chemical properties of the different 
particle species on the magnitude and the nature of 
these force fields. Current investigations are under-
way to quantify the contributions to the nanoparticle 

cluster force fields from long range van der Waals, 
electrostatic and electrophoretic forces.
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1. INTRODUCTION

　Granular flows are commonly encountered in the 
materials, metallurgical, cement, fertilizer, chemical, 
coal, food, and pharmaceuticals industries. Examples 
of granular flows in geophysical contexts include for-
mation and dispersion of sand dunes in deserts, sedi-
ment transport in oceans and rivers, debris flows, and 
snow avalanches. In general, granular flows involve 
one or more of three broad regimes: (1) static, (2) 
slowly deforming or quasi-static flows, and (3) rapid 
flows. Discussions of these and additional regimes 
of granular flows have been presented by Bagnold 

(1954), Savage (1984, 1993), Campbell (1990, 2006), 
Iverson and Vallance (2001), Goldhirsch (2003), and 
Hutter (2005) among others.
　Over the last half-century or so, there have been 
numerous analytical, experimental, and numerical 
studies of granular flows. Typical examples of such 
studies include the works of Bagnold (1954), Savage 
and Sayed (1984), Lun and Savage (1987), Johnson 
and Jackson (1987), Jenkins (1987), Sinclair and Jack-
son (1989), Kobayashi et al. (1989), Campbell (1990), 
Jaeger and Nagel (1992), Ohyama et al. (1993), 
Okamoto et al. (1995), Savage (1998), Sela and Gold-
hirsch (1998), Oda and Iwashita (1999), Ottino and 
Khakhar (2000), Chou (2000), Komatsu et al. (2001), 
Bonamy et al. (2002), Jop et al. (2005), and Campbell 
(2006). However, mathematical models of these flows 
are not yet fully established. Furthermore, a single 
(unified) model of all of the aforementioned regimes 
of granular flow is not available, except for some 
ad hoc efforts aimed at patching together available 
models of the individual regimes. Efforts to formu-
late such models are continuing, and there is a need 
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for experimental data that can be used for the veri-
fication of such models. The work presented in this 
paper is a part of a recently completed investigation 
which was undertaken to obtain experimental data 
for a flow that spanned the three above-mentioned 
flow regimes [Jesuthasan (2005)].
　The use of particle tracking velocimetry for mea-
surements of granular flows is discussed in this pa-
per. A brief review of publications that deal with par-
ticle image velocimetry (PIV) and particle tracking 
velocimetry (PTV) is presented first. It is followed 
by a brief review of papers that discuss the applica-
tions of PIV and PTV to granular flows. Next, the 
application of PTV to granular flows is demonstrated 

in the context of a recently completed experimental 
investigation of free-surface flows of almost spherical, 
slightly polydisperse, ceramic particles immersed in 
air [Jesuthasan (2005)]. Flows of this granular materi-
al down the upper inclined surface of a wedge-shaped 
static pile of the same material, formed naturally and 
contained in a narrow channel between two parallel 
vertical glass plates, as shown photographically in 
Fig. 1, are considered here. These free-surface gran-
ular flows are relatively simple and affordable to set 
up in a university research context, but they encom-
pass all three of the aforementioned regimes. PTV 
allows non-invasive measurements of such flows, and 
the results could be used to aid fundamental works 
aimed at the formulation, testing, and refinement of 
a unified theory (one that covers the whole range 
of static, slowly deforming, and rapid flow regimes), 
at least for dry cohesionless materials. This was the 
primary motivation for the work on which this paper 
is based [Jesuthasan (2005)]. Some sample results 
obtained from PTV measurements of these flows in 
the statistically steady and fully developed region are 
presented in this paper.

2. REVIEW OF PIV AND PTV TECHNIQUES

　PIV and PTV techniques have been used for 
measurements of single-phase fluid flows for the 
last 15-20 years. Reviews of PIV in this context have 
been presented by Adrian (1991), Willert and Gharib 
(1991), and Raffel et al. (1998). PIV is a technique 
where the whole flow field is visualized (measured) 
at a multitude of points by seeding it with suitable 
tracer particles, illuminating these particles with a 
sheet of laser light that is pulsed, obtaining images of 
these particles on photographic film or a video array 
detector, transferring these images to a computer, 
and using suitable computational algorithms and 
procedures to deduce the velocity field and related 
information. If the particle images are digitally ac-
quired and stored, using a high-speed digital camera, 
rather than recorded on conventional photographic 
film, then this technique is sometimes referred to as 
digital particle image velocimetry (DPIV) [Willert 
and Gharib (1991)].
　Adrian (1991) classifies low-image density PIV as 
PTV. In PTV, images of the flow obtained with mul-
tiple exposures are used to track particle displace-
ments that are short compared to the mean spacing 
between individual particles tracks; furthermore, 
since the number of particle displacements per unit 
area of the image is relatively small, it is feasible to 

Fig. 1　 Photograph of the free-surface granular flow investigated in this 
work.
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track individual particles. As observed by Adrian 
(1991), PTV has its roots in flow-visualization tech-
niques such as particle-streak photography and stro-
boscopic photography [Van Dyke (1982)]. In modern 
PTV, the quantitative results are obtained using 
computerized analyses of the seed-particle images. 
PTV is effective for investigations of flows with large 
velocity gradients, a condition that is known to pose 
problems for conventional PIV methods [Huang et al. 
(1993a and 1993b)].
　Two well-established PTV algorithms are the 
four-frame in-line tracking method [Kobayashi et 
al. (1989); Hassan and Canaan (1991)], that uses 
four consecutive images of the tracked particles, 
and the binary image cross-correlation method [Ue-
mura et al. (1989)], which makes use of only two 
such consecutive images. In the four-frame tracking 
algorithm, the movement of the tracer particles is 
detected frame-by-frame, while evaluating the geo-
metrical consistency of every particle path. Typically, 
an iterative scheme is used to select the best-match 
particle trajectory, involving extrapolation of the 
particle displacement and searching for the nearest 
neighbor. On the other hand, the binary image cross-
correlation technique is viewed as a variation of the 
standard cross-correlation PIV, in which the correla-
tion functions are computed for each interrogation 
window centered on the first frame of particles using 
an adaptive shifting scheme.
　Additional two-frame algorithms that employ a par-
ticle-cluster matching concept have been proposed 
[Okamoto et al. (1995), Ishikawa et al. (1997)]. In this 
method, particles from the first and second frame 
are conceived to form a cluster with their respective 
neighboring particles, and the selection of the best 
match particles is conducted on the basis of a defor-
mation index defined for the relationship between the 
clusters in the two frames. Another two-frame tech-
nique is based on the use of a suitable cost function 
in particle tracking algorithms: An example is the al-
gorithm proposed by Ohyama et al. (1993), in which 
the best-match particle pairs are determined by us-
ing a fitness function that minimizes the total sum of 
the squares of particle displacements. The neural-
network PTV proposed by Labonté (1999) can also 
be classified in this category of algorithms. Although 
time consuming, this algorithm seems more efficient 
(reliable) in identifying and tackling unpaired par-
ticles between the frames.

3.  REVIEW OF APPLICATIONS OF PIV AND 
PTV TO GRANULAR FLOWS

　Over the last 15 years, continual improvements of 
computer hardware and software have greatly facili-
tated the use of PIV and PTV for measurements of 
granular flows. Today, digital PIV and PTV systems 
and procedures, and modern high-speed digital cam-
eras, enable the speedy acquisition and processing of 
massive amounts of data with excellent spatial resolu-
tion.
　As was mentioned earlier, PTV is better suited than 
PIV for handling flows with steep velocity gradients, 
such as those commonly encountered in granular 
flows. Nevertheless, PIV has been used successfully 
for measurements of granular flows. Examples of 
such efforts include the works of Warr et al. (1994), 
Lueptow et al (2000), Hanes and Walton (2000), and 
Tischer et al. (2001). Jain et al. (2002) have discussed 
the difficulties associated with the application of PIV 
to thin granular shear layers. In their rotating-drum 
experiments, the granular shear layers adjacent to 
the free surface were only 5-10 particle diameters 
deep, leading to relatively steep velocity gradients. 
Thus, they resorted to the use of a hybrid PTV/PIV 
technique proposed by Cowen and Monsmith (1997).
　Larcher (2002) has performed experiments on sus-
pensions of solid particle in liquids flowing down in-
clined chutes. He measured mean streamwise veloci-
ties of the particles, granular temperature, and solids 
fraction profiles over the depth of the flow. Larcher 
also described his attempts to use PIV techniques 
to determine the mean velocity profiles. However, 
at high shear rates, problems of the kind discussed 
by Jain et al. (2002) were encountered. Larcher also 
used a particle-tracking technique based on Voronoï 
diagrams around the par ticle centers in paired 
frames: The particles in one frame and the next were 
paired based on a goodness of match between the 
shapes of the Voronoï cells. The particle velocities 
were found by dividing the corresponding particle 
displacements by the time inter val between the 
frames. Larcher (2002) found this Voronoï approach 
to work effectively at shear rates higher than those 
possible with the standard PIV method. A detailed 
description of particle tracking based on Voronoï 
imaging methods is presented in Capart et al. (2002). 
An extension of these ideas to a three-dimensional 
Voronoï imaging method is given in Spinewine et al. 
(2003).
　Over the last ten years or so, there have been 
several experimental investigations of free-surface 
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granular flows in which optical techniques have been 
used to obtain measurements of particle velocities, 
and, in some cases, also their fluctuations. Two dif-
ferent experimental set-ups have been primarily used 
in these studies. In one, the granular material flows 
down a static pile (or heap) of the same material, usu-
ally contained between two vertical walls. The granu-
lar material is released from a hopper on top of the 
pile, and its flow rate out of the hopper is controlled: 
examples include the works of Komatsu et al. (2001) 
and Khakhar et al. (2001), and also the recent work 
of Jop et al. (2005). In the second set-up, a cylindrical 
tumbler, or drum, whose axis is horizontal (with re-
spect to the gravitational acceleration vector), is half-
filled with the granular material and rotated about its 
axis at a controlled angular speed to create the free-
surface granular flow: examples include the works 
of Jain et al. (2002) and Bonamy et al. (2002). The 
rotating-tumbler arrangement is very convenient ex-
perimentally, since with a finite mass of particles, the 
steady-state free-surface flow can be continued indefi-
nitely for all practical purposes. However, in the work 
of Jesuthasan (2005), on which this paper is based, 
the granular flow down a static pile was the chosen 
configuration for the experimental set-up (Fig. 1). 
The motivation for this choice is that under statisti-
cally steady conditions, the free-surface granular 
flow down a static pile can achieve a thickness of the 
flowing layer that is independent of the distance from 
the hopper (fully developed condition), whereas in 
the rotating-tumbler set-up, this thickness varies con-
tinually along the direction of the flow. Furthermore, 
PTV was selected for measurements of the granular 
flows of interest. Full details of this technique and 
the related procedures are available in Jesuthasan 
(2005).

4.  APPLICATION OF PTV TO A FREE-SUR-
FACE GRANULAR FLOW

　PTV measurements of a free-surface granular flow 
down the upper inclined surface of a wedge-shaped 
static pile of the same material, contained in a narrow 
channel between two parallel vertical glass plates, 
were undertaken in this work. A photographic illus-
tration of this flow is given in Fig. 1. In the design 
of the experimental set-up, some ideas contained in 
the works of Komatsu et al. (2001) and Khakhar et al. 
(2001) were borrowed and extended. An overview of 
the experimental apparatus and techniques, a synop-
sis of the PTV procedures, and some sample results 
from this investigation are presented in this section. 

For full details of this research, the readers are re-
ferred to the work of Jesuthasan (2005).

4.1  Overview of the Experimental Apparatus 
and PTV set-up

　A photograph of the experimental apparatus is 
provided in Fig. 2. It consists of the following main 
elements located in sequence along the flow path of 
the granular material: (i) a reservoir hopper that was 
designed to safely hold a sufficiently large amount 
(up to 20 L) of the granular material; (ii) a height-
adjustable spout with a double-slider gate mechanism 
(schematically illustrated in Fig. 3) which was used 
to control the flow rate of the granular material; (iii) 
a test section in which the free-surface flow was set 
up and measured (see Fig. 1); and (iv) a discharge 
hopper. The granular material used in this work 
consisted of slightly polydisperse, almost spherical, 
ceramic (zirconium silicate) beads: mean effective di-
ameter of 1.59 mm (standard deviation of 0.034 mm) 
and mass density of 4071 kg/m3 (±28 kg/m3) [Jesu-
thasan (2005); Jesuthasan et al. (2005)]. Each of the 
two vertical glass plates that were used to create the 
channel for the flow of the granular material was 610 
mm long, 350 mm high, and 3.175 mm thick. Three 
dif ferent values of the normal separation distance 
between these plates were investigated: 25.4 mm, 

Fig. 2　Photograph of the experimental set-up.
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38.1 mm, and 50.8 mm. For each of these separation 
distances, the following three values (nominal) of the 
mass flow rate per unit width were considered: 0.811 
kg/s-m, 1.847 kg/s-m, and 3.332 kg/s-m. For these 
ranges of dimensional parameters, statistically-steady 
fully developed flows were established inside the test 
section in a reliable and repeatable manner [Jesu-
thasan (2005)].
　A high-speed camera system (Redlake Motion-
Pro 10000) was used to acquire digital images of 
the granular flows of interest in the fully developed 
region. A photograph of this high-speed camera and 
the system that was used to mount and traverse it is 
shown in Fig. 4. Illumination of the front surface of 
the granular flows of interest was done using two 250 
W halogen photoflood variable-intensity lights (Lowel 
Pro-Light). Image processing and a commercial PTV 
software package (DiaTrackPro 2.3) were used to 
obtain the particle trajectories, and special programs 
were written in Matlab to obtain the corresponding 
instantaneous and ensemble-averaged velocity distri-
butions and related results.

4.2 Synopsis of the PTV Procedures
　The high-speed digital camera, after it was prop-
erly positioned and aligned to capture images of the 
granular flows, was first used to acquire images of a 
plumb ball and a ruler placed on the inside surface of 
the front glass plate of the test section. The images of 
the plumb ball were used to establish the orientation 
of the camera with respect to the horizontal, and then 
the static angle of repose of the granular particles 
was determined. The images of the ruler were em-
ployed to determine a conversion factor for relating 
data in pixels counts to physical length dimensions. 
These analyses were done using an image-processing 
computer program called ImageTool, which is avail-
able on the Internet at http://ddsdx.uthscsa.edu/
dig/itdesc.html. This program allows angular mea-
surements with a precision of about±0.05o.
　As was stated above, a commercial PTV software 
package (DiaTrackPro 2.3, developed and distributed 
by Semasopht, Swizterland) was purchased and used 
in this work. The initial step in the PTV analysis us-
ing this software package is to load the first image 
frame (of a sequence of such frames) in the appli-

Fig. 3　 Schematic illustration of the flange, height-adjustable spout, and 
the double-slider gate mechanism.

Fig. 4　 Photograph of the high-speed camera and its mounting and tra-
versing system.
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cation window. The image is then convoluted by a 
Gaussian filter of variable strength such that centers 
and boundaries of the particles are highlighted [Wil-
lert and Gharib (1991)]. The locations of the center 
of mass of the particles in the image are then identi-
fied based on local brightness maxima. Incorrectly 
identified particles are selected and eliminated by im-
posing suitable image thresholds [Jain et al. (2002); 
Larcher (2002)]. Once this is done for the first image 
frame, the aforementioned processing steps are au-
tomatically applied to all successive image frames in 
the sequence. At this point, the tracking algorithm 
is initiated and particles in each pair of successive 
frames are sequentially matched [Adrian (1991); 
Cowen and Monismith (1997); Larcher (2002)] to 
produce a series of particle displacement vectors. 
This sequence of steps is illustrated by the images 
provided in Fig. 5.

　The PTV data processing procedures are summa-
rized in the flow diagram given in Fig. 6. First, the 
high-speed digital camera is used to acquire sequen-
tial images of the granular flow. Then the acquired 
raw digital images are rotated and cropped, using 
programs written in Matlab, to aid the PTV analyses 
using DiaTrackPro 2.3. Finally, specific data process-
ing for the granular flows of interest is done, again 
using programs written in Matlab.

4.3 Data Processing
　Upon successful completion of PTV analysis via 
DiaTrackPro 2.3, the resulting particle displacement 
data were used to compute the corresponding instan-
taneous velocities. The following simple approxima-
tion was used in this step:

　　
→
Vi

(m)=→ri
(m+1)-→ri

(m)

Δt
 (1)

　where 
→
ri

(m+1) =(xi
(m), yi

(m)) is the position of the ith 
particle in the measurement plane at time t(m), 

→
Vi

(m)

=(ui
(m), vi

(m)) is the corresponding in-plane velocity, 
and x and y are oriented in the directions parallel and 
perpendicular to the mean flow direction, respec-
tively. The particle displacements yielded by the PTV 
analysis are in pixels counts: The conversion factor 
mentioned in the previous subsection was used to 
relate the image pixel counts to physical lengths.
　Once the instantaneous velocities were computed 
and stored for each image pair in the sequence, a 
program written in Matlab was used to compute the 
following granular flow field properties: mean veloci-
ties, mean-square velocity fluctuations, granular tem-
perature, and the Savage-Jeffrey parameter.
　First, the flow region of interest was subdivided 

Fig. 5　 Results of PTV operations performed using DiaTrackPro 2.3: (a) 
loaded raw image; (b) filtered image; (c) particle identification; 
(d) final image after particle selection; (e) superimposed particle 
displacement vectors after PTV analysis. Fig. 6　Flow diagram of the PTV and data processing procedures.

(a) (b)

(c) (d)

(e)
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into non-overlapping horizontal slices (or bins) of 
thickness, δ, equal to one particle diameter, as shown 
schematically in Fig. 7. The coordinates of the cen-
ters of the measured particle displacement vectors 
were used to distribute them into these bins. They 
were then processed to obtained ensemble-averaged 
results for each bin.
　The ensemble-averaged streamwise velocity, ūk, 
and transverse velocity, v-k, within the kth bin, at its 
centroid, Yk, were calculated as follows:

　　U=ūk=ū(Yk)=

Nk

Σ
i=1

(ui)k

Nk
 ; V=v-k=v-(Yk)=

Nk

Σ
i=1

(vi)k

Nk
 (2)

In this equation, Nk is the total number of displace-
ment vectors in the kth bin.
　Second-order statistics such as the square of the 
velocity fluctuations, the granular temperature, and 
the Savage-Jeffrey parameter were then evaluated. 
Within each bin, the streamwise and transverse fluc-
tuating velocities were defined as follows:

　　(uí)k=(ui)k-ūk ; (ví)k=(vi)k-v-k (3)

The means of the squares of the streamwise and 
transverse velocity fluctuations were then calculated 
as follows for each bin:

　　＜(ú)2＞k=

Nk

Σ
i=1

[(uí)2]k

Nk
 ; ＜(v́)2＞k=

Nk

Σ
i=1

[(ví)2]k

Nk
 (4)

　In this work, the z-direction fluctuating velocity 
component was assumed to be comparable in mag-
nitude to the y-direction fluctuating velocity compo-
nent, and the granular temperature was calculated as 
follows:

　　[T]k={[(ú)2]k+2[(v́)2]k}/3 (5)

The Savage-Jeffrey parameter, R, was calculated as 
shown below:

　　Rk=
d dU

dY k

(T)k
 (6)

In this equation, d is the mean particle diameter. The 
streamwise velocity gradient in Eq. (6) was deter-
mined using cubic-spline interpolation of the binned 
ensemble-averaged velocity data.

4.4 Sources of Error and Benchmarking
　The PTV operations are prone to errors. Particle 
identification from one frame to the next could be er-
roneous. Limited accuracy in particle positions induc-
es physically unrealistic disturbances to the velocity 
data. Particle mismatch between successive frames 
due to incorrect tracking leads to so-called “outliers”. 
As a result, erroneous and/or spurious velocity vec-
tors could contaminate the field data.
　Another set of errors is associated with the experi-
mental set-up. The high-speed digital camera and 
related optics, as well as the lighting system, operate 
within their own levels of uncertainties. The camera 
lens and zoom level can contribute to image distor-
tions, compromising the accuracy of the acquired 
images. An appropriate choice of frame speeds in 
image recording is also important. Long time steps 
between successive images damps high-frequency 
fluctuations. On the other hand, short time steps lead 
to small displacements and large pixel errors.
　For detailed and authoritative discussions of er-
rors involved in PTV measurements, the reader is 
referred to the works of Adrian (1991), Willert and 
Gharib (1991), and Cowen and Monismith (1997).
　Benchmarking of the PTV software, experimental 
set-up, and procedures is needed in order to evalu-
ate the effects of the aforementioned errors on the 
measurements. In this work, the PTV software was 
validated via standard digital images obtained from 
the Japanese Standard Image Project, following the 
recommendations of Okamoto et al. (2000). These 
standard image sets are offered free of charge on the 
website of the Visualization Society of Japan (http://
www.vsj.or.jp/piv). Additional details of these and 
related benchmarking procedures are available in the 
work of Jesuthasan (2005).

4.5 Sample Results
　In this subsection, the intention is to demonstrate 
the type of results that can be obtained using PTV 
measurements of granular flows. Thus, with refer-
ence to the test section shown in Fig. 1, sample 
results are presented only for one normal separation 
distance, W=25.4 mm, between the vertical glass 

δ

Fig. 7　Schematic illustration of the binning operation.

X

Y

YiYk
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plates, and the following three different mass flow 
rates per unit width: m・ /W=0.775 kg/s.m, 1.799 kg/
s.m, and 3.288 kg/s.m. For additional results and 
related discussions, the readers are referred to the 
work of Jesuthasan (2005). The static angle of repose 
for the separation distance of W=25.4mm was deter-
mined to be θrep=20.55o (standard deviation of 0.44o).
　The results presented in this subsection are based 
on measurements acquired and ensemble-averaged 
over a sampling period of 10 s. It was established 
by Jesuthasan (2005) that this sampling period is 
sufficient to provide statistically repeatable results 
for four different frame speeds: 250 fps, 333 fps, 500 
fps, and 1000 fps. Furthermore, Jesuthasan (2005) 
determined that the optimal frame speeds for the 
cases considered here are the following: 333 fps for 
m・ /W=0.775 kg/s.m; 333 fps for m・ /W=1.799 kg/s.m; 
and 500 fps for m・ /W=3.288 kg/s.m.
　In the presentation of the sample results, X de-
notes the streamwise coordinate; and Y is the coor-
dinate normal to X, directed into the flowing layer 
towards the underlying static pile, and zero at the 
free surface. The ensemble-averaged free surface ve-
locity is denoted by Usurf, and the angle of inclination 
of the free surface of the flowing granular material is 
denoted by θfs.
　The X-component of the velocity of the flowing 
layer has its maximum values at the free surface 
(Usurf) and it decays to zero with increasing Y. The ex-
act Y location where this velocity component reaches 
zero is difficult to determine from the PTV measure-
ments. It was assumed here (somewhat arbitrarily) 
that the bottom of the flowing layer of granular mate-
rial (Y=H) corresponds to the position where U/Usurf 

=0.001.

　Distributions of the mean (ensemble-averaged) 
streamwise and transverse velocity components (U 
and V) with Y are given in Figs. 8a and 8b, respec-
tively. As was discussed earlier, U reaches its maxi-
mum value at the surface (Y=0) and decays down to 
zero with increasing Y. The transverse mean velocity 
component, V, is zero throughout, for all practical 
purposes, indicating that the ensemble-averaged flow 
of the granular material is parallel to the X direction. 
Values of the tangent of the angle of inclination of the 
free surface, θfs, the depth of the flowing layer of gran-
ular material, H, as defined in Equation (7), and the 
maximum velocity, Umax=Usurf, are given in Table 1. 
Distributions of the mean-square velocity fluctuations 
in the X and Y directions (＜(ú)2＞and＜(v́)2＞) and 
the granular temperature, T, as defined in Equation 
(5), are given in Figs. 9a, 9b, and 9c, respectively: 
Each of these ensemble-average quantities achieves 
its maximum value at the free surface and decays to 
zero with increasing Y; at corresponding locations, 
the values of ＜(v́)2＞ are lower than ＜(ú)2＞ by a 
factor of two to three; and all of these quantities in-
crease with increasing values of m・ /W.
　Distributions of the Savage-Jeffrey parameter, R, 
are presented in Fig. 10. The calculation of this di-
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Fig. 8　Distributions of mean velocity in (a) streamwise and (b) transverse directions.

Table 1　Values of tan(θfs), H, and Umax

W
[m]

m
・

/W
[kg/s.m]

tan(θfs) H
[m]

Umax

[m/s]

2.54E-02

7.750E-01 3.823E-01 1.924E-02 4.204E-02

1.799E+00 4.192E-01 2.067E-02 8.241E-02

3.288E+00 4.346E-01 2.321E-02 1.345E-01
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mensionless parameter requires inputs of the gradi-
ent of the streamwise velocity, UX, Y, and the square-
root of the granular temperature, T1/2, as shown in 
Equation (6). The values of UX, Y, were calculated us-
ing cubic-spline fits to the nodal values of streamwise 
velocity, Uk, available at the centroids of the bins, Yk . 
In the vicinity of the free-surface and also as the stat-
ic pile is approached, the errors in these calculated 

velocity gradients could be substantial. Furthermore, 
as the static pile is approached, both the velocity gra-
dients and the granular temperature go to zero, thus 
the calculation of R using Equation (6) could invoke 
large uncertainties. In this context, the values of R in 
the regions immediately adjacent to the free surface 
and the static pile are unreliable. If these regions are 
ignored, a trend is discernable in the plots of R pre-
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Fig. 9　Distributions of mean-square velocity fluctuations in (a) streamwise and (b) transverse directions, and (c) granular temperature.
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sented in Fig. 10: The variation of R with Y is linear 
at the lower mass flow rates per unit width; and at 
the highest mass flow rate per unit width, R assumes 
an essentially constant value. These results seem to 
indicate that for the free-surface granular flows con-
sidered in this work, when the wall friction effects 
are significant (with respect to the shear and normal 
stresses in the interior of the granular flow) R vs. Y 
is almost linear; and R is essentially constant for the 
other cases.

5. CONCLUDING REMARKS

　A brief review of publications related to PIV and 
PTV techniques was presented first in this paper. 
That was followed by a brief review of papers on the 
applications of these techniques to granular flows. 
The application of PTV to a demonstration problem 
involving a free surface granular flow was presented 
next, along with some sample results. The afore-
mentioned reviews and results show that PTV is a 
convenient and reliable technique for non-invasive 
measurements of granular flows, and these measure-
ments can be processed to obtain results that could 
be useful for checking and refining mathematical 
models of such flows.

NOMENCLATURE

 d Mean diameter of the particles
 H  Thickness of the flowing layer of granular ma-

terial, Equation (7)
 m・   Mass flow rate of the granular material
 R The Savage-Jeffrey parameter, Equation (6)
 T Granular temperature, Equation (5)
 u  Instantaneous velocity component in the X di-

rection (streamwise)
 ú  Fluctuating velocity component in the X direc-

tion
＜(ú)2＞　 Mean-square fluctuating streamwise ve-

locity component
 U  Mean velocity component in the X direction 

(streamwise)
 Usurf Free-surface velocity (U at Y=0)
 UX  Mean velocity component in the X direction 

(same as U)
 UX,Y Gradient of UX in the Y direction
 v  Instantaneous velocity component in the Y di-

rection (transverse)
 v́  Fluctuating velocity component in the Y direc-

tion
＜(v́)2＞　 Mean-square fluctuating transverse veloc-

ity component
(＜(v́)2＞)1/2　 Root-mean-square of the transverse 

fluctuating velocity
 V  Mean velocity component in the Y direction 

(transverse)
 W  Separation distance between the vertical glass 

plates (gap width)
 X  Streamwise coordinate oriented along mean 

flow direction (same as x)
 Y  Coordinate normal to X, directed into the flow-

ing layer (same as y)
 Z  Transverse coordinate to the flow, directed 

from the front glass wall to the back glass wall 
(same as z)

	 θfs  Free-surface inclination angle with the hori-
zontal

 θrep  Static angle of repose of the granular material
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1. Introduction

　Pulmonary drug delivery has been the subject of 
intensive investigation by formulation scientists and 
respiratory medicine practitioners/specialists. In ad-
dition to producing localized effects, drugs delivered 
into the lungs can be absorbed across the alveolar 
epithelium to exert systemic actions. Among the dif-
ferent types of therapeutic inhalation formulations 
available on the market, dry powder inhaler (DPI) 

has become increasingly popular as a pulmonary 
delivery system primarily for the following reasons: 
(a) being in a solid form, the drug is relatively stable 
chemically; (b) the inhaler is environment-friendly, as 
it is free from chlorofluorocarbon (CFC) propellants; 
and (c) the delivery is breath actuated, and does not 
require coordination between actuation and inhala-
tion by the patient, as does its pressurized counter-
parts.
　Apart from particle size, particle morphology and 
surface properties, the crystal form of inhaled par-
ticles is probably the next crucial parameter in line 
for consideration in DPI formulation. It has been well 
documented that solid-state phenomena such as poly-
morphism, solvate/hydrate formation, and change 
of crystallinity or the level of crystal imperfections, 
could all exert profound influence on the physical, 
chemical and mechanical properties, and ultimately, 
on the clinical performance of solid pharmaceuticals. 
Consequently, a good understanding of the solid-
state behaviors of pharmaceutical materials as well as 
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the availability of an effective means to regulate their 
physical forms during production are crucial for the 
successful formulation of inhalation dosage forms.
　Drug powders used in DPI are normally prepared 
by batch crystallization from a suitable solvent, fol-
lowed by micronization to the optimal particle size 
range for deep lung delivery. However, this two-
step manufacturing approach often results in highly 
cohesive, highly charged, and crystallographically 
defective materials, which are dif ficult to process 
downstream. Consequently, alternative strategies 
for producing readily processable and dispersible 
powders are being actively sought. In this regard, 
spray-drying and supercritical fluid processing tech-
nologies appear to hold promise, primarily because 
of their dual abilities to generate ultra-fine powders 
within the respirable size range and to control the 
formation of particular crystal form.
　Presented in this article are general background 
information on pulmonary drug delivery and solid-
state chemistry relevant to DPI formulation together 
with a review on the current applications of spray-
drying and supercritical fluid crystallization technolo-
gies in regulating the physical forms of ingredients 
used in DPI formulation.

2.  Pulmonary route as an important means of 
drug delivery

　Asthma is a pulmonary disease characterized by 
reversible airway obstruction, airway inflammation, 
and increased airway responsiveness to a variety 
of stimuli. Pulmonary delivery of drugs plays an 
indispensable role in the management of asthma. 
β-Adrenoceptor agonists and corticosteroids are two 
common classes of drugs administered via the lungs. 
Pulmonary drug delivery offers a number of advan-
tages, including: (a) a small amount of drug will nor-
mally suffice for preventing or treating symptoms; 
(b) adverse reactions are usually much less than 
those produced by systemic administration; and (c) 
there is a rapid and predictable onset of action1).
　Since the introduction of the first inhaled medica-
tion, Datura ferox, a congener of atropine, in England 
in 1802, the inhalation route of drug delivery has 
captured increasing attention in the pharmaceutical 
industry. Inhalation therapy is not limited to asthma, 
but is also of benefit to other respiratory diseases, 
such as chronic obstructive pulmonar y disease 
(COPD) and bronchiectasis.
　Lungs, with a large surface area, good vasculariza-
tion, an immense capacity for solute exchange and 

an ultra-thin alveolar epithelium, have been actively 
explored as an effective route for systemic delivery 
of peptides and proteins2). Of particular potential in 
this development is inhaled insulin, which may serve 
as an effective, well-tolerated, non-invasive alternative 
to subcutaneous regular insulin3). Pulmonary route 
is considered an important means for both local and 
systemic drug delivery.

3.  Dry powder inhalation formulations for pul-
monary drug delivery

　Typical inhalation formulations for pulmonary de-
livery include liquid nebulizer, metered dose inhaler 
(MDI) and dry powder inhaler (DPI).

3.1 Nebulizer
　Nebulizer is the preferred choice of many physi-
cians for the therapy of acute asthma in an emer-
gency care unit or for treating patients with severe 
asthma at home4). In jet nebulizers, the aerosol is 
formed by a high velocity airstream from a pressur-
ized source directed against a thin layer of liquid 
solution. Ultrasonic nebulizers involve the vibration 
of a piezoelectric crystal aerosolizing the solution. Al-
though nebulizer can deliver more drug to the lungs 
than MDI or DPI, the main drawbacks of nebulizer 
are lack of portability, higher costs of drug delivery 
as a result of the greater need for assistance from 
healthcare professionals, and the requirement for 
higher drug doses to achieve a therapeutic effect.

3.2 Metered Dose Inhaler (MDI)
　MDI is the most popular device for aerosolized 
administration of drugs. With this method, a medica-
tion is mixed in a canister with a propellant, and the 
preformed mixture is expelled in precise measured 
amounts upon actuation of the device. Proper use of 
MDIs requires that patients learn how to coordinate 
exhalation and inhalation with actuation of the device. 
This can be quite difficult for the juvenile and the 
elderly. The use of spacer device can only solve the 
problem partially because the bulky size of the de-
vice can be a deterrent for patients who require use 
of MDIs outside their homes.
　In early 1990s, attempts were actively made to re-
formulate MDIs as a result of the mandatory ban on 
the use of propellant chlorofluorocarbons (CFCs), 
which have been implicated in the depletion of the 
Earth's ozone layer. Alternative propellants, such as 
hydrofluoroalkane 134a (HFA-134), have been ex-
tensively investigated for their potentials to replace 
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CFCs since 1990s. Extensive researches are cur-
rently in progress to compare the efficacy and safety 
between CFCs and non-CFCs MDIs5-6).

3.3 Dry Powder Inhaler (DPI)
　Dr y powder systems utilize drug alone or its 
blends with a suitable carrier, usually lactose, for de-
livery to the lungs. Drugs, carriers and devices are 
three important factors affecting the performance of 
pulmonary delivery of drugs. Unlike MDIs, delivery 
of medication with a DPI requires minimal patient 
cooperation and coordination of breathing following 
actuation of the device. Moreover, DPIs are small, 
portable devices that can be conveniently carried in a 
pocket or purse. Turbuhalers®and Diskhalers®are 
some well-known examples. There is also no need to 
use spacers. Furthermore, DPIs are devoid of envi-
ronmentally harmful CFC propellants, as normally re-
quired in MDI formulation. Since both MDI and DPI 
have been shown to afford comparable efficacy in de-
livering the same drug and in view of the mandatory 
ban of CFCs use in MDIs by the United Nations, it is 
not surprising that DPIs have become increasingly 
important as a pulmonary drug delivery system over 
the past decade7).

4.  Solid state chemistry of dry powder inhala-
tion formulations

　Fine particles in DPIs may exist in different solid 
states, which include polymorphs, solvates (hydrates) 
and amorphous forms. Since pharmaceuticals in dif-
ferent solid states display widely different physical 
properties, understanding the solid state behaviours 
of drugs is of particular interest to formulation scien-
tists, chemical engineers, materials scientists, physi-
cal chemists, industrial pharmacists, process chem-
ists as well as regulatory affairs personnel involved 
at various stages of the drug development process8). 
In recent years, solid state phenomena, particularly 
polymorphism, have attracted considerable attention 
in pharmaceutical industry, where regulatory control 
necessitates close examination of all products under 
development for their solid state behaviour9).

4.1 Polymorphism
　Many solid pharmaceuticals exist as polymorphs, 
or crystal forms having the same chemical composi-
tion but different internal structure in the crystal lat-
tice, i.e., different unit cell dimensions and cell pack-
ing. Steroids, sulphonamides and barbiturates are 
three common classes of drugs exhibiting polymor-

phism8). A casual online computer search in PubMed 
will easily reveal emerging polymorphs for new and 
existing compounds.
　Polymorphs show a range of widely different physi-
cal and chemical properties, such as melting points, 
spectroscopic behaviour, solubility, density, hardness, 
crystal shapes, physical and chemical stability and 
dissolution profiles. Review on crystal polymorphism 
of drug substances in the European Pharmacopoeia 
has been prepared by the regulatory authority10). 
Polymorphism is of vital importance in the context 
of patent protection, process development and prod-
uct specification in pharmaceutical industry11). The 
potential formulation problems associated with poly-
morphism are best exemplified by the antiviral drug, 
ritonavir. In the summer of 1998, Novir® (ritonavir) 
semi-solid capsules supplies were put on hold follow-
ing the discovery of a new crystal form of ritonavir, 
which is much less water soluble12). The existence of 
this new polymorph was confirmed by microscopy 
and powder X-ray diffraction (PXRD). The sudden 
emergence of this drastically less soluble polymorph 
has created tremendous formulation hurdles for 
the drug company concerned. Chloramphenicol 
palmitate is another well-demonstrated example of 
polymorphism. Maximum blood levels of the two 
reported polymorphic forms are 3 and 22 mg/ml re-
spectively, which represent a seven-fold difference13). 
If this problem is kept unchecked, significant dose-
to-dose variations can occur. Despite such potential 
problems, one can still take advantage of the unique 
physical properties of a particular polymorph to im-
prove drug formulation. For instances, the dry pow-
der inhalation properties and in vitro respirable frac-
tion of steroid KSR-592 were improved dramatically 
by changing its morphology from plates (α-form) to 
needles through polymorphic transformation to the 
β-form14).
　Taken pair wise, polymorphs fall into either a 
monotropic system or an enantiotropic system. For 
monotropic pairs, one polymorph is always more 
stable than the other. The polymorph with higher 
melting point has the lower Gibbs free energy at all 
temperatures (Fig. 1). Thus, change of low melter 
to high melter, being a non-spontaneous process, is 
not thermodynamically favourable. Transition point 
only exists above the melting points of the two poly-
morphs.
　For enantiotropic pairs, the transition temperature 
exists below the melting points of both polymorphs 
(Fig. 2). At temperatures lower than transition 
temperature, the lower melter has lower Gibbs free 
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energy, while at temperatures higher than transition 
temperature, the higher melter has lower Gibbs free 
energy. Thus, the lower melter is the more stable 
form below the transition temperature while the 
higher melter is the more stable form above the tran-
sition temperature.

4.2 Hydrates and solvates
　Solvates are crystals in which solvent molecules 
occupy regular positions in the crystal structure. 
Hydrates are a subset of solvates when the solvent 
molecule is water. For obvious reasons, most drug 
crystals that fall into the category of solvates are hy-
drates8).
　Physical properties of hydrates and solvates can be 
quite different. Solvates must be less soluble in the 

same solvent than their original anhydrous counter-
parts, otherwise there would be no thermodynamic 
driving force for their crystallisation15). For example, 
ampicillin anhydrate has a higher solubility and in-
trinsic dissolution rate than its trihydrate form16). A 
significant difference in urinary excretion rates of 
the drug has been demonstrated in vivo. Suspensions 
and capsules containing the anhydrate exhibit supe-
rior bioavailabilities to analogous formulations made 
from the trihydrate16). In the case of carbamazepine 
polymorphs (forms I and III) and the dihydrate, the 
solubilties, intrinsic dissolution rates and bioavailabil-
ities of both anhydrous polymorphs are lower than 
those of the dihydrate17).
　In addition, hydrates are in dynamic equilibrium 
with the surrounding moisture, which can be de-
scribed by the following relationships:

Kh

　A (solid) + m H2O ⇄ A ・ m H2O (solid)  (1.1)

　Kh＝ a3［A・mH2O(solid)］
a1［A(solid)］a2［H2O］m  (1.2)

where a1, a2 and a3 represent the activities of the an-
hydrate, water and hydrate respectively.
　From the equations, it is clear that water activ-
ity and relative humidity (%RH) in a closed system 
are significant in influencing the hydration states of 
crystal forms. For example, water stoichiometry of 
aspartame are 0.5 below 42% and 2.5 above 58% RH18). 
Nedocromil sodium hydrate changes from monohy-
drate or trihydrate to heptahemihydrate as the rela-
tive humidity increases19). In addition, temperature 
will also influence the hydration status of pharma-
ceuticals. For instance, the kinetics of dehydration of 
aspartame hemihydrate to aspartame anhydrate has 
been studied with variable temperature powder X-ray 
dif fractometry20). This may adversely af fect drug 
potency, powder flow, content uniformity, particle 
morphology, dissolution rate, and possibly bioavail-
ability16).

4.3 Amorphous solids
　Amorphous solids are devoid of crystallinity and 
have no long-range order. The atoms and molecules 
exist in a totally disordered array. Amorphous solid 
can be viewed as a glass characterized by a glass 
transition temperature (Tg), defined as the tempera-
ture below which the constituent molecules are 
configurationally frozen in a glassy state and lack the 
motion typical of those in a liquid. Above the Tg, the 
amorphous solid assumes a rubbery state exhibit-
ing flow property and the molecules have substantial 
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Fig. 1　 Hypothetical energy diagram of an enantiotropic system (TI and 
TII: melting points of Forms I and II; Tt: transition temperature).
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Fig. 2　 Hypothetical energy diagram of a monotropic system (TI and TII: 
melting points of Forms I and II; Tt: transition temperature).
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configurational motion.
　Amorphous solids have enhanced solubility and 
dissolution rate in comparison to their crystalline 
counterparts. It has been reported that the clinical 
relevance of solubility enhancement associated with 
the amorphous form is likely to be significant, even 
in systems, which are only partially amorphous21). 
However, such amorphous or glassy materials are 
not without problems. The Gibbs free energy of 
amorphous solids is higher than that of their crystal-
line counterparts. There is always a tendency for the 
glassy materials to recrystallize into the stable crys-
talline form. In addition, due to their higher energy 
state, amorphous compounds have higher chemical 
reactivity.
　Owing to technical dif ficulty in stabilizing the 
amorphous form, par ticularly for small organic 
molecules, only a limited number of amorphous 
pharmaceutical materials are available on the mar-
ket. In the European Pharmacopoeia, more than 35 
materials (both active ingredients and excipients) are 
described as being amorphous. There are five in the 
United States Pharmacopoeia and over 25 different 
dosage forms in the Physicians’ Desk Reference that 
contain amorphous drug substances, including anti-
infectives, anticoagulants, antiinflammatories, anal-
gesics, hormones and preparations for both internal 
and external uses22).
　Most of the commercially available dry powder in-
halation formulations employ stable crystalline poly-
morphs, such as salmeterol xinafoate23) and flutica-
sone24), and sometimes hydrates, such as pranlukast 
hydrate25).
　Drug products (or dosage forms) may undergo 
changes in technological, physicochemical or 
biopharmaceutical properties due to polymorphic 
transformation which can be induced by mechanical 
or heat treatment or by a change in environmental 
conditions, e.g., relative humidity, solvents, etc. Poly-
morphic transformation can also occur in a number 
of pharmaceutical manufacturing and quality control 
processes, including milling / grinding, tabletting, 
suspension preparation, granulation, dissolution, sta-
bility testing, spray drying, freeze-drying, and prepa-
ration of adsorbates or complexes16). Unforeseen 
changes of solid state properties can pose serious 
problems with regard to patent protection, process 
development and product specification in pharma-
ceutical industry9). Thus, a better understanding and 
tighter control of solid-state behavior of drugs is cru-
cial to the development of DPI formulations.

5.  Technologies for producing drug particles for 
dry powder inhalation formulations

　Apart from solid state properties, the particle size 
distribution of drug powders also plays a determinant 
role in DPI formulations. The respirable fraction is 
defined by the American Conference of Governmen-
tal Industrial Hygienists (ACGIH) as the fraction of 
aerosolised dose in an inhalation formulation surviv-
ing the filtration and impaction mechanism of the na-
sopharynx. Respirable fractions of particles with dif-
ferent aerodynamic diameters are shown in Fig. 326).
　Particles greater than about 10μm have a respira-
ble fraction of almost zero and deposit predominantly 
in the upper airways (i.e., throat and trachea) by 
inertial impaction. Moderate size particle can settle 
out from the airstream under gravitational influence. 
Submicron particles deposit as a result of Brownian 
movement mainly in the lower airways (bronchial 
and alveolar regions)27). Particles in DPI formulations 
should be engineered to about 5μm or less in diam-
eter for maximizing the deposition in the transitional 
and respiratory zones of the lung. Discussed below 
are some current powder production technologies 
that are potentially useful for generating drug par-
ticles within the respirable range (1-5μm).

5.1 Micronisation
　Conventionally, drug powders formulated for the 
inhalation route are produced by batch crystallization 
from a suitable solvent followed by micronization to 
the appropriate particle size range (1-5mm) for deep 
lung delivery.
　It is obvious that a substantial amount of energy is 
used to process the substance, which may result in 
either a polymorphic conversion or the generation of 

Fig. 3　  Respirable fractions of particles with different aerodynamic di-
ameters.
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an amorphous substance. Polymorphic transforma-
tion of drugs has been widely reported, e.g., fostedil, 
chloramphenicol palmitate and phenylbutazone, to 
name a few16). Generation of amorphous domains is 
almost unavoidable during micronization, and the 
extent of amorphization is highly material depen-
dent. As regulatory authorities worldwide impose 
more stringent requirements in polymorph control, 
micronization may not be a desirable powder produc-
tion method if the solid state chemistry of drug is 
changed significantly during the process. Therefore, 
a number of single-step crystallization methods, such 
as spray-drying and supercritical fluid crystallization, 
are being investigated for their applicability in pow-
der production for DPI formulations.

5.2 Spray-Drying
　Spray drying is a one-step process that converts 
a liquid feed into a dried particulate form via the fol-
lowing stages: (a) atomization of the feed solution to 
form a spray; (b) spray-air contact; (c) drying of the 
spray; and (d) separation of the dried product from 
the gas stream. The heating and drying of the drop-
lets are usually performed in a chamber to which a 
stream of hot dry air is admitted in a co-current (i.e., 
in the same direction as spray) or counter-current 
(i.e., in the opposite direction to spray) manner. 
Spray drying has been used to produce solid drug 
particles for inhalation. The resulting materials are 
usually amorphous in nature16). Since the drying is 
normally accomplished at elevated temperatures in-
side the drying chamber, chemical degradation and 
accompanying loss of biological activity could be a 
problem with thermolabile compounds, for which 
low-temperature drying or the alternative freeze 
spray drying may be considered. Examples of spray-
dried pharmaceutical materials are insulin28), salbu-
tamol sulphate29), sodium cromoglycate, formoterol 
fumarate30) and budesonide31).
　Recently, drug particles with improved pulmonary 
delivery have been developed using specially for-
mulated feed solutions for the spray-drying process. 
Corrugated bovine serum albumin powders thus 
produced display better aerosol performance than 
spherical particles produced under similar conditions 
but at higher atomizing pressure32). It was concluded 
that the surface asperities of the corrugated particles 
could lower the area of contact between particles, 
and thus reduce the particle cohesiveness. Produc-
tion of large hollow porous particles with improved 
aerosol performance by spray drying has also been 
reported for albuterol, estradiol and insulin33). These 

spray dried samples have high respirable fractions, 
ranging from 49% to 92%, depending on the measure-
ment techniques.
　Spray-dried hollow porous par ticles based on 
similar concept have been commercialized as Pul-
moSphereTM 30). This system has been tested with 
cromolyn sodium, albuterol sulfate and formoterol 
fumarate, and they all show improved physical stabil-
ity, content uniformity and aerosolization efficiency. 
Clinical data also demonstrated that delivery of spray-
dried budesonide PulmoSphereTM powder is more 
efficient and reproducible than that of the micronized 
drug from passive DPIs31). Interestingly, it is suitable 
not only for indirect systemic delivery of drug mol-
ecules via the lungs but also for more efficient and 
reproducible direct delivery of the drug to the lungs 
from passive DPIs31, 34).
　Cospraying with additives has also been explored 
to improve the delivery of antiasthmatic drugs to the 
lung, e.g., salbutamol sulphate with L-leucine in DPI 
formulations35).

5.2.1  Control of physical forms by spray-drying 
processing

　The application of spray drying to generate amor-
phous materials is well established16). The technique 
has been employed to produce a wide range of spray-
dried materials, including enzymes (e.g., trypsin, 
protease, lipase), antibiotics (e.g., sulphathiazole, 
aureomycin, streptomycin), blood serum, plasma 
substitute (e.g., dextran), vitamins (e.g., brewers' 
yeast, vitamins A/D) and pharmaceutical gums (e.g., 
acacia, tragacanth, sodium alginate)36). Extensive 
research has been conducted to exploit the advanta-
geous aspects of amorphous drug materials, e.g., 
salbutamol sulphate37), paclitaxel38), tolbutamide39), 
clarithromycin40), ursodeoxycholic acid41), lactose42) 
and ketoconazole43).
　Spray drying, an extremely rapid particle forma-
tion process, can be used to control the polymorphic 
forms of pharmaceuticals, provided that the operat-
ing parameters are carefully optimized. For instance, 
polymorphic forms (A, B and C) of abecarnil, a 
β-carboline derivative and a partial agonist of CNS 
benzodiazepine receptor, can be produced by spray 
dr ying using dif ferent solvents in the feed solu-
tions44). PXRD and DSC data showed that the result-
ing polymorphs are free of amorphous regions.
　The pH of the feed solution has also been shown 
to exert a significant effect on the polymorphic forms 
of glycine produced by spray drying. α-Glycine was 
crystallized from solutions without pH adjustment 
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(pH 6.2) while γ-glycine was the preferred poly-
morph formed at pH 4.0 and 8.0. The phenomenon 
has been attributed to the pH effect on the dimeric 
growth unit of α-glycine45). Dif ferent salt forms, 
such as glycine HCl and diglycine HCl, can also be 
generated by spray drying using low pH solutions 
and different inlet temperatures45). The formation of 
polymorphs during spray drying has also been dem-
onstrated for tolbutamide (polymorph IV)46).

5.3 Supercritical Fluid Crystallization
　In recent years, supercritical fluid crystallization 
(SFC) technologies have gained increasing attention 
in the pharmaceutical industry due to their capabil-
ity and versatility of producing micro-fine particles 
to predetermined specifications. Supercritical fluids 
(SFs) are those gases and liquid at temperatures and 
pressures above their critical points (TC - critical tem-
perature; PC - critical pressure). In Fig. 4, the critical 
point is located at the upper end of the liquid / gas 
curves, and the phase area in excess of this point is 
the SF region. In this region, the SF exists as a single 
phase with several advantageous characteristics of 
both liquid and gas. SFs have density values that af-
ford appreciable solvation power. In addition, the vis-
cosity of solutes is lower in SFs than in liquids while 
the reverse is true for the dif fusitivity of solutes, 
which facilitates mass transfer. More importantly, SFs 
are highly compressible, particularly near the critical 
point, and thus their density and solvation power can 
be carefully controlled by slight adjustment of tem-
perature or pressure.
　Of all the gases available for use as SFs in industry, 
carbon dioxide is the most widely used one because 
of its low critical temperature (31.1℃), which makes 
it particularly suitable for heat sensitive materials, 
such as biologicals. In addition, it is non-flammable, 

non-toxic, inexpensive, recyclable and environment 
friendly.
　The use of SFs to process pharmaceutical mate-
rials has proved to be a cost-ef ficient approach in 
generating high purity, micron-sized particles with 
defined morphology in a single-step operation47-48). 
SFs, by virtue of their attractive physical properties 
such as variable density and transport properties 
such as viscosity and diffusivity, and the relative ease 
by which these properties can be manipulated with 
temperature and pressure have created tremendous 
formulation opportunities for engineering drug par-
ticles with specific biological applications.
　Extensive literature and patent surveys of various 
particle designs using supercritical fluids have been 
reported49, 50). A number of literature reviews are also 
available51-52). Broadly speaking, supercritical fluid 
crystallization technologies can be divided into two 
categories: 1. precipitation from supercritical solu-
tions, e.g. Rapid Expansion of Supercritical Solution 
(RESS); 2. precipitation using SFs as non-solvents or 
antisolvents, e.g., Gas AntiSolvent (GAS), Supercriti-
cal AntiSolvent (SAS), Precipitation with Compressed 
Antisolvents (PCA), Aerosol Spray Extraction System 
(ASES), Solution Enhanced Dispersion by Supercriti-
cal fluids (SEDSTM).

5.3.1 Precipitation from supercritical solutions
　Diagrammatic representation of Rapid Expansion 
of Supercritical Solution (RESS) process is shown in 
Fig. 5. The solute is first dissolved in SF to form a 
solution, which is then allowed to undergo expansion 
through an orifice to create extremely high super-
saturation for effecting homogeneous nucleation and 
subsequent particle formation in the precipitation 
unit. It relies on the fact that solvent strength can 
be reduced drastically by decreasing the SF density 
through the rapid expansion of the fluid. Processing 
equipment requires a source of SF, which passes 
through an extractor unit to a restricted orifice po-
sitioned in a particle collection/precipitation vessel 
held at a lower temperature and pressure (often ambi-
ent) than the extractor unit. Primary factors influenc-
ing the particle properties include solute solubility in 
SF, dimensions of orifice (expansion device), expan-
sion time scale, operating pressure/temperature in 
precipitator, agglomeration during SF expansion and 
the subsequent phase process path. Examples of ma-
terials processed by RESS include griseofulvin53) and 
salicylic acid54).
　RESS is the technology that has been rigorously 
investigated. Debenedetti and his coworkers have 
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Fig. 4　  Phase diagram of a pure substance.



KONA  No.24  (2006)34

reported several theoretical works in relating particle 
properties to the RESS processing conditions55-59). A 
number of mathematical simulations and models re-
lating to particle formation in the RESS process have 
also been published60, 61).

5.3.2  Precipitation using supercritical fluids as 
non-solvents or antisolvents

　These methods utilize a similar concept to the use 
of antisolvents in traditional solvent-based crystal-
lization processes. The relatively low solubilities of 
drug compounds in unmodified carbon dioxide are 
exploited in this process wherein the solute of inter-
est (a drug, a polymer, or both) is dissolved in a con-
ventional solvent to form a solution51). The preferred 
ternary phase behaviour is such that the solute is 
virtually insoluble in dense carbon dioxide while the 
solvent is completely miscible with dense carbon 
dioxide at the recrystallization temperature and pres-
sure51). The solute is recrystallized from solution in 

one of the three ways discussed below.
　In the first method, the volume of the solution 
containing the solute of interest is expanded several 
fold by mixing with dense carbon dioxide in a vessel. 
Since the expanded carbon dioxide solvent has a low-
er solvent strength than the pure solvent, the mixture 
becomes supersaturated, forcing the solute to pre-
cipitate or crystallize as microparticles. This process 
is termed Gas AntiSolvent (GAS) recrystallization62). 
Schematic diagram of the GAS process is shown in 
Fig. 5. GAS was originally applied to nitroguanidine, 
an explosive, for which conventional comminution to 
reduce particle size is considered not feasible62). The 
GAS process has been applied to a number of phar-
maceutical materials, including hyaluronic acid ethyl 
ester / protein63), sodium cromoglycate64) and loben-
zarit65).
　The second method involves spraying the solution 
through a nozzle as fine droplets into compressed 
carbon dioxide. A schematic diagram illustrating the 
technique is shown in Fig. 5. This process is com-
monly named 'Precipitation with Compressed Anti-
solvent' (PCA) technique and employs either organic 
solvent or a supercritical fluid as the antisolvent66). 
Examples of PCA processed materials are indometh-
acin67), methylprednisolone acetate and hydrocorti-
sone acetate68). When a supercritical fluid is used as 
antisolvent, the spray process is termed 'Supercritical 
AntiSolvent' (SAS) process or 'Aerosol Spray Extrac-
tion System' (ASES)51). It has been postulated that mi-
croparticles formation results from gas phase nucle-
ation and growth within the expanding plume, rather 
than nucleation within discrete liquid droplets69). 
Examples of SAS-processed drug materials are sal-
butamol sulphate70) and griseofulvin71) and materials 
prepared by ASES process include lysozyme72), fluti-
casone73) and polylactide/hyoscine butylbromide74).
　The third method, known as ‘Solution Enhanced 
Dispersion by Supercritical Fluids’ (SEDSTM), uti-
lizes a coaxial nozzle design with a mixing chamber. 
The arrangement provides a means whereby the 
drug in organic solvent solution interacts and mixes 
with the SF antisolvent in the mixing chamber of the 
nozzle prior to dispersion via a restricted orifice into a 
particle-formation vessel75). High mass transfer rates 
are achieved with a high ratio of SF to solvent, and 
high velocity of the SF facilitates break up of solution 
feed75).
　In a single step operation, the SEDSTM technique 
has been demonstrated to possess the ability to pro-
duce micron-sized particles which are solvent-free, 
crystalline and within a narrow size range, indicat-
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ing that the crystal form can be controlled simply 
by varying the processing parameters. A wide range 
of pharmaceutical materials have been prepared as 
micron and submicron particles using the SEDSTM 
process, such as lactose76), nicotinic acid77) and 
paracetamol78).

5.3.3  Control of physical forms by supercritical 
fluid crystallization

　The potential applications of SFC technologies in 
the controlled production of particular physical forms 
of pharmaceutical materials have attracted consider-
able commercial and academic interests in recent 
years. Although existing publications in this field are 
relatively few and have limited scope, they can serve 
as a useful lead and guide to more elaborate and ex-
tensive studies in the future.
(1) Polymorphs
　Fluticasone propionate exists in two polymorphic 
forms (I and II). Conventional crystallization and 
standard spray drying techniques readily yield form 
I. Form II, obtainable only by SFC (e.g. SEDSTM 
technique), has completely different PXRD pattern 
from that of form I 24, 79). By fine-tuning the operat-
ing variables, different proportions of forms I and II 
can be produced in a controlled manner. In addition, 
the supercritically-processed form II of fluticasone 
propionate has lower dynamic bulk density, higher 
fluidisability and better flow properties than the con-
ventionally prepared form I sample, both before and 
after micronisation.
　Three crystal forms (two polymorphs and one hy-
drate) of an oxazolidone antimicrobial, RWJ-337813, 
could be prepared by means of the SEDSTM technique80). 
Forms A and B are anhydrous and are monotropic to 
each other, with A being the stable form at ambient 
conditions. Form C is a hemi-hydrate. All the three 
crystal forms of RWJ-337813 exhibit high physical 
purity and high chemical integrity.
　Chlorpropamide polymorphs can also be produced 
by the RESS process utilizing supercritical carbon di-
oxide (scCO2) as the recrystallizing solvent81). Chlor-
propamide is available commercially as polymorph A 
(mp 129.5℃ ), and its metastable polymorph C (mp 
122.5℃) could be prepared by recrystallization from 
scCO2.
(2) Hydrates
　Lactose monohydrate, a carrier excipient com-
monly used in dry powder inhalation formulation, has 
been prepared by SFC. When methanol or ethanol 
was employed as a cosolvent, processing of lactose 
by the SEDSTM technique afforded a mixture of the 

two anomeric forms α and β of lactose76). This may 
be explained by the existence of an anomeric equilib-
rium between lactose monohydrate and anhydrous 
lactose resulting from partial conversion of the lac-
tose monohydrate in solution.
(3) Amorphous forms
　SAS processing of tetracycline resulted in an amor-
phous material82). The observation has been attribut-
ed to an extremely rapid precipitation process, which 
is typical of the SAS technique. Amorphous maltose 
and trehalose could also be prepared by processing 
maltose monohydrate and α,α-trehalose dihydrate 
using the SEDSTM technique83). However, using simi-
lar technique and operating conditions, lactose and 
sucrose were obtained as crystalline materials. This 
suggests that the tendency to form amorphous mate-
rials is highly material dependent.

5.3.4  Influence of operating variables in super-
critical fluid cr ystallization on cr ystal 
forms produced

　While fundamental thermodynamic and kinetic 
principles constitute the basis for the efficient design 
and operation of any crystallization process, very 
few studies have specifically considered how these 
principles can be utilized to control or optimize ma-
terial processing in supercritical fluids at elevated 
pressures. Most of the reported SFC studies focus 
on the influence of operating parameters on material 
properties. Though not explicitly stated, a change in 
any of these parameters represents a change in the 
crystallization conditions in a thermodynamic and/or 
kinetic sense. For instance, pressure and tempera-
ture are representative factors in thermodynamics 
while flow rate of drug solution and supercritical fluid 
carries an important element in kinetics. It must be 
noted that most of the reported SFC works are not 
the result of well-controlled factorial design, and they 
often involve concurrent changes of more than one 
operating variable for individual crystallization exper-
iment. Consequently, it would not always be possible 
to assess and explain the contribution of each operat-
ing parameter in relation to the others based on the 
available literature data. Nevertheless, gross gener-
alization can still be made with regard to the material 
formation under defined operating SFC conditions.
　Table 1 summarizes the operating parameters 
(temperature, pressure, solvent choice, flow rates of 
drug solution and supercritical fluid) used for pro-
cessing specific crystal forms of various drug materi-
als and their possible control mechanisms (i.e., ther-
modynamics or kinetics). The results clearly reflect 
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Table 1　Summary of the effects of vessel temperature, vessel pressure and solvent choice on crystal form produced
Compounds Operating Conditions Operating Variables Physical Forms Possible control 

mechanism
Influence of temperature
Flunisolide 
(84)

Flow rate of scCO2: 9-25 ml/min
Flow rate of drug solution: 0.3 ml/min
Pressure: 100 bar

Drug solvent: Acetone
Temperature: 80℃
Temperature: 60℃
Temperature: 40℃
Drug solvent: Methanol
Temperature: 80℃
Temperature: 60℃
Temperature: 40℃

I + III 
III
III

IV
III + IV
No products

T & K
T & K
T & K 

T & K
T & K
T & K

Salmeterol 
Xinafoate 
(85)

Pressure: 200 bar
Drug solution: 4.5% SX in methanol
Drug solution flow rate: 2.0 ml/min
Flow rate of scCO2: 2000 NL/hr

Operating temperatures: 
40－65℃
70－90℃

I
II

T
T

Influence of pressure
Salmeterol 
Xinafoate 
(85)

Pressure: 70 bar
Drug solution: 4.5% SX in methanol
Drug solution flow rate: 2.0 ml/min
Flow rate of scCO2: 2000 NL/hr

Operating temperatures: 
50－135℃
135－250℃

I
II

T
T

Influence of solvent choice
Fomoterol 
fumarate (86)

Flow rate of scCO2: 18.0 ml/min
Temperature: 40℃
Pressure: 150 bar
Nozzle opening: 0.2mm

2.0% (w/v) of drug in 99:1
methanol-water mixtures pumped at 
0.3ml/min
2.0% (w/v) of drug in methanol pumped 
at 0.3ml/min; Totally water-saturated CO2 
flushed through the particle-forming ves-
sel after the end of the run, followed by a 
rinsing period where dry CO2 equivalent 
to two volumes of the vessel

Totally amorphous 
formoterol fumarate

Crystalline formoter-
ol fumarate dihydrate

K 

K

Flunisolide (84) Flow rate of CO2: 9-25 ml/min
Flow rate of drug solution: 0.3 ml/min
Pressure: 100 bar

Drug solvent: Acetone

Drug solvent: Methanol

Unprocessed

I + III (80℃) 
III (60 and 40℃)
IV (80℃)
III + IV (60℃)
II

T & K
T & K
T & K
T & K

Stavudine (87) Flow rate of scCO2: 9 ml/min
Flow rate of drug solution: 0.2 ml/min
Temperature: 35℃

Pressure: 120 bar
Drug solvent: 1% (w/v) stavudine in
10% water in isopropanolol
5% water in isopropanolol

Pressure: 90 bar
Drug solvent: 0.5% (w/v) stavudine in
7.5% water in isopropanolol
5.0% water in isopropanolol
2.5% water in isopropanolol

III
I & II

I & II
I
II

K
K

K
K
K

Carbamazepine 
(88)

Flow rate of drug solution: 0.5ml/min Drug solvent: Dichloromethane
Temperature: 40℃
Temperature: 60℃

Drug solvent: Methanol
Temperature: 40℃; Pressure: 50 bar
Temperature: 60℃; Pressure: 50 bar
Temperature: 60-80℃; Pressure: 150 bar

α
α and γ

α
β
γ

T & K
T & K

T & K
T & K
T & K

Fluticasone 
propionate (79)

Drug concentration: 0.5% (w/v)
Pressure: 100 bar
Temperature: 75℃
Flow ratio of drug solution and CO2:
0.043

Solvent utilized in drug solution: 
Acetonitrile
Acetone
Ethyl acetate
Methanol

I
I & II
I&II
II

K
K
K
K

Terbutaline 
sulphate (89)

CO2 flow rate: 18.0 ml/min Solvent: Pure ethanol
Temperature: 50℃; Pressure: 150 bar
Solution flow rate: 2.4 ml/min
Solvent: Methanol / Water
Temperature: 45℃; Pressure: 250 bar
Solution flow rate: 0.2 ml/min
Solvent: Pure water
Temperature: 40℃; Pressure: 250 bar
Solution flow rate: 0.2 ml/min
Solvent: Pure methanol
Temperature: 40℃; Pressure: 250 bar
Solution flow rate: 1.2 ml/min

B

Amorphous

Hydrate

A

T & K

T & K

T & K

T & K

Influence of flow rate of drug solution and supercritical fluid
Sulfathiazole (90) Pressure: 200 bar

Temperatures for crystallization:
0－120℃
Flow rate of CO2: 10ml/min
Flow rate of drug solution:
0.2－25.6 ml/min

Drug solvent: Acetone
Drug solution conc.: 1% w/w

Drug solvent: Methanol
Drug solution conc.: 1.5% w/w

I + Amorphous, I + 
IV and IV produced 
at different tempera-
tures and flow ratios

I, I + III, III, III + IV 
and IV resulted at 
dif ferent tempera-
tures and flow ratios

K

K

Remarks: T = Thermodynamically controlled mechanism; K = Kinetically controlled mechanism
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the utility of SFC in exerting precise control over the 
physical forms of the materials produced.

6. Conclusion

　The ability of spray drying and SFC to regulate 
the crystal form and associated material properties 
has been clearly demonstrated with a number of 
pharmaceutical materials. In most cases, the relative 
composition of the physical forms produced can be 
precisely controlled by varying the operating param-
eters. While both particle production technologies 
appear to be comparable in terms of their capability 
of generating ultrafine, free flowing, non-cohesive, 
dispersible particles with high respirable fraction in a 
single step operation, spray drying processing tends 
to afford amorphous materials, and is apparently less 
effective for controlling the crystallinity of the mate-
rials produced. Additionally, SFC offers the unique 
flexibility of manipulating an extra operating variable, 
i.e. pressure/density of the supercritical fluids, which 
allows a wider range of crystallization conditions to 
be tested for the production of specific materials or 
crystal forms.
　Despite the aforementioned advantages of SFC 
techniques over spray drying processing, there has 
not been any SFC-based inhalation dosage forms 
marketed to date while a few spray-dried DPI prod-
ucts are already available commercially. The lack of 
breakthrough with DPI formulation development 
utilizing SFC appears to stem from an insufficient 
understanding of the SFC process and the material-
dependent limitations of individual SFC techniques. 
However, as more is known about SFC and the as-
sociated techniques are further refined, and as more 
pharmaceutical materials are being tested for formu-
lation potential with these technologies, it will not be 
long before certain SFC-based products finally make 
their way through the development hurdle to the 
market.
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1. Introduction 

　The control of solid-liquid separation processes, 
continues to present major challenges in a number 
of significant industrial sectors including water and 
waste-water treatment, minerals processing, paper 
manufacture, pharmaceuticals, and fine chemicals1). 
It is now widely recognised that accurate control over 
the macroscopic properties of any particulate disper-
sion originates from a detailed understanding of the 
microscopic particle-particle interaction forces2). For 
example, a stable dispersion can be created if a net 
repulsive interaction exists between the particulate 
objects. On the other hand, if the particles can be 

made attractive to one another they will aggregate 
forming large multi-particle units that can sediment 
rapidly facilitating separation of the phases. Thus, to 
gain good control over a particulate dispersion it is 
necessary to accurately characterise the strength of 
any inter-particle forces that may be operating.
　The flocculation or coagulation of a stable disper-
sion to form larger aggregates is of central impor-
tance to the efficient operation of most solid-liquid 
separation processes, including filtration, thickening, 
and clarification3). The relationship between aggre-
gate properties, such as size, structure, and strength, 
and the efficiency of these unit operations has been 
recognised for many years4). However, measurement 
and analysis limitations significantly hindered any 
systematic approach to understanding how aggregate 
properties ef fect these operations until compara-
tively recently. Whilst measurements of aggregate 
sizes have been available for many decades, reliable 
measurements of aggregate densities have only been 
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reported during the last decade or so5). The reliable 
measurement and analysis of sediment bed proper-
ties, such as shear and compressive yield stresses, 
are also a comparatively recent development2, 6).
　When considering the formation of aggregates, 
the inter-particle interaction forces are of central im-
portance since these define the kinetics of aggrega-
tion and the strength of particle-particle bonds both 
of which ultimately influence aggregate structures. 
When considering the properties of sediment beds, 
the strength of particle bonds and the number of 
bonds that have to be broken, which is determined 
by the network structure which is in turn related to 
the aggregate structures, are of critical concern2). 
Hence, an understanding of what controls aggregate 
properties and how these properties impact on sedi-
ment bed properties is fundamental to optimising or 
improving basic solid-liquid separation processes.
　In the sections that follow, a brief review of surface 
forces is given and this is followed by a discussion of 
how these forces impact on aggregate and sediment 
structures. The impact of these structural features 
on standard process operations such as filtration and 
thickening are also briefly considered.

2.  Particle-Particle Surface Forces in Aqueous 
Systems

　The stability of any aqueous particle dispersion 
is usually described through the so-called DLVO 
theory7, 8). This simple theory, developed in the 1940’
s, defines the potential energy of interaction between 
two particles as the summation of two independent 
components, one attractive and the other repulsive, 
according to;

　Vtot = VA + VR = aAH

12H2 +
2πaε0εκζ 2e－κH

1+e－κH
� (1)

　Where VA is the attractive component and VR is 
the repulsive component. In these equations, a is the 
particle radius, AH is the effective Hamaker constant, 
ε the dielectric constant of the medium, ε0 is the per-
mittivity of a vacuum, ζ is the particle zeta potential, 
H the surface-surface separation, and κ the inverse 
Debye length.
　The attractive component arises from the bulk 
material properties of the particles and is caused by 
dipolar fluctuations of the atoms. The detail is not re-
quired here: It is sufficient to note that the strength 
of the attraction is essentially independent of the me-
dium for an aqueous dispersion (ie. electrolyte type 
and concentration); it is always active; and, it decays 
very rapidly with surface-surface separation distance. 

The magnitude of the interaction is controlled by the 
Hamaker constant (AH) which includes the dielectric 
information for the particles and medium.
　The repulsive component to the interaction arises 
as a result of the attraction of counter-ions by a 
charged surface. It should be noted here that in an 
aqueous environment most surfaces can develop a 
charge, either by the dissociation of inherent sur-
face charges or by specific ion adsorption9). Entropy 
considerations mean that the counter-ions to these 
charges are not restricted to a surface adsorbed layer 
but can be found anywhere within a defined volume 
which extends from the surface. This volume, known 
as the electrical double layer, ensures electrical neu-
trality between the particle and its counter-ions. How-
ever, when two particles approach each other, the 
two double layers must overlap. This results in a local 
non-equilibrium concentration of the counter-ions 
which is osmotically unfavourable and hence leads to 
a repulsion. The magnitude of the repulsive interac-
tion is defined by the size of the surface charge (de-
termines the counter-ion concentration in the double 
layer) and the extension of the double layer away 
from the surface. The double layer extension is given 
by the Debye length, 1/κ, where;

　　　κ∝(z2c0)
1/2 (2)

and depends upon the electrolyte concentration (c0) 
and counter-ion charge (z). 
　Thus, the concentration and the type of electrolyte 
play a significant role in determining the overall en-
ergy of interaction between two particles. As a func-
tion of particle-particle separation, the DLVO theory 
gives the following types of interaction curves; 
　At sufficiently high electrolyte, the primary bar-
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Fig.1　 Energy as a function of separation distance for the interaction of 
two spherical particles across an aqueous electrolyte medium. 
Particles have a radius of 100 nm and a Hamaker constant of 1× 
10－20 J. The three data sets correspond to conditions of increas-
ing electrolyte. Data set A: ψ = 22 mV and 1/κ = 10 nm. Data set 
B: ψ = 22 mV and 1/κ= 1.5 nm. Data set C: ψ = 0 mV.
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rier to coagulation is suppressed and the particles 
can enter the thermodynamically favoured primary 
minimum; the depth of this minimum determines the 
strength of the bonds formed. Factors such as the 
exact type of counter-ion and the presence of surface 
roughness have been shown to influence the strength 
of the attractive minimum although the exact mecha-
nisms for quantifying these effects are still undecided 
10-12). It is also worth noting that aggregation can be 
induced even when there is a small barrier of a few 
kT (curve B). The presence of any repulsive barrier 
will be sufficient to slow the aggregation rate and 
here the process is considered as reaction-limited. 
The rate of the aggregation process is maximised 
when all repulsive interactions are suppressed, under 
these conditions the rate is purely diffusion limited 
(curve C). 
　Since the development of the DLVO theory, a large 
number of systems that exhibit apparently anomalous 
stability behaviour have been reported13-28). This has 
led to a number of other interaction forces being de-
scribed. Amongst these, and relevant here, are steric 
polymer forces14, 15, 19, 21, 25, 29), ionic hydration forces16, 

18, 24, 27) and hydrophobic interactions22, 23, 26). 
　The adsorption of any large polymeric molecules 
at a par ticle sur face can significantly af fect the 
observed interactions. At the most basic level, an 
uncharged polymer can adsorb to a particle surface 
creating a hydrated molecular sheath. If two particles 
approach one another, overlap of these polymer lay-
ers leads to a loss of molecular freedom which is un-
favourable and hence, a strongly repulsive interaction30). 
　The distance over which this repulsion operates is 
dependent upon the “thickness” of the adsorbed film. 

This is a complex function of many parameters such 
as polymer molecular weight, adsorption energy, so-
lution concentration etc.; it will suffice here to note 
that when the layer is sufficiently thick, the attractive 
dispersion forces can be permanently suppressed 
and a fully stable dispersion can result. Obviously, the 
use of charged polymers introduces a further electro-
static component into the repulsion that is strongly 
affected by the added electrolyte level. However, the 
broad analysis of the origins of stabilisation is the 
same as given above. 
　The presence of dif ferent electrolyte types can 
also have a significant effect on particulate stability12, 

24, 27, 30, 31). For example, it has been known for a long 
time that systems such as clays and silica can exhibit 
anomalous stability. Direct measurements using 
force balance techniques were used to demonstrate 
that this stability was caused either by the strong hy-
dration of the surface or by the specific adsorption of 
strongly hydrated ions27). Close approach of the sur-
faces is prevented by the need to either de-hydrate 
the surface or cause ion desorption, respectively. 
Once again, this prevents the particle contacts from 
achieving close enough contact to reach the energy 
minimum caused by the attractive dispersion forces.
　The effect of concentrated electrolyte solutions on 
particle-particle interactions have also been the sub-
ject of much interest recently2, 31-35). It has frequently 
been observed that simple 1-1 electrolytes at con-
centrations of around 1M and higher can lead to sig-
nificant short-range interaction forces not described 
by DLVO theory. These interactions are driven by 
ion adsorption at the solid-liquid interface caused by 
the high salt concentration; the effects are seen in 
anomalous colloid dispersion behaviours. Despite 
the obvious importance of high electrolyte systems 
across many technologies, a unified understand-
ing of these effects is not yet available. A number of 
models have been proposed to explain the observed 
ion adsorption data33, 35, 65). These are largely based 
around an analysis of the hydration state of the sur-
face and the ionic species in solution. It is assumed 
that a “like-adsorbs-like” concept can be used to 
explain the adsorption of ions at a surface. Thus, a 
weakly hydrated surface would favour the adsorption 
of weakly hydrated counter-ions and vice versa. This 
approach satisfactorily explains the observed adsorp-
tion of ions on surfaces such as silica and alumina. 
Unfortunately, these hydration based approaches are 
unable to explain all of the data observed across all 
of the available particle types. It is also worth noting 
that in almost all cases, data were collected for a ho-

Fig. 2　 Energy as a function of separation distance for the interaction of 
two spherical particles in the presence of a polymer coating on 
each particle. For simplicity, no electrical double layer interac-
tions are included and the data shown is simply the summation 
of a steric polymer interaction and the van der Waals interaction. 
The three data sets shown correspond to an increasing thick-
ness of the adsorbed polymer film.
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mologous series of counter-ions (whether cations or 
anions) adsorbing on oppositely charged substrates 
with little or no analysis of the role of co-ions. An ex-
ception to this is the work of Kosmulski and co-work-
ers who have published a series of papers over the 
last decade in this field5). They make extensive use of 
the hard ion-soft ion model to explain their data since 
this model does allow for co-ion influences.
　Finally, it is worth noting that hydrophobic par-
ticles in an aqueous medium will attract one another 
very strongly. Obviously, by definition they are in an 
unfavourable solvent environment. The exact origins 
of this interaction and its full quantification theoreti-
cally have yet to be resolved. However, it is accepted 
that a hydrophobic interaction will be attractive and 
will in general result in a significantly stronger and 
longer range interaction than is seen for the attrac-
tive dispersion forces13, 22, 23, 26). 

3.  Measurements and Analysis of Aggregates, 
Particle networks, Sludges and Slurries.

　As noted above, stable particle dispersions can be 
destabilised in a variety of ways including through 
the addition of electrolyte. When an attractive parti-
cle-particle interaction force is established, any col-
lision between two particles can result in a ‘sticking 
event’. In this way, aggregates within dispersions can 
form and grow36). A fundamental parameter that is 
often used to characterise this process is the initial 
aggregation rate. As well as the interaction potential 
between the particles, the rate of aggregation is de-
pendent upon factors such as particle volume frac-
tion, medium viscosity, and whether the system is 
quiescent or mixed. Under quiescent conditions and 
in the absence of any repulsive interaction potential, 
the limiting rate of aggregation is given by the Smo-
luchowski theory as37);

　　　kR = 4kT
3η

Where�η is the viscosity of the solvent. (3)
　Full characterisation of an aggregation event usu-
ally involves determination of the rate of aggrega-
tion, the aggregate size distribution (as a function 
of time), the sedimentation rate, and the aggregate 
structure36). Aggregation rate, aggregate sizes, size 
distributions, and densities are most frequently de-
termined using static light scattering5, 38) although 
there is a significant body of research that utilises 
less complex turbidity measurements39). The main 
drawback of light scattering approaches arises from 
the requirement to maintain a dilute dispersion that 

prevents multiple scattering events. It should also 
be noted that determination of the aggregate densi-
ties relies upon the calculation of a so-called fractal 
dimension for the aggregates40). Practically, this can 
be obtained from measurements of the scattered 
intensity as a function of the scattering angle for a 
system of aggregates. According to relevant theories, 
it is critical that no multiple scattering events occur 
within any given aggregate: This is usually achieved 
for small open aggregates. 
　For a mass fractal aggregate consisting of mono-
disperse primary particles, the fractal character of 
an aggregate can be revealed if the primary particles 
satisfy the criteria of the Rayleigh-Gans-Debye (RGD) 
regime; the particles should behave as point scatter-
ers and their should be no multiple scattering events. 
Assuming these conditions are met, the scattered in-
tensity from the aggregate, I(Q), shows a power-law 
behaviour, according to,

　　　I(Q) ∝ Q -D (4)

provided that 1/R＜＜ Q＜＜���1/ r0. Here D is the aggre-
gate mass fractal dimension, R and r0 are the respec-
tive radii of the aggregate and the primary particles, 
and Q is the magnitude of the scattering wavevector. 
Q is a function of the scattering angle and is defined 
as follows:

　　　Q = 4πn0
λ0

sin(θ2 ) (5)

　where n0 is the refractive index of the dispersion 
medium, θ is the scattering angle and λ0 is the in vac-
uo wavelength of the incident light. Since 1/Q is the 
length scale probed in a scattering experiment, the 
low and high regions of Q reveal the overall structure 
of the aggregate and the structure of the primary 
particles, respectively. The spatial arrangement of 
the primary particles inside an aggregate can only be 
probed when 1/R ＜ Q ＜ 1/r0. Typical scattering data 
from a fractal aggregate are shown below in Fig. 3.
　This approach has been used to show that both the 
size of aggregates that form, and their density (struc-
tural compactness) can be altered by changing one 
or all of the particle interaction forces41), particle vol-
ume fraction42) and/or the mixing conditions43). More 
recently, alternative techniques that utilise ultrason-
ics or back scattered light have begun to be utilised 
to measure aggregation in situ for more concentrated 
dispersions44-46). 
　There are two main limitations on the growth of 
aggregates, the presence of shear43) is one and the 
second is sedimentation. When a shear field exists, 
aggregate growth is limited since large tenuous ag-
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gregates can be easily disrupted leaving a system of 
smaller more compact aggregates. In the case of a 
quiescent system where there is no barrier to aggre-
gation, if there were no sedimentation then growth of 
the aggregates would continue until there was only 
one single aggregate. This has been seen for polysty-
rene latex in water which is an almost neutrally buoy-
ant system.42) However, more typically the particles 
are more dense than the medium and begin to settle 
rapidly as the aggregates grow. This prevents them 
growing too large, and may also influence the aver-
age size and shape.
　As we noted above, aggregate densities are char-
acterised using the mass fractal dimension40), D. D 
corresponds to the space-filling capacity of the aggre-
gate and hence is a good measure of the structural 
compactness. In 3-dimensional Euclidean space, it 
can have values of 1 ＜ D＜3 where 1 corresponds to 
a relatively linear tenuous aggregate and 3 to a totally 
compact object. Fractal behaviour has been reported 
for a wide range of colloidal materials including latex, 
gold, silica, alumina, hematite, bentonite clay and 
carbon black47). Such structural characterisation has 
been reported for aggregates formed using a variety 
of aggregation mechanisms including the addition 
of electrolyte, polymer bridging and polymer deple-
tion20, 41, 42, 48). The aggregation caused by addition 
of salt is by far the most understood both in experi-
ment and theory. The theory predicts two regimes of 
behaviour:49-53)In the absence of any potential energy 
barrier (Fig. 1), all collisions lead to a sticking event 
which results in the rapid formation of large open 
clusters, this is known as diffusion limited cluster-
cluster aggregation (DLCA); when there is a small 

potential energy barrier, not all collisions lead to a 
sticking event and individual particles have longer 
to find a pathway into the core of an aggregate, this 
leads to smaller more compact aggregates and is 
known as reaction-limited cluster-cluster aggregation 
(RLCA). Theory and experiment have shown that for 
DLCA, D = 1.7－1.8, and for RLCA, D = 2.1－2.2. Ex-
amples of aggregates corresponding to these values 
are shown in Fig. 4.
　In general, it has been shown that the aggregate 
density is a sensitive function of the ratio of the 

particle-particle sticking rate to the structural rear-
rangement rate for any aggregated particle.47) Es-
sentially, if the sticking rate is high, rearrangements 
are unlikely before further collisions (and sticking 
events) and an open aggregate structure becomes 
locked-in. Reductions in the collision rate by decreas-
ing the particle volume fraction42) or increasing the 
medium viscosity47) have been shown to cause more 
compact aggregates. In general, for systems which 
show limited sedimentation it has been observed that 
aggregates which form under RLCA conditions can 
undergo rearrangements over long timescales which 
result in more compact aggregates than are initially 
obser ved.42, 54) Such rearrangements, for aggre-
gates with little or no settling are relevant to natural 

Fig. 3　 Typical data of the intensity of light scattered as a function of 
the scattering wave vector Q. The limiting slope of these data 
for the higher Q values is interpreted as the fractal dimension, 
D, assuming that the conditions of the Rayleigh-Gans-Debye in-
terpretation are met.

Fig. 4　 Simulated aggregate structures for aggregates formed under 
(a) DLCA and (b) RLCA conditions. [Images kindly supplied 
by Dr. Graeme Bushell, Department of Chemical Engineering, 
UNSW].

(a)

(b)
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aquatic colloids or living species such as algae that 
may undergo aggregation.54-56) It has also been shown 
recently that there is a gradual transition between 
the limiting RLCA and DLCA cases across a nar-
row range of added electrolyte57); the limiting cases 
and this intermediate regime can be defined using 
the colloid stability ratio, W, which defines stability 
on the basis of a ratio of the observed aggregation 
rate to the maximum possible aggregation rate (dif-
fusion limited). So, when W = 1, the system is at its 
maximum instability and a large value of W defines a 
stable system. The intermediate behaviour regime is 
defined as 5 ＜W ＜ 100; in this regime D was seen to 
gradually rise from a typical DLCA value to the RLCA 
limiting value.
　The introduction of shear43, 58, 59) is also an impor-
tant factor and it usually results in smaller more com-
pact aggregates. The impact of shear is affected by 
the primary particle size. Smaller particle sizes gen-
erate more compact aggregates through an increased 
level of aggregate rearrangement in the shear field. 
By contrast, larger particles exhibit a fragmentation 
and re-aggregation mechanism as a result of the 
breakage of tenuous features from the aggregates in 
the shear field.
　Sedimentation rates are obviously strongly de-
pendent upon both the aggregate sizes and their net 
density (a function of the primary particle density 
and the aggregate compactness). Typically, sedi-
mentation rates have been investigated by recording 
changes in turbidity as a function of both time and 
height in a sedimentation column. More recently, 
the sedimentation rates of individual aggregates 
have been reported as a function of the aggregate 
size. Such data can be used to calculate the apparent 
density of an aggregate, and if the data are collected 
over a sufficiently broad size range they may also be 
used to determine the fractal dimension of the ag-
gregates48). The key difficulties with this approach 
are associated with the porosity of the aggregates 
and their generally non-spherical shapes. Shape ef-
fects can be managed through the use of appropriate 
empirical corrections to the drag coefficient.4) The 
porosity of the aggregates, and the associated flow of 
liquid around or through these aggregates are more 
difficult to understand and account for. The implica-
tions of a fractal structure are that as an aggregate 
gets larger, at a fixed fractal dimension, its net den-
sity must decrease and the effective porosity must 
increase. Furthermore, the porosity of an aggregate 
must increase with its radius away from the centre60); 
it seems improbable therefore that large aggregates 

do not show some level of liquid flow through their 
structure during sedimentation.61) However, correct 
modelling of this flow through is dif ficult as a re-
sult of the complex relationship between aggregate 
size, fractal dimension, and porosity as a function of 
aggregate radius. Nonetheless, the sedimentation 
approach has been used to characterise fractal aggre-
gates.4, 48, 62) It is especially useful when the size of the 
aggregates leads to problems with the more common 
light scattering approach as a result of violations of 
the available RGD theory. The use of polymer floccu-
lants usually results in such large aggregates, and it 
also introduces a much wider range of possible frac-
tal dimensions20) as a result of the increased complex-
ity of the aggregation process and its dependence 
on a greater number of parameters such as polymer 
molecular weight, type, method of addition, and con-
centration.62)

　The result of particles or aggregates which sedi-
ment from a dispersion is the formation of a sediment 
bed (sludge). The properties of this sediment are 
strongly dependent on the aggregate feed properties, 
especially the aggregate sizes and densities.63, 64) It is 
also important to understand how these aggregates 
interact within the sediment; for example, aggregates 
formed by salt coagulation will probably bind at any 
contact points since the salt can still be expected to 
have an influence continuously whereas aggregates 
formed by polymer bridging may not actually bind 
to each other and can remain as discrete objects. 
The size of the aggregates is important since, for any 
given fractal dimension, aggregates are more ‘open’ 
at the outer edges than they are at the core4, 64). Thus, 
in a sediment larger aggregates may generate a more 
porous network; it is worth noting however that the 
edges may be inherently weak and more compress-
ible resulting in greater compaction of the sediment 
under gravity. The strength of a sediment bed is also 
important since this defines its resistance to compac-
tion and ultimately has an influence on the porosity. 
The total strength of any sediment will depend on 
the strength of the particle-particle bonds and the 
network structure within the bed.65) As noted above, 
this overall network structure will be influenced both 
by the structures of the individual aggregates as well 
as by how these aggregates interact with each other. 
The strength and structure of sediment beds is there-
fore clearly important to consolidation, filtration, and 
re-suspension.
　The energy required for re-suspension is clearly 
related to the product of the bond number and aver-
age bond strength2, 12, 66), although complications in-
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troduced by differences between bonds within aggre-
gates and between aggregates must be considered. 
In the case of aggregates formed by suppression of 
the double layer through the addition of electrolyte, 
all the aggregates in the sediment bed can aggregate 
together forming a continuous gel network structure. 
The resistance of this network to an external shear 
field is characterised by its shear yield stress, τy. The 
shear yield stress is defined as the applied stress 
beyond which material will flow and is indicative of 
a transition between solid-like and liquid-like behav-
iour67, 68). Although the existence of a yield stress has 
traditionally been the subject of contention, it is now 
generally accepted that for a cohesive particle network 
τy has real meaning69). Boger and co-workers2, 69-79) have pio-
neered the use of a vane technique for the characteri-
sation of particle networks through the measurement 
of τy. The advantage of the vane for these measure-
ments is the absence of any wall slip when perform-
ing the rheological test69). More commonly, it is re-
ported that the yield stress can be obtained from an 
extrapolation of shear stress-shear rate data to zero 
shear rate80-87). This is often performed using a rheol-
ogy model such as the Bingham, Herschel-Bulkley 
or Casson. This approach relies upon accurate data 
at low shear rates. Unfortunately, wall slip is a big 
problem for conventional measuring geometries (cup 
and bob or cone and plate) when the system has a 
significant yield condition. This can lead to significant 
errors in the flow data and hence the yield stress. 

　In addition to its effect on the shear yield stress, 
a significant inter-particle interaction can impact 

strongly on the compressive properties of any par-
ticle network6, 88-95). Compression is usually charac-
terised through the compressive yield stress Py. As 
before, Py is defined as the compressive pressure 
beyond which the network consolidates inelastically. 
Measurement and calculation of Py is considerably 
more complex96-102) than τy and, as a result, there is 
much less data available in the literature.
　In general, a stronger particle-particle attraction 
will result in a network that has a higher yield stress 
(shear and compression), a more elastic character 
(larger storage modulus) and a lower overall particle 
packing density32). Recently, controlled rheological 
investigations using model mineral particles such as 
clean and pure alumina or silica have been used to 
show that there is a direct relationship between the 
rheological properties of a sediment bed and the net 
inter-particle force2, 71, 72). For example, Scales et al76) 
have proposed that for an aqueous particle disper-
sion where only DLVO forces are operable, the shear 
yield stress can be given as;

　τy=Kst［ AH

12H2 -
2πε0εκζ2e－κH

1＋e－κH ］ (6)

where the terms in brackets account for the DLVO 
forces of interaction and Kst is a term that depends 
upon the detailed network structure, primarily the 
coordination number. Using the above relationship, 
good correlation between factors such as the zeta 
potential ( ζ ) and the shear yield stress have been 
demonstrated85, 103, 104). The influence of other inter-
particle forces onτy such as polymer bridging forces 105), 
hydrophobic forces106), and polymer steric forces104) 
has also been investigated and good correlation with 
the inter-par ticle forces has been demonstrated. 
Preliminary investigations of the influence of other 
factors such as particle size66), particle size distribu-
tion66), particle volume fraction76), and specific ion ef-
fects12, 31) have also been described. However, detailed 
understanding of their influence on the yield stress is 
currently not as well developed. Franks et al.65) have 
examined the effect of aggregate size on the network 
strength using a careful series of experiments where 
all other features of the aggregate samples were held 
constant, such as bond strength, fractal dimension, 
and primary particle size. It was found that larger ag-
gregates produce sediments which have a lower gel 
point and higher shear & compressive yield stresses 
when all other factors remain constant. Given that 
larger aggregates become more tenuous, at a fixed 
fractal dimension, this result seems somewhat coun-
ter-intuitive and is, as yet, not fully explained.
　There is considerably less literature evidence for 

Fig. 5　 Viscosity as a function of shear stress for a commercial tooth-
paste sample. The data were collected using a vane tool in either 
a smooth walled cup [open symbols] or a cup with a roughened 
surface [filled symbols]. The different response of these two 
data sets can be attributed directly to sample slip at the smooth 
cup surface; such slip may lead to the erroneous interpretation 
of a yield stress.
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the relationships between inter-particle forces and 
compressive yield stresses6, 90-92, 94). Despite this, Py 
is a crucial factor in understanding the properties of 
highly concentrated dispersions since it can indicate 
the maximum concentration of solids that will flow6). 
In general, knowledge of the maximum concentration 
for a dispersion that can still flow is highly sought af-
ter. This is particularly true in industries such as min-
ing where the disposal of semi-dry solids is increas-
ingly used to minimise the volume of waste. Recent 
theory and experiment developments have resulted 
in relatively rapid determinations of the compressive 
yield stress for settled solids using a pressure filtra-
tion approach92, 93, 96-98, 107). This technique also offers 
important complementary information about the hin-
dered settling factor (and hence filtration efficiency). 
Aziz et al94) have used such an approach to investigate 
the influence of inter-particle forces on the compres-
sion and filtration of a sediment. They show that a 
strongly repulsive inter-particle force results in a 
very compact dense sediment. However, there is a 
corresponding reduction in the filtration efficiency 
of this bed and a decrease in the dewaterability of 
the bed. Green and Boger6) note that careful control 
of the compressive properties for a particle network 
can be used to control the final solids concentration 
under a given applied pressure. They also show that 
a highly concentrated particle system can still be 
pumped and, in fact, will require a lower pumping 
energy due to operation in a laminar regime within 
the pipe. Finally, they suggest that problems of start-
up, as well as erosion and settling problems will be 
reduced if a system of more concentrated solids is 
used. Zukoski and co-workers have also investigated 
how inter-particle forces can affect the development 
of inhomogeneities in the sediment bed and how 
these flaws influence the compressibility90, 91).
　The importance of rheology for the characterisa-
tion of a sediment bed is that it can offer a direct 
measurement of the energies needed to re-suspend 
the solids under process relevant conditions. Indeed, 
in principle the measurement of yield stress, elastic 
modulus and bed structure should give direct access 
to the inter-particle interactions. In practice this is not 
easily done and more direct force balance techniques 
can give a much better indication of the operable 
forces. This detailed information is crucial for the 
control and manipulation of forces between particles 
15-19, 29, 108).
　As yet, there are few studies which combine the 
macroscopic rheology measurements of inter-particle 
forces with the microscopic data available from a 

technique such as AFM. One report, by Yan et al109) 
shows that the two techniques are definitely comple-
mentary and in a broad sense give the same results. 
Burns et al41) have also shown that rheology and 
AFM data can be used in combination to more com-
pletely explain the flow behaviour of a concentrated 
suspension. The influence of polymer steric layers on 
the flow properties of dispersions have also been ex-
amined using both rheology and direct force measure-
ments82, 87, 110, 111). There is definitely value in exploring 
these links further.

4.  Aggregate Properties and Solid-Liquid Sepa-
ration

　In considering the effect of aggregate structures 
on different solid-liquid processes or treatment strat-
egies, it is important to define the range of conditions 
that are experienced by the particles when treated. For 
example, the impact of shear on aggregation and on 
aggregate structure is known to be important.43, 58, 59) 
So, the use of mixing when adding a coagulant or 
flocculant can have a significant effect on the final op-
erational performance of a given process unit.4) The 
application of shear causes the formation of smaller 
more compact aggregates; this is seen most dramati-
cally under DLCA conditions where larger more pen-
dulous aggregates would be formed in a quiescent 
state. The dif fuse arms of these large aggregates 
are relatively weak and easily sheared off resulting 
in the formation of smaller aggregates. The sheared 
fragments are expected to penetrate into the aggre-
gates before re-attaching resulting in the formation of 
smaller more dense aggregates. It has also been not-
ed that both the intensity of shear and the duration of 
its application are important control parameters for 
producing different size and density aggregates.59, 112, 113)

　It has also been noted previously, that the perfor-
mance requirements of different solid-liquid separa-
tion processes, such as filtration or thickening, are 
often very different.3, 4) As a result, the optimum ag-
gregate properties for each are most likely very dif-
ferent. Furthermore, it is likely that different modes 
of operation within a given unit will also effect any de-
cision about optimal aggregate properties. As noted 
earlier, significant progress on the analysis of aggre-
gates and sediment bed properties has been made 
during the last decade. However, understanding of 
the impact of different aggregate properties on water 
treatment operations remains limited. 
　One of the most well developed areas is sedimenta-
tion; here researchers have demonstrated clear links 
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between aggregate sizes and size distributions, as 
well as aggregate densities and sedimentation.4, 48, 62) 
However, it remains unclear about how to best model 
an open fractal aggregate and how to define the 
correct drag coefficient for such an object.4, 48) For 
example, will fluid flow through or around such an 
aggregate; given that the effective porosity of a frac-
tal aggregate increases with aggregate size it seems 
likely that the opportunity for flow through the aggre-
gate will be greatest towards its edges and decrease 
towards the centre. Glover et al.48) showed that for 
small porous aggregates of alumina it is important to 
allow for some flow through the aggregates if we are 
to correctly interpret sedimentation data.
　The links between the consolidation behaviour of 
sediments and aggregate properties also remain rela-
tively poorly understood with only a limited number 
of reports available.
　Waite and co-workers64, 114-117) have, in a series of 
papers, investigated the ef fect of aggregate sizes 
and structures on the performance of ultrafiltration 
for colloidal solids. The relationship between fractal 
aggregate structures and filter cake porosity is ex-
plored in this work through application of a modified 
Carmen-Kozeny relationship, which is given as:

　α＝ 180(1－ε)
ρp d 2

p ε 3  (7)

　where α is the specific resistance of the filter cake, 
ρp the density of the particles, dp the mean diameter 
of the particles, and ε is the void volume of the 
cake. This relationship is known to be valid for cakes 
formed from discrete particles having porosities of 
less than 0.5.61) It is clear from this expression, that 
the porosity (through the void volume, ε) of the cake 
has a strong influence on the performance of any 
filter cake. Hence, filter cakes that are formed from 
fractal aggregates of colloids will be influenced by 
aggregate sizes and fractal dimensions. It has been 
noted many times that as aggregates get larger, at a 
fixed fractal dimension, that they must get more po-
rous. Hence, when they form a filter cake we might 
expect that the porosity of that cake would be higher. 
On the other hand, if the aggregates are weak they 
may be susceptible to collapse and the bed may con-
solidate under gravity resulting in a loss of porosity 
and hence permeability. From the work of Waite and 
co-workers, it seems that, in general, larger aggre-
gates tend to form more porous filter cakes and these 
filter cakes are more resistant to collapse. Smaller 
aggregates, with a higher fractal dimension, form 
filter cakes that are initially of lower porosity; in ad-
dition, these cakes exhibit higher levels of consolida-

tion with the associated poor filtration performance. 
Interestingly, these results appear to agree with the 
shear and compressive yield stress data of Franks 
et al. 65) which showed that larger aggregates were 
more resistant to an applied force. These results from 
filtration tests appear quite general and have been 
confirmed on a variety of systems including biosolids 3) 
and apple juice colloids. 118)

5. Conclusion

　Whilst it is clear that there must exist links be-
tween the feed of aggregates and the performance of 
a given solid-liquid separation process, relationships 
between the two are still not fully developed. The last 
decade has seen significant advances in measure-
ment capability and this has led to an unprecedented 
degree of insight into aggregation and the properties 
of aggregates formed. Parallel advances in the char-
acterisation of sediments and filter cakes have also 
occurred using rheology and pressure filtration tech-
niques. Despite this, links between the properties 
of the aggregate feed and the subsequent behaviour 
of a sediment bed are still poorly developed; this is 
primarily related to the complexity of the system and 
the number of inter-dependent variables that have 
to be controlled for a systematic study to be under-
taken.
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1.  Introduction

　A wide variety of gas-phase techniques has been 
developed for the fabrication of films. Apart from 
physical vapor deposition (PVD), the most exten-
sively studied processes are chemical vapor deposi-
tion (CVD), spray pyrolysis (droplet deposition) and 

thermophoretic deposition of particles for optical 
fiber production1). The broad range of gas-phase tech-
nologies for film generation requires a categorization 
and restriction of the topic which is done here by the 
morphology of the deposited layers. Vapor and drop-
let deposition techniques usually result in films that 
are dense at the atomic level, while particle deposi-
tion processes usually give porous nanostructures 
consisting of individual nanoparticles (Fig. 1). The 
latter are the focus of this article. 
　The generation of nanostructured particulate films 
involves at least two steps, the formation of solid par-
ticles and the subsequent deposition on a substrate. 
In many processes, gas-phase modification or manip-
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ulation of the produced particles constitutes a third, 
intermediate step. The general term “manipulation” 
is used here with special reference to the following 
meanings: i) the ability to sort the objects in terms 
of a size or geometry classification; ii) the ability to 
control the position and sometimes the velocity of the 
nanoscale objects and iii) the ability to modify them 
physically or chemically. The need for the first ability 
is due to the fact that most of the available synthetic 
routes for the production of nanoparticles are not 
able to produce a perfectly monodisperse population. 
Depending on the specific application, a refinement 
of the particle population is often necessary. The 
second and third requisites are naturally connected 
with the fabrication of a class of systems exploiting 
the extraordinary properties of the nanoscale ob-
jects, namely the “nanodevices”. The possibility to 
integrate the particle production, manipulation and 
deposition stages into a continuous single process is 
one of the major advantages of the gas-phase route to 
nanostructured films that will be highlighted here.
　Film formation by deposition of solid particles can 
be further categorized regarding the dominant depo-

sition mechanism, namely inertial, thermophoretic 
and electrophoretic deposition. In inertial deposition, 
the inertia of typically accelerated particles is ex-
ploited. Thermophoretic deposition takes advantage 
of thermophoretic forces that act on particles when 
a temperature gradient is present, resulting in a mo-
mentum imbalance between the warmer and colder 
side of the particle and leading to particle deposition 
on cold surfaces. Electrophoresis is the deposition of 
charged particles in an electric field. Finally, a distinc-
tion can be made between vacuum and non-vacuum 
deposition processes. 

2.  Film Deposition Techniques

2.1  Non-vacuum approaches
　This class of film formation routes involves gas-
phase solid nanoparticle synthesis from liquid or gas-
eous precursors at or around atmospheric pressure 
and subsequent deposition on substrates. Due to 
deposition by thermophoresis, electrophoresis, dif-
fusion or impaction with low kinetic energy, particles 
usually retain their shape so that the structural film 
properties depend on size and morphology control 
during particle synthesis.
　The production of optical waveguide preforms is 
a prominent example for the industrial gas-phase 
manufacture of porous nanostructured films. Here, 
a flame torch is used to produce silica nanoparticles 
by introducing SiCl4 into a CH4/O2 or H2/O2 diffusion 
flame. SiO2 is synthesized by hydrolysis and/or 
direct oxidation, and rapidly condenses into solid 
primary particles which then grow by collision and 
coalescence to become hard agglomerates. The aero-
sol is then directed toward a deposition target where 
particles are primarily deposited by thermophoresis. 
The porous structures are later consolidated and 
drawn to form the optical fiber2). An alternative manu-
facturing route for silica optical fiber preforms is the 
modified chemical vapor deposition process (MCVD) 3). 
Here, the reactants flow inside a tube that is heated 
externally by a flame moving back and forth. Reac-
tion and particle formation occurs inside the tube 
at temperatures between 1500 and 1800℃ . The hot 
aerosol then flows down the tube where the particles 
deposit on the wall of lower temperature4).
　An approach similar to MCVD was applied by 
Kodas et al.5) for the production of thick supercon-
ducting ceramic wires and films. They sprayed a 
precursor solution into a hot wall reactor with oxygen 
carrier gas to form Ba2YCu3O7 particles. These were 
deposited directly from the gas phase onto the inside 

Fig. 1　 Cross-sectional view of a nanostructured thin film made by clus-
ter-beam deposition of titania nanoparticles. The transmission 
electron micrograph (a) and the 500×500 nm2 atomic force 
microscopy  image (b) reveal the particulate porous structure 
which is characteristic for films made the by gas-phase deposi-
tion of nanoparticles. Pictures adopted from Carbone et al.,28). 
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surface of copper tubes and onto flat substrates to 
give wires and films, respectively. The advantages 
of this integrated gas-phase particle synthesis and 
deposition approach to superconducting layers over 
classical methods involving slurries or solid state re-
actions are higher purity, better chemical homogene-
ity, avoidance of microcrack formation and improved 
control of the oxygen content5).
　Ostraat et al.6) designed a two-stage hot wall aero-
sol reactor with deposition chamber in order to in-
tegrate Si/SiO2 nanoparticles into memory devices. 
Nanoparticle deposition was based on thermophoret-
ic forces. Their deposition chamber was designed to 
produce a controllable particle density profile along 
the silicon water substrate where particles were 
deposited uniformly. Thereby, Ostraat et al.6) man-
aged to overcome any concerns regarding particle 
contamination in microelectronic device fabrication, 
as particles typically create defects leading to device 
failure and introduce transition metal contamination 
that degrades performance. They successfully dem-
onstrated that gas-phase nanoparticle and cluster 
production can be integrated with silicon-technology-
based microelectronic device fabrication. 
　Also exploiting thermophoretic forces but using a 
flame process for particle synthesis, Skandan et al.7) 
directly deposited SiO2 and SnO2 nanoparticles on 
substrates placed in a stagnation flow configuration in 
front of the flame reactor. Both burner and substrate 
were placed in a low-pressure (< 5 kPa) chamber to 
reduce the drag force on the particles relative to at-
mospheric conditions. Deposition was dominated by 
thermophoretic forces that were as much as two or-
ders of magnitude larger than the drag force. By con-
trolling the substrate temperature through cooling 
and variation of the distance to the burner, either po-
rous particulate deposits or dense films were formed. 
　Thybo et al.8) and Madler et al.9) applied atmo-
spheric pressure flame spray pyrolysis for the pro-
duction of multi-component nanoparticles that were 
deposited by thermophoresis on cooled substrates 
mounted above the flame. The highly porous layers 
were used as catalysts8) and gas sensors9), respective-
ly. Madler et al.9) described film growth by a simple 
model accounting for particle deposition by diffusion 
and thermophoresis.
　A gas-phase process relying on nanoparticle depo-
sition by impaction was proposed by Kashu et al.10). 
Therefore, the aerosol produced by evaporation/
condensation methods was expanded through a flow 
nozzle into a deposition chamber. Impaction occurred 
onto a temperature-controlled substrate that could be 

positioned in the chamber. Kashu et al.10) point out 
that the deposited films do not require any post-depo-
sition heat treatment, as the particles made in a high-
temperature gas-phase process are typically already 
crystalline. This has advantages especially for the 
production of homogeneous films consisting of sev-
eral materials. Here, vacuum film deposition meth-
ods such as co-evaporation or co-sputtering would 
require a post-deposition heat treatment to achieve a 
crystalline film structure which could lead to phase 
segregation or rearrangement of the deposited layer.
　Inertial deposition of nanoparticles was also ap-
plied by Adachi et al.11), preparing SnO nanoparticles 
in an aerosol flow reactor and forming gas-sensing 
layers on substrates equipped with electrodes. There-
fore, the aerosol was expanded through a critical flow 
nozzle into a 30-Torr deposition chamber. The 2×
3-mm2 film had a thickness of about 40μm and high 
porosity. Also, particulate zirconia-silver coatings 
were made using this approach12).
　In electrophoretic deposition, nanoparticles are 
charged during or after gas-phase synthesis and 
brought into a region with an electric field that drives 
them to a surface where they deposit. The main moti-
vation for using electrophoretic deposition is the high 
deposition efficiency that can be obtained1). Inves-
tigating the effect of an applied electric field on the 
deposition rate of flame-made silica nanoparticles, 
Hwang and Daily13) observed an increase of up to 35% 
over pure thermophoresis.
　Often, electrophoretic deposition is combined 
with the use of a differential mobility analyzer that 
exploits the differences in the electrical mobility of 
charged particles to size-select a monodisperse frac-
tion of a polydisperse aerosol. Wiedensohler et al.14) 
for instance, deposited size-selected charged Ag 
particles made by evaporation-condensation of silver 
onto InP structures for application in lasers. Kruis et 
al.15), Kennedy et al.16, 17) and Krinke et al.18, 19) also ap-
plied this combined size classification-electrophoretic 
deposition process, as is discussed in more detail in 
Chapter 3.1 of this article.

2.2  Vacuum techniques
　Vacuum processes for solid-particle deposition usu-
ally rely on expansion techniques that pass particles 
in a gas through an orifice or nozzle, after which 
expansion takes place to give a beam of particles 
that can be deposited onto surfaces1). Fig. 2 is a 
schematic of such a cluster-beam deposition (CBD) 
process. Generally, one can distinguish between neu-
tral and ionized cluster-beam deposition. In ionized 
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CBD, particles are formed by an expansion of a vapor 
into vacuum, which is followed by particle formation 
and subsequent charging. The charged particles are 
then accelerated in an electric field toward the sub-
strate where they deposit1). Due to the acceleration, 
particles gain high kinetic energy which leads to 
extensive atomic migration and even breakage dur-
ing impaction. The kinetic energy of the clusters can 
be controlled by the acceleration voltage. In neutral 
cluster-beam deposition, the particles are not ionized 
or accelerated in an electric field before deposition1). 
As a result, the particles acquire less kinetic energy 
and generally keep their shape upon impaction20).
　The starting vapor can be generated by a variety of 
means such as Joule heating of a material in a crucible, 
laser ablation, sputtering, or arc discharge20, 21). A 
broad range of materials including metals, metal ox-
ides, and organics can be processed. Cluster sources 
can be catalogued by considering the regimes gov-
erning gas introduction and extraction: continuous 
or pulsed, effusive or supersonic. For cluster-beam 
deposition under vacuum conditions, a continuous 
gas flow must be compatible with stringent vacuum 
requirements and hence only effusive regimes are 
of practical interest. The realization and operation 
of pulsed cluster sources appears to be more com-
plicated compared with continuous ones, but the 
reduced gas load has the advantage of allowing the 
use of a supersonic expansion regime and the com-
patibility with HV and UHV standards. An advantage 
of all CBD techniques is the separation between the 
particle formation region and the substrate, allow-

ing deposition on temperature-sensitive materials 
such as polymers. These aspects are of fundamental 
importance for applications and in particular for the 
compatibility of CBD processes with microfabrication 
and planar technologies22).
　In order to improve the performance of cluster 
sources and to develop them toward a continuous 
process for fabrication of nanostructured coatings, 
the ablation plasma has to be confined to a well-de-
fined target region, thus achieving high efficiency in 
material vaporization. Furthermore, the carrier gas 
load has to be kept low to avoid large pumping sys-
tems. Source geometry and dimensions should also 
be optimized to produce intense and stable cluster 
beams.
　Pulsed microplasma cluster sources (PMCS) are 
an approach to fulfill these demands23). The working 
principle of PMCS is based on the spatially confined 
pulsed plasma discharge ablation of a target placed 
in a condensation chamber. The vaporized species is 
quenched by a pulse of inert gas and condenses to 
form clusters24).
　Schematically, the source consists of a ceramic 
body with a channel drilled through to perpendicu-
larly intersect a larger cylindrical cavity (Fig. 3). 
The channel holds the target to be vaporized which 
typically is connected to the negative pole of a power 
source, thus acting as a cathode. The anode can be 
placed at any location inside the cavity or can also 
be introduced through the channel, opposite the 
cathode. A pulsed valve for introduction of inert car-
rier gas closes one side of the cavity while a nozzle is 

Nanoparticle
scurce (PMCS)

Gas &
precursor
injection

SubstrateExpansion &
manipulation chamber

Deposition
chamber

Vacuum pumpVacuum pump

Skimmer
Aerodynamic
focusing system

Nanoparticle
beam

Fig. 2　 Schematic of a cluster-beam deposition apparatus according to Barborini et al.61). Nanoparticles 
produced with a pulsed microplasma cluster source (PMCS, see Fig. 3) are first expanded 
through a nozzle into an expansion and manipulation chamber with aerodynamic focuser (see 
Chapter 3.2) and are then drawn through a skimmer into the differentially pumped deposition 
chamber where they are deposited onto the substrate. The substrate can be positioned in the 
xy-plane allowing the coating of large areas as well as position-selective deposition. 
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located in the opposite cavity wall. The valve, backed 
with a high gas pressure, delivers inert gas pulses 
to the source cavity with an opening time of a few 
hundred microseconds. If the pulsed valve is closed, 
the source cavity is at the same pressure as the first 
vacuum chamber. Once the valve opens, the large 
pressure difference causes the formation of a super-
sonic gas jet directed against the cathode. A pulsed 
voltage (typical duration: 50μs) applied between the 
electrodes ionizes the gas and generates a plasma. 
This is accelerated against the cathode and ablates 
the material that thermalizes and condenses to form 
clusters23, 24). Due to the aerodynamic confinement 
of the plasma in the cavity, the sputtering process 
is restricted to a cathode area of less than 1 mm2 24). 
A continuous process can be achieved by rotational 

and translational movement of the cathode (Fig. 3b). 
The pressure difference to the adjacent expansion 
chamber drives the aerosol expansion through the 
nozzle in the form of a supersonic beam.
　For a graphite cathode, a log-normal cluster mass 
distribution in a range from a few tenths to several 
thousands of atoms per cluster with an average size 
of about 1000 atoms/cluster is obtained with the 
PMCS25). By operating the PMCS with a pulse fre-
quency of 5 Hz, deposition rates of 100μm/hour over 
a surface of 1 cm2 placed at 500 mm from the exit of 
the nozzle can be achieved. The introduction of pre-
cursors into a PMCS, the use of alloy electrodes and 
the combination of several PMCS in one deposition 
apparatus easily allow formation of doped or multi-
component films of controlled composition. By chang-
ing the particle synthesis conditions, the nanoparticle 
size, morphology, crystallinity and chemistry can be 
tuned to meet the desired film properties. Random 
stacking of clusters leads to a high porosity texture 
with mesoscale granularity characterized by pores in 
the range of 2-50 nm and high specitic surtace area26).
　PMCSs have been used for the production of de-
vices such as supercapacitors27), gas sensors22, 26) or 
high-throughput screening arrays for biological appli-
cations28). PMCSs can be equipped with focalization 
devices as will be described in Section 3.2 in order 
to further improve cluster-beam intensity and pat-
terning capabilities29). 

3.  Gas-phase Manipulation and Patterning

　A crucial point to be solved for a real technological 
breakthrough of the bottom-up approach to nano-
technology is the possibility to modify and ma-
nipulate nanoparticle building blocks prior to their 
assembly into nanodevices. Particle composition, 
crystallinity, size and morphology can be controlled 
to a certain extent in the synthesis step. Depending 
on the application, a post-synthesis functionaliza-
tion or passivation of the particle surface might be 
necessary as well as a refinement of the particle size 
distribution, as gas-phase synthesis does not usually 
give monodisperse particles. Particle size and mor-
phology also affect the porosity and roughness of the 
deposited layers, underlining the importance of size 
and morphology control. For the assembly of films by 
nanoparticle deposition, positioning of the nanopar-
ticles on the substrate surface is of importance as it 
directly affects film homogeneity or the ability of pat-
terned deposition with high lateral resolution. 

a)

Fig. 3　 Schematic of a pulsed microplasma cluster source (PMCS) ac-
cording to Barborini et al.23) (Fig. 3a). Inert gas is introduced 
through a pulsed valve into a cavity containing the target cath-
ode. When a high voltage is applied between anode and cathode, 
material is sputtered from the cathode rod. The precursor vapor 
condenses into clusters which grow by coagulation, sintering 
and surface growth before they are extracted from the source 
through an expansion nozzle. Fig. 3b shows the ablation region 
of a rotating carbon cathode (adopted from Barborini et al. 23)). 
Continuous operation can be achieved by translational cathode 
movement.
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3.1  Particle size separation
　A narrow size fraction can be extracted from a 
polydisperse aerosol by a differential mobility analyz-
er (DMA)30-32). The DMA operates as an electrostatic 
classifier that selects charged particles of a certain 
size based on the balance between drag and oppos-
ing electric forces in an electric field. The size of the 
extracted particles can be controlled by varying the 
electric field strength33, 34).
　Kennedy et al.16, 17) integrated a DMA along with 
an in-flight annealing zone into their process for 
production of nanostructured tin oxide films for gas 
sensing applications. Nanoparticles were produced 
from sublimated SnO in an aerosol flow condenser, 
followed by aerosol charging and DMA size fraction-
ation. The size-classified aerosol was introduced into 
a second furnace for sintering, crystallization and 
partial oxidation to SnOx nanoparticles that were de-
posited on a gas sensor substrate with interdigitized 
electrodes using an electrostatic precipitator or a low-
pressure impactor. Nanostructured porous films of 
quasi monosized nanoparticles were grown and heat-
treated to form conducting necks between the par-
ticles for better charge transfer in the gas-sensor ap-
plication. The process of Kennedy et al.16, 17) illustrates 
the possibility of integrated gas-phase production 
of nanostructured particulate films with a series of 
individually controllable particle manipulation steps. 
Such an integrated process was also used, e.g. by 
Kruis et al.15) for the gas-phase preparation of size-
classified PbS nanoparticles and by Krinke et al.18, 19) 
for patterned nanoparticle deposition. 
　An alternative means for particle size separation in 
the gas phase is by exploiting aerodynamic effects. 
As an aerosol jet is forced by an obstacle to make 
a sharp (e.g. 90°) turn, particles will follow the gas 
flow depending on their inertia (Fig. 4). If the inertia 
exceeds the drag action of the gas flow, particles are 
unable to follow the stream lines and impact on the 
surface of the obstacle. The parameter governing 
particle impaction is the Stokes number which is de-
fined as the ratio of the particle stopping distanceτat 
the average velocity of the initial jet U to the jet ra-
dius Dj/2:

　　 ,

whereρp and dp are the particle density and diameter, 
respectively, Cc is the Cunningham correction factor 
andηis the dynamic viscosity of the gas33). In aerosol 
science, this effect has long been used in cascade 

impactors for size-selective particle sampling on col-
lection plates33, 34).

3.2  Particle focusing
　Aerodynamic effects can also be used to concen-
trate particles at given positions in the flow field. 
Fig. 5 shows that the trajectory of particles with 
St ≈  1 only slightly decouples from the gas stream 
lines. This effect can be used to focus particles to a 
beam. Using only aerodynamics effects induced by 
nozzles, Liu et al.35, 36) produced such an enriched 
stream of particles. This was achieved with a system 
of so-called aerodynamic lenses consisting of suc-
cessive axis-symmetric contractions-enlargements of 
the aerosol flow passage (Fig. 5). The work of Liu 
et al.35, 36) was inspired by the research carried out 
by Fernandez de la Mora and co-workers37, 38), who 
revealed the possibility of particle focusing and the 
existence of a common focal point for the near-axis 
particles when expanding an aerosol through a thin-
plate orifice. The novelty of the work of Liu et al.35, 36) 
is that they employed thin-plate orifices in a confined 
passage to manipulate the spatial distribution of par-
ticles prior to the nozzle and the subsequent free jet 
expansion (Fig. 5). 
　The integration of an aerodynamic focusing device 
into CBD leads to particle beams of high directional-
ity, collimation and intensity. Depending on the mag-

～

Fig. 4　 Basic principle of aerodynamic size-selection and focusing. The 
inertia of large particles (St >> 1) exceeds the drag action of 
the gas, separating the particle trajectories from the gas stream 
lines and leading to wall deposition. Very small particles (St << 
1) closely follow the flow. Intermediate size particles have tra-
jectories only slightly decoupled from the stream lines, which 
can be exploited to concentrate particles at given positions in 
the flow field29).
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nitude of focusing and the focuser-substrate distance, 
the beam diameter at the substrate can be reduced 
from several centimeters to a few millimeters. By 
substrate movement with a translational stage, nano-
structured particulate films can be deposited over 
relatively large areas. 

3.3  Patterned deposition
　The fabrication of functional devices based on 
nanostructured materials often requires the ability 
to assemble nanoparticles in micrometer and submi-
crometer patterns with high precision and compat-
ibility with planar technology. Physical and chemical 
vapor deposition techniques have long been used for 
the patterning of semiconductor, metallic and poly-
meric films and for the production of dot arrays39-41). 
These techniques require putting resists or stamps in 
contact with a substrate that undergoes different pre- 
or post-deposition etching or thermal treatments.
　The effect of such treatments on particle-assem-
bled films has not been investigated systematically, 
however, several problems due to the porosity and 
granularity of nanostructured layers can be expected. 
For nanostructured films, a non-contact patterning 
would thus be highly desirable, and, in principle, it 
would be viable, e.g. by depositing particle beams on 

a substrate through a stencil mask.
　Due to their high directionality, collimation and 
intensity, supersonic cluster beams are well-suited 
for the patterned deposition of films through masks 
that are placed into the beam in front of the substrate 
(Fig. 6)42, 43). Structures with a high aspect ratio and 
controlled shape arranged in ordered arrays can be 
created on any kind of substrate. For instance, Milani 
and co-workers deposited patterns on silicon, alumi-
num, copper, stainless steel, and polyethylene43,44). 
Structures with heights up to several tens of mi-
crometers could be grown on metallic and polymeric 
substrates while heights of several micrometers were 
realized on silicon43). The lateral resolution was in the 
sub-micrometer range and depended not only on the 
sharpness of the mask edges but also on the beam 
collimation. A remarkably high step sharpness was 
obtained by Barborini et al.43): the width of the step 
from 10% to 90% of film height was 450 nm when us-
ing a mask placed 0.33 mm in front of the substrate. 
The profile of the mask was reproduced even in its 
sub-micrometer features. Di Fonzo et al.42) used an 
aerodynamic lens assembly for the deposition of 
SiC and Ti pillars and lines. Nanoparticles of these 
materials were synthesized by introducing gaseous 
precursors into an argon-hydrogen plasma and ex-
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Fig. 5　 Simulation of the gas flow (a) and trajectories of 15-nm particles (b) in an aerodynamic lens system62) ac-
cording to di Fonzo et al.42). The particles are concentrated at the center axis of the lens system, forming 
a beam. 
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panding the plasma supersonically through a nozzle. 
The aerodynamic lens system was placed about 75 
cm from the expansion nozzle. The highly collimated 
particle beam exiting the lens system was deposited 
on a substrate downstream of the exit nozzle without 
any masks. 
　For gas-phase deposition of nanoparticles that 
travel at moderate velocity rather than at supersonic 
conditions, other patterning mechanisms have been 
developed based on low-range attractive forces, i.e., 
thermophoretic and electrostatic forces. Patterning 
with hard masks has been applied for the deposition 
of nanoparticles from the aerosol plume of flame 
reactors by thermophoresis and diffusion8, 9). Thybo 
et al.8) used a lift-off process with a standard photo-
lithographic mask to fabricate porous nanoparticulate 
catalytic layers for microreactors. Fig. 7 shows how 
the substrate was first spin-coated with a 1.5-μm-
thick layer of photosensitive polymer where the 
regions for deposition were afterwards dissolved in 
a NaOH solution. Then, the water-cooled substrate 
was positioned above the flame of an aerosol reactor 
to deposit a porous 50-150μm layer of nanoparticles 
by thermophoresis and diffusion. Finally, the photo-

resist was dissolved in acetone, whereby the catalyst 
particles on the photoresist were removed from the 
sample. Although the roughness of the pattern edges 
was below 100μm, the submicrometer resolution of 
the cluster-beam deposition approach could not be 
reached. 
　An approach for the patterned deposition by elec-
trophoresis is the creation of a charge pattern on the 
substrate in a first stage and the subsequent deposi-
tion of charged particles. Krinke et al.18, 19) created 
charge patterns using polydimethylsiloxane (PDMS) 
stamps to deposit monodisperse singly charged 
nanoparticles on oxidized silicon surfaces. With this 
technique, they were able to form particle-based 
nanowires with a thickness down to 100 nm and 
spaced 2000 nm apart.

3.4  Physical and chemical modification
　Basically, all gas-phase processes involving particle 
formation and in-situ surface coating or function-
alization can be coupled with one of the deposition 
methods described above. Most research in the field 
has focused on obtaining a powder rather than a film, 
though. The studies of Kodas and co-workers give 
examples showing how the particle composition and 
morphology can be changed by in-situ gas-phase 
coating processes in hot-wall reactors45-47). The forma-
tion of functional coatings on oxide nanoparticles can 

Fig. 6　 Placing a hard mask into the particle beam at some distance 
from the substrate (a) allows the deposition of patterned films, 
for instance made out of carbon (b)43).

Particle Beam
Hard Mask

Substrate

Fig. 7　 Schematic for selective area coating of substrates with catalyst 
nanoparticles using a photoresist 8): (a) deposition of photore-
sist; (b) deposition of catalyst nanoparticles on the entire sur-
face; (c) removal of the catalyst from selected areas by dissolv-
ing the photoresist layer.
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also be achieved by introduction of multiple precur-
sors into spray flames48). Such multicomponent par-
ticles were deposited on substrates directly from the 
gas-phase to give nanoparticulate films for gas sens-
ing9) or catalysis8). 
　Effective post-synthesis treatment of nanoparticles 
has been demonstrated, for instance, for the morphol-
ogy control of initially produced gold agglomerates 
by in-flight high temperature annealing and sinter-
ing49, 50). Nanda et al.51) used this method for band-gap 
tuning of PbS nanoparticles in tubular flow reactors. 
Kennedy et al.16, 17) and Ostraat et al.6) integrated a 
post-synthesis oxidation stage to convert SnO into 
SnOx nanoparticles and to passivate Si nanoparticles 
with an oxide layer, respectively.
　In-flight nanoparticle coating prior to deposition 
in an electrostatic precipitator was demonstrated by 
Karlsson et al.52). Here, Au nanoparticles were pro-
duced first by evaporation-condensation with subse-
quent annealing similar to Magnusson et al.49), and 
then coated with Ga. For this purpose, a ceramic boat 
containing Ga metal was placed inside a third furnace 
downstream of the sintering furnace (Fig. 8). The 
Ga vapor was transported out of the evaporation fur-
nace together with the flow of the Au aerosol. As the 
vapor left the hot zone it became supersaturated and 
condensed upon the Au particles. Au－Ga compound 
particles were thus formed through heterogeneous 
nucleation with the Au cores acting as condensation 
nuclei.

4.  Applications of Nanoparticulate Films

　Clusters and nanoparticles of metals, carbon and 

semiconductors have been extensively studied in the 
gas phase with particular attention to their electronic, 
optoelectronic, optical, and magnetic properties, 
as is apparent from recent comprehensive reports 
that also address nanostructured films21, 53, 54). Here, 
applications in catalysis and biotechnology are intro-
duced briefly while the fabrication of gas sensors is 
discussed in more detail.

4.1  Gas sensors
　Gas sensors are a prominent, example of functional 
materials where the use of nanoparticles was shown 
to signiticantly improve the petormance16). Compar-
ing the sensitivity of dense nanoparticulate films 
with that of porous films, Ogawa et al.55) observed a 
greatly increased sensitivity for ethanol of the latter 
structure. This was explained on the basis of Hall 
measurements, which showed that the carrier mobili-
ty is strongly dependent on the ethanol concentration 
for the porous nanocrystalline films while no depen-
dence was found for the dense film. The high specific 
surface area of nanostructured particulate films is 
usually easily accessible for gases due to the high po-
rosity (up to 98%,9)), allowing fast transport of the ad-
sorbing and desorbing species. The use of masks has 
been demonstrated successfully, confining particle 
deposition to the sensing area of a single element9, 

26) or even for the production of entire libraries with 
210 gas sensors in one step (Fig. 9)22). Furthermore, 
the possibility to obtain homogeneous and crack-free 
sensing layers9) makes gas-phase nanoparticle syn-
thesis with direct deposition a promising manufactur-
ing route for solid state gas sensors.
　Here, the fabrication of gas sensors with nano-

Fig. 8　 Schematic of the experimental set-up used for Au-Ga alloy aerosol nanoparticle production52).  Au nanoparticles are formed 
by evaporation/condensation in furnace 1. A narrow size fraction is extracted from the aerosol with a differential mosility ana-
lyzer (DMA 1) and is introduced into an in-flight sintering zone (furnace 2). Ga is evaporated in furnace 3 and condenses onto 
the Au particles. After a second size classification (DMA 2), the charged aerosol is deposited on substrates in an electrostatic 
precipitator. Schematic adopted from Karlsson et al. 52).
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structured TiO2, WO3 and SnO2 sensing layers by 
supersonic cluster-beam deposition and their perfor-
mance in the detection of volatile organic compounds 
(VOC) and gases related to environmental pollution 
(such as NOx) are reported.
　A supersonic cluster-beam deposition apparatus 
(SCBD, Fig. 2) was used to generate and deposit 
nanoparticles on gas sensor substrates. Clusters of ti-
tanium, tungsten and tin were generated by a pulsed 
microplasma cluster source (PMCS)23) as described 
in Section 2.2 and Fig. 3a. Therefore, a high-purity 
metal rod (6 mm diameter, approx. 10 cm length) of 
the material to be deposited was inserted into the 
PMCS cavity (diameter ~ 1.2 cm), attached to a ro-
tational stage and connected to the negative pole of 
a high-voltage power supply. Pulses of argon were 
introduced into the cavity by means of a solenoid 
valve, operated at a frequency of 10 Hz. With a few 
hundred microseconds delay, an electric discharge 
triggered by the valve was used to ignite a plasma jet 
impinging on the metallic rod and ablating material 
that vaporized and condensed into metallic nanopar-
ticles. These were entrained by the gas flux toward 
the PMCS exit nozzle and expended into the adjacent 
expansion chamber kept at differential vacuum (10-3 
mbar).
　A set of 5 aerodynamic lenses as shown in Fig. 5 35, 

36) installed on the same axis as the expansion nozzle 
near the inlet of the expansion chamber was used to 
concentrate the nanoparticles onto the center axis, 
forming a collimated particle beam with less than 
20 mrad divergence. The particle beam entered the 
differentially pumped deposition chamber through 
a skimmer with a 2-mm opening, impinging on the 
substrate through a hard mask (Fig. 6a). The sub-
strate was kept at room temperature and could be 
positioned by a 4-axis motorized manipulator that 
even allowed large-area (50×220 mm2) depositions 

by substrate rastering. 
　The sensor substrates were made of micro-ma-
chined alumina with integrated thin film heater and 
Pt thin-wire thermometer for temperature control 
during sensor operation. Micro-machined platforms 
having an array structure (Fig. 10a) were used to 
deposit different oxides on each single element of the 
array by exploiting hard mask patterning. After clus-
ter deposition, the substrates were annealed in air at 
400°C in order to obtain the proper oxide stoichiome-
try as well as a nanostructure and crystallinity that is 
stable during sensor operation up to 300°C. Fig. 10b 
shows an array of four sensing elements (TiO2, WO3, 
SnO2 and one blank element for reference) after an-
nealing and connected to signal read-out and analysis 
electronics.
　The as-deposited films had an amorphous and po-
rous structure at the nanoscale, attributed to particle 
impact with low kinetic energy and limited diffusion. 
After annealing, the amorphous grains rearranged 
into a crystalline structure. For example, Fig. 11 
shows transmission electron microscopy (TEM) im-
ages of as-deposited (Fig. 11a) and 200°C-annealed 
(Fig. 11b) tungsten oxide films. The as-deposited 
material was composed of nanoparticles with an 
average size of about 10 nm. No lattice fringes were 
discernible, indicating an amorphous structure. After 
annealing, a number of nanoparticles showed crystal 
lattices, indicating the transformation into a polycrys-
talline film, while average particle size and film mor-
phology appeared to be largely unaffected.
　The sensing properties of the films were evaluated 
for CO, NO, NO2, and SO2, as well as for ethanol. By 
means of an automatic mass-flow-controller-based gas 
mixing system, these compounds were added at trace 
level to pure dry air flowing into a test chamber. An 
electrometer was used to measure the current across 
the film during the test sequence. Fig. 12 shows 

Fig. 9　Array of 210 titania gas sensors made by cluster-beam deposition with hard mask patterning22).
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examples of the gas sensor performance, namely the 
response of the SnO2, WO3 and TiO2 sensors to SO2, 
NO2, and ethanol, respectively. The titania film was 
doped with Pd in a two-step multi-layer deposition 
process involving two cluster sources. All sensors 
showed a fast response to trace gas injection. NO2 
was detected by WO3 at the ppm level (Fig. 12b), 
while SO2 and ethanol were registered with an accu-
racy of about 5 ppm by SnO2 and Pd/TiO2 sensors, as 
is shown in Figs. 12a and 12c respectively.
　The realization of complex sensor arrays with a 
large range of materials and material compositions by 
cluster-beam deposition and hard mask patterning in 

combination with neural network analysis for signal 
read-out might be a promising route to the efficient 
and inexpensive realization of gas microsensors, e.g. 
for environmental monitoring.

4.2  Catalysis
　Applications in heterogeneous catalysis benefit 
from the high specific surface area and porosity of 
nanostructured particulate films8). Even though the 
coating of large-area supports has not been reported 
yet, methods such as flame spray deposition are 
promising techniques for depositing porous catalyst 
layers directly into microsystems by using masks8). 
Cluster-beam deposition has been used to coat 10×
10 mm2 glass substrates with Ti-Si binary oxide films 

Fig. 10　 (a) Schematic of the front side of a micro-machined substrate 
for a 2×2 gas sensor array showing the interdigitized elec-
trodes and a Pt thin wire thermometer in the center. (b) The 
gas sensor array after thin film deposition and annealing with 
electronic connections for signal read-out.

Fig. 11　 (a) TEM image of the as-deposited tungsten oxide sample. The 
film is composed of amorphous nanoparticles having an aver-
age size of 10 nm, assembled in a porous structure. (b) The 
same material after annealing at 200°C. Lattice fringes appear, 
indicating the polycrystalline nature of nanoparticles, while av-
erage size and porous structure remain similar to those of the 
as-deposited material.
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for photocatalytic decomposition of NO under UV 
light radiation56). Zhou et al.57) used combined cluster-
beam deposition and metal ion implantation to pro-
duce nanostructured vanadium-doped TiO2 films that 
showed photocatalytic decomposition of formic acid 
even under visible light radiation. Furthermore, clus-

ter-beam deposition techniques can be employed to 
manufacture model catalysts by deposition of single 
monosize clusters for fundamental studies on hetero-
geneously catalyzed chemical reactions58-60).

4.3  Biotechnology
　In biotechnological applications, the sur face 
roughness of nanostructured particulate films can be 
exploited. Carbone et al.28) characterized the biocom-
patibility of nanostructured TiO2 films produced by 
the deposition of a supersonic beam of TiOx clusters. 
The cluster-assembled film supported normal growth 
and adhesion of primary and cancer cells with no 
need for coating with extracellular matrix proteins. 
Physical analysis showed that the films possess a 
nanoscale granularity and porosity mimicking that of 
typical extracellular matrix structures and adsorption 
properties that could allow surface functionalization 
with dif ferent macromolecules such as DNA, pro-
teins, and peptides. Films of nanostructured titania 
are proposed as an optimal substrate for dif ferent 
applications in cell-based assays, biosensors, bioac-
tive orthopedic, dental and vascular implants or mi-
crofabricated medical devices. Patterned deposition 
could be applied for the fabrication of microarrays for 
proteomics, genomics and post-genomic applications.

5.  Conclusions

　Gas-phase technology has been shown to of fer 
versatile techniques for one-step synthesis of nano-
structured particulate films. A range of gas-phase 
routes are available for nanoparticle synthesis such 
as flame, plasma or evaporation/condensation that 
are already employed for commercial manufacture 
of nanoparticles. Post-synthesis in-flight annealing, 
coating and functionalization has been demonstrated 
as well as particle size selection and focusing. Hard 
mask techniques adopted from microfabrication 
technology have been successfully applied for the 
generation of 1-, 2-, and 3-D nanoparticulate patterns. 
Deposition rates of several mm/min for non-vacuum 
“aerosol” approaches allow the growth of thin par-
ticulate films ( < 1μm) within seconds and also make 
deposition of thick films ( > 10μm) commercially 
feasible. Compared to standard thick film technology 
such as screen printing or tape casting, gas-phase 
techniques do not involve the intermediate steps of 
paste or slurry generation and are not prone to crack 
formation7). 
　Vacuum techniques such as cluster-beam deposi-
tion offer nanoparticle deposition with high lateral 
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resolution as well as compatibility with silicon-
based microfabrication technologies. A drawback 
of many vacuum techniques is the low nanoparticle 
production rate or the requirement of huge pumping 
capacities. A combination of aerosol and vacuum ap-
proaches might thus lead to the integration of nano-
fabrication and microfabrication at an industrial level, 
as was indicated by the example of solid state gas 
sensors. 
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1. Introduction 

　Not only around the world but also in Thailand, a 
sizable number of researchers and engineers who 
never consciously think of Par ticle Technology 
(P.T.) have contributed significantly to P.T., while 
accumulating a wealth of technical experiences col-
lected from industrial workplaces and laboratories. 
Meantime, a growing number of Thai scholars and 
researchers have begun to recognize P.T. as one of 
the advanced technologies to facilitate academic 

advancement and further enhance industrial com-
petitiveness of Thailand. Though the number of pub-
lications contributed by Thai research teams to the 
international database on P.T. is growing, there are 
still many more published only in major national and 
institutional journals. It is noteworthy that, due to the 
rapid development and diversification of P.T., it is not 
possible or meaningful to review all obscure publica-
tions in all domestic journals issued so far. Therefore, 
the authors have decided to summarize only selected 
P.T. research contributions over the last two decades. 
Major P.T.-related journals and conference proceed-
ings will be reviewed and analyzed to give an overall 
picture on the current situation of P.T. R&D in Thai-
land.

2. Domestic contributions to P.T. 

　In Thailand, all major academic institutions have 
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actively encouraged their academic personnel to 
focus more on research and development. Issuance 
of university/faculty bulletins and journals is one of 
the key strategies to disseminate and enhance the ap-
plication potential of research outcomes. Meanwhile, 
it should be noted that some journals, such as Song-
klanakarin Journal of Science and Technology1-45) and 
Science Asia99-112), are gaining regional and interna-
tional recognition. They attract contributions not only 
from Thai but also foreign researchers9, 12, 135-137). All 
journals dealing with conventional P.T. have recently 
extended their scope to cover new disciplines such as 
nanotechnology. 
　Our literature surveys cover a total of 13 journals 
issued by 11 major universities (Chiang Mai, King 
Mongkut’s Institutes of Technology (Ladkrabang, 
and North Bangkok), King Mongkut’s University of 
Technology (Thonburi), Mahidol, Prince of Songkla, 
Rachmangkala Institute of Technology, Srinakarin-
drwirote, Suranaree University of Technology and 
Thammasat) and 2 academic / professional organiza-
tions (Engineering Institute of Thailand, and National 
Science and Technology Development Agency). The 
numbers of investigated domestic papers in each 

category are summarized in Table 1. However, only 
some “major” papers published over the last two de-
cades and listed in the Bibliography will be analyzed 
and summarized in this paper. It is noteworthy that 
the only journal listed in international citation data-
base is Songklanakarin Journal of Science and Tech-
nology, which has had P.T. contributions of 7.5 per 
cent while KMUTT Research and Development Jour-
nal has the highest contributions of 11.1 per cent. 
　Among the sur veyed journals, our summar y 
shown in Table 2 reveals that publications in Mate-
rial Science and Technology have the highest contri-
bution. This is attributable to the fact that many Thai 
researchers are still paying attentions to employing 
P.T. for the fundamentals of material synthesis and 
application. The second aspect, which is Civil Engi-
neering application, corresponds to the requirement 
of the national infrastructure development. As ex-
pected, Industrial Applications comes third due to the 
encouraging strategies and policies of the funding 
agencies in Thailand. Particularly, research works 
related to rice husk and fly ash applications are com-
prehensively investigated. Meanwhile, dust collection 
and air pollution control has gained many attentions 

Table 1   List of domestic journals investigated in this work

Journal title Numbers of papers 
involving with P.T.

Percentages of papers  
involving with P.T.

 1.  Songklanakarin Journal of Science and 
Technology

45 7.5

 2.  Science Asia 14 3.5
 3.  KMUTT Research and Development 

Journal
31 11.1

 4.  Research and Development Journal of 
the Engineering Institute of Thailand

2 6.7

 5.  Engineering Journal Chiang Mai  
University

9 4.5

 6.  Suranaree Journal of Science and Tech-
nology

6 2.0

 7.  Mahidol University Journal of Pharma-
ceutical Science

3 1.0

 8.  The Journal of King Mongkut’s Institute 
of Technology North Bangkok

4 1.3

 9.  Engineering Journal of King Mongkut’s 
Institute of Technology Ladkrabang

3 1.3

10.  Thammasat International Journal of  
Science and Technology

3 1.5

11. Civil Engineering Journal, EIT 1 3.3
12.  Engineering Journal Kasetsart  

University
15 3.8

13.  Srinakharinwirote Journal of  
Pharmaceutical Sciences

2 6.7

14.  The 20th Symposium on Thai  
Pharmaceutical Researches

8 8.0

Total 146
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in research and development works. It could indicate 
that requirement of higher life quality has become a 
key issue in Thailand. 
　Besides those journals, there are several national 
conferences, congresses and symposia which are 
organized on a regular basis by various organiza-
tions such as the Engineering Institution of Thailand 
(EIT), the Science Society of Thailand, the National 
Science and Technology Development Agency 
(NSTDA) and its affiliated national centers as well as 
National Research Council of Thailand (NRCT) and 
Thailand Research Fund (TRF). Occasionally, P.T. is 
a key session in these conferences and symposia. In 
Chulalongkorn University, the Thai Powder Technol-
ogy Center (TPTC), the Center of Excellence in Par-
ticle Technology (CEPT) and its partners have pro-
actively organized many conferences and symposia 
with collaborations from many domestic and foreign 
organizations, such as TRF and Kasetsart University 
in Thailand, as well as the Association of Powder Pro-
cess Industry and Engineering (APPIE), Society of 
Powder Technology Japan (SPTJ) and Japan Associa-
tion of Aerosol Science and Technology  (JAAST) in 
Japan. Two of the historic events are the first Asian 
Particle Technology (APT) in 2000 and the Asian 
Conference on Three-phase Fluidized Bed and Reac-
tor (ASCON) in 2002, which attracted researchers 
not only within Asia but also from America, Europe 
and the Oceania. The 3rd APT will be organized in 
China in the year 2007. Since it is quite difficult to get 
access to these proceedings, some selected works by 
Thai contributors will also be introduced in the pres-
ent review.

3. Categories of Major P.T. Research Works in 
Thailand

　To the best of our knowledge, there has not been 
any thorough review of P.T.-related research works 
in Thailand. For the sake of simplicity, we adopt the 
following 3 main categories of research works: 1) 

Fundamental research in particle synthesis and pro-
duction, 2) R&D in particle processing and handling, 
and 3) R&D in particle application and utilization. 

3.1   Fundamental research in particle synthesis 
and production

　Here development of new catalysts as well as new 
types of functional (nano) particles has attracted 
great attention of Thai researchers79-81,86-87,99,102,118). 
Catalysis covers the research topics for several re-
search groups in both the academic institutions and 
petrochemical manufacturers. Synthesis of novel 
activated carbons from industrial wastes such as 
waste tires, broken anthracite, palm-oil shell or cof-
fee beans remains one of the most popular research 
topics. For example, Tanthapanichakoon et al123) as 
well as Boonamnuayvittaya et al148) have selected dif-
ferent approaches in developing highly mesoporous 
activated carbons. The former team revealed that 
acid treatment enhances mesoporosity in activated 
carbons prepared from waste tires, which are useful 
for adsorbing large-molecule gaseous pollutants. The 
latter team paid more attention to the utilization of ag-
ricultural wastes such as coffee bean residues to pro-
duce activated carbons. In addition, a pilot-scale and a 
full-scale system for producing mesoporous activated 
carbons from waste tires have been investigated and 
designed, though not yet implemented due to short-
age of investment.
　Synthesis of zeolites from fly ash generated in coal-
fired power plants employing indigenous lignite as 
main fuel has been attempted by several research 
teams. Research teams in Kasetsart University have 
made several contributions to the effective means to 
convert lignite fly ash to ZSM-5 and related zeolites 
80,86,99). In addition to fundamental examination, cata-
lytic functionalization of the synthesized zeolites was 
investigated and reported. Interestingly Suvachit-
tanont et al. of KU have developed and patented 
a method to synthesize adsorptive microcellulose 
particles from agricultural wastes. Fig. 1 shows that 

Table 2  Summary of technical aspects in particle technology papers published in domestic journals

Technical Aspects Numbers of papers in-
volved

Percentages of papers 
involved

Material Science and Technology 36 26.2
Civil Engineering 33 21.4
Industrial Applications 30 19.3
Dust Collection 20 14.5
Pharmaceutical Applications 14 10.3
Synthesis and Application of Catalysts 12 8.3
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the synthesized microcellulose particles exhibit a 
narrow size distribution which is supposed to provide 
uniform adsorption capability. As shown in Fig. 1, 
the microcrystalline cellulose particles synthesized 
via hydrolysis of bagasses could provide adsorption 
capability on par with that of commercial products.
　Recently nanomaterials, including nanoparticles, 
have increasingly attracted the interest for Thai re-
searchers1,7,43,80-86,94,102,113,122). Research teams in Chiang 
Mai (CMU) and Chulalongkorn Universities (CU) 
have been exploring several techniques, such as py-
rolysis, arc discharges in gas or liquid, and Chemical 
Vapor Deposition (CVD), for the synthesis of car-
bon and metal nanoparticles. Meantime, other well-
known wet processes (sol-gel, microemulsion etc.) 
and dry processes (sputtering and flame spray pyrol-
ysis) have also been investigated for the synthesis of 
nanoparticles of various metallic and semiconductive 
compounds.  For example, Charinpanitkul et al.122) 
reported that the use of naphthalene as main carbon 
source with an additional small amount of ferrocene 
could yield a remarkable amount of well aligned 
multi-walled carbon nanotubes (MW-CNT). Mean-
while, Singjai et al. of CMU reported their success in 
growing CNT with the CVD technique149). 

3.2   Research and development in particle pro-
cessing and handling

　It is noteworthy that large-scaled industrial enter-
prises in Thailand often adopt turn-key technologies 
whereas small- and medium-scaled enterprises often 
resort to the use of modified processes they have ad-
opted or procured from other companies. As a conse-
quence, process retrofitting is inevitably a key issue 
for all industries. 

　Among the relevant issues, dust collection and 
air pollution control are among the most frequently 
raised research topics. Tanthapanichakoon et al. 91,106) 
are among Thai chemical engineers who have con-
tributed significantly to air filtration or industrial dust 
collection. Before the financial crisis in Thailand in 
1997-1999, the rapid growth in national infrastructure 
development and construction boom has resulted 
in great demand for construction materials, which 
in turn led to fugitive dust dispersion problem and 
product losses. Having investigated their collection 
efficiencies theoretically and experimentally, several 
simple but effective methods, such as water droplet 
curtains generated by a series of nozzles106), wet 
screen dust collectors90), and improved wet scrubbers 
130), have been designed, installed and utilized both in 
lab-scale and pilot-scale processes before actual appli-
cations are implemented in some industrial factories, 
such as rock crushing plants, windsurf manufacturer 
and grinding wheel producer. Moreover, high tem-
perature dust collection using candle filters has also 
been investigated58). 
　Fly ash from some coal-fired power plants has also 
been investigated for concrete preparation46,51,54,60,62,77, 

112,116,120,121). Optimization of the incorporation of the 
collected fly ash into the composite concrete with 
regards to its characteristics, such as mechanical 
strength, porosity and setting time, are main topics 
for civil engineering researches. Works focusing on 
municipal waste ash have also been carried out to 
simultaneously tackle the environmental problem 
and develop an alternative resource. Some research 
teams in KMUTT, for instance, a team consisting of 
Jaturapitukkul et al.112) have investigated the classi-
fication of fly ash generated from the largest lignite-
fired power plant in Thailand and the mixing of the 
ash with Portland cement. They reported that, in 
addition to changes in its chemical composition, the 
particle size distribution of the classified fly ash could 
significantly affect the compressive strength of the 
composite concrete. 
　Fluidization and its applications are also widely in-
vestigated in Thailand. For examples, at least 1 group 
in KMUTT and 2 groups in CU have contributed to 
fluidized bed drying, combustion and granulation as 
well as coating. Soponronnarit et al.108) have made 
many contributions to the drying technology for 
agricultural products and waste utilization, which 
at present have become commercially available. 
Damronglerd et al.150,151) in CU have conducted many 
investigations of solid waste combustion in fluid-
ized beds. Similarly, Tia et al.52) attempted to utilize 

Fig. 1   Typical image of microcrystalline cellulose particles synthesized 
by hydrolysis of bagasse.
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a fluidized bed furnace to extract thermal energy 
from agricultural wastes. In CEPT, Charinpanitkul 
et al.152) have developed a batch-scale fluidized-bed 
granulator/coater by co-opting electrostatic atomiza-
tion of the binder or coating agent. Fig. 2 reveals the 
schematic diagram of their coating fluidized bed with 
some typical examples of uniformly coated particles 
which could provide controlled-release functionality. 

3.3   Research and development in particle ap-
plication and utilization

　Applications and utilizations of particulate materi-
als are one of the most important research topics for 
Thai researchers. Recycle of waste materials -- either 
in particulate or bulk forms31,33,35), substitution of 
some specific materials with indigenously available 
natural materials20,29-30,34,66,71), and new products de-
velopment42-43) were conducted and reported by Thai 
academic staffs. Typical waste materials abundant 
in Thailand are biomass, such as rice husks, wood 
shavings and sludges obtained mainly from the ag-
ricultural sector. The means to recycle these waste 
materials are pyrolysis for developing new products, 
such as zeolites and diamond films, and compositing 
with polymeric materials (PVC, PE or LDPE). For 
instance, Rimdusit et al.153) focused on utilizing ben-
zoxazine as matrix material and wood flour as filler 

in the preparation of high-quality wood composite, 
which could be employed as housing materials. The 
composites exhibit superior physical properties up to 
a very high filler fraction of 75%.
　For other applications in environmental aspects, 
many research teams, such as Kiatkomol et al113) of 
SUT applied montmorillonite as well as organo-clays 
for the removal of organic pollutants from simulated 
aqueous solutions. They reported that the capacity 
of adsorption strongly relied on the contact time be-
tween the adsorbent and adsorbate.
　As an inevitable aspect of nanotechnology, the uti-
lization and applications of nano-scale particles have 
also attracted great interest. Numerous attempts 
from various institutions employed typical nanoparti-
cles, such as TiO2 for wastewater treatment118). It has 
been reported that such a system has high potential 
to tackle wastewater with complicated molecules of 
dye stuffs or volatile hydrocarbon compounds which 
could not be handled by conventional systems.

4. Future Direction of P.T. in Thailand

　Domestic and international collaborations in R&D 
in P.T. and its relevant fields have played an important 
role in their sustainable development in the whole 
Southeast Asian region including Thailand. Japan 

High Voltage
DC Generator

Fig. 2   Schematic diagram of the fluidizing bed coater153) (Left), and typical images of glass bead particle coated with hydroxy-
propyl methylcellulose (HPMC) (Right).
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and other developed countries have provided tech-
nical and financial supports to Thailand, especially 
from APPIE Japan to TPTC and CEPT in CU. With 
high demands from the funding agencies for Thai 
researchers to conduct R&D that leads to actual ap-
plications, the use of nanoparticles in composites and 
sensors as well as cosmetics and advanced drug de-
livery would for the time being remain the focal point 
of P.T. research activities in Thailand. 

5. Conclusions

　Major contributions in P.T. of Thailand have come 
from Chemical, Civil and Environmental Engineering 
fields. Pharmaceutical scientists and technologists 
have contributed to the development of new methods 
and new recipes for specific pharmaceutical products 
composed of niche indigenous materials, such as rice 
husk and lignite. The present finding reveals that 
Thailand still requires more fundamental research 
but demand for applied research is stimulated by the 
policies of the government and funding agencies.
　In short, Particle Technology (P.T.) is now recog-
nized as a key technology that plays a tremendously 
important role in the development of Thailand’s 
industries. In addition to the conventional aspects 
ranging from handling and processing to synthesis 
and applications of particulate materials, R&D in P.T. 
in Thailand has expanded to nanoparticle technology 
and its applications. It is believed that more research-
ers and engineers should study and make use of the 
diversity and multi-disciplinary features P.T. in their 
own fields to expand production capacity and develop 
new manufacturing practices in their factories.
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1. Introduction

　A flake-shaped particle is a particle with a high 
diameter-to-thickness aspect ratio. Needs for flake 
particles vary across a variety of applications such 
as: pigments and inks, electrochemical electrodes, 
fuel cell hydrogen storage devices, explosives, light-
weight concretes and obscurences 1-6). Properties of 
flake-shaped particles have growing interests in the 
chemical and material industries, which continuously 
demand for increased efficiency in their processes. 

Flake particles are desirable from several viewpoints. 
Due to its high aspect ratio, a flake particle has a 
larger specific surface area than a spherical particle 
of the same volume, which can enhance chemical 
reactivity 5, 6). High aspect ratio metal flakes, such as 
those made of aluminum, have been used to increase 
optical obscurence characteristics so as to mimic a 
metallic look when used as pigment in paint 7). Ad-
ditionally the use of flake powders for metal-hydride 
electrodes in modern batteries has shown significant 
improvement in electrical capacity 4, 8). Processes for 
the production of flake-shaped particles are relatively 
new and have yet to be extensively studied and mas-
tered. Conventional methods for flake particle syn-
thesis are attritor milling, vibratory ball milling, ball 
milling and wet milling 1, 2, 9).
　Attritor mills generally refer to the use of a stirring 
rod and pin to agitate a solution of grinding media 
and the target particles. During such agitation, the 
random collisions of balls statistically occur with the 
target particle in between, eventually flattening the 
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Abstract

A novel particle processor was designed and built for the production of flake-shaped powders. 300 
μm magnesium and 140 μm iron particles processed for 1 and 2 minutes were analyzed for dimen-
sional, ductile, and morphological characteristics. Particle diameter distributions tended to broaden 
towards higher size ranges after 2 minutes of processing; the mean particle size was in the range of 
400 μm for magnesium and 300 μm for iron. The flake thickness decreased over time, leading to a 
mean-thickness of 12 μm for the magnesium particle sample processed with 2 x 6.0 mm milling ball 
media after 2 minutes. The effect of particle medium showed that the milling operation had greater 
influences on the more ductile material. Surface morphology also became smoother as the milling 
time increased. Larger ball media tended to produce samples with larger particle sizes with wider 
size distributions, while smaller ball media produced smaller particles with narrower size distribu-
tions. Loading weights also tended to have similar trends. The novel process was demonstrated as an 
effective and efficient method for the production of flake-shaped metal particles which greatly reduced 
the amount of milling time and energy required for flake particle production.
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particle after successive impactions 9). This method, 
however, can take at least 5 hours to produce consis-
tent flake particles, wasting a large amount of energy 
to fluid friction and fruitless collisions, and also re-
quires milling to occur in a liquid solution, which can 
react with the target particle 9). A vibratory mill oper-
ates under similar circumstances as that of the previ-
ously mentioned attritor mill; however, it produces a 
high frequency of randomly colliding ball media by 
the means of large vibrating forces, and it does not 
require a liquid milling solution 12). Though this meth-
od allows for the highest kinetic transfer of those 
mentioned, it is also bounded by long operating times 
(up to 8 hours; e.g. SPEX model 8000 12)). Ball mill-
ing methods typically require lubricants and antico-
agulants such as stearic or oleic acid and/or mineral 
spirits to control the shape and quality of the product 
flake 1, 2). These reagents are incompatible when reac-
tive metals such as Al, Fe, Mg, and Cu must remain 
in their elemental form and can possibly react with 
the reagents during milling, especially when high en-
ergy transfers are present. Wet milling methods such 
as basket mills are not compatible for similar reasons. 
Furthermore, these conventional methods are very 
time-consuming, ranging in processing time from 0.5 
to 60 hours 1-3, 8, 9). As an example, Hong and Kim2) re-
ported that processing scrap aluminum particles in a 
wet ball mill system with oleic acid requires 30 hours 
to produce micrometer thickness flake particles.
　The objective of this study was to develop a novel 
high-speed vibratory mill process for the production 
of flake particles so as to significantly reduce the mill-
ing time required to achieve micrometer thickness 
without the need of subsidiary milling aides. During 
milling operations, a cycle of particle fragmentation 
and reformation was observed. The effects of plastic 
deformation, particle-to-particle welding and flake 
fragmentation of this cycle on particle size distribu-
tion were examined. Several operating parameters of 
the milling process were studied, including milling 
time, particle medium (i.e. Fe, Mg), initial particle 
size, loading weight and ball media size.

2. Mechanisms

2.1 High Speed Orbiting of Ball Media
　The milling operation occurs within a closed mill-
ing tube, where spherical particles are subjected 
to strong compression and shear forces produced 
by ball media that flatten the particles. The motion 
of ball media in the milling tube is illustrated in 
Fig. 1(a). Compression and shear forces are pro-

duced by ball media that roll along the smooth inner 
wall of the milling tube at high speeds (several thou-
sand rotations per minute) forming sustained orbit-
ing regions. Fig. 1(b) is a photograph demonstrating 
the orbits created by the rolling ball media that are 

visible as long circular blurs functioning inside a 
glass test-tube.
　Oscillations in the xz-plane of the milling tube pro-
duce the impetus for the media motion. Fig. 2 illus-
trates the frame-by-frame movements of the milling 
tube and the resulting movement of the containing 
media.
　The motion of the milling tube is indicated as going 
in the direction from the gray position to the black 
position. The oscillations of the milling tube from po-
sition 1 → 2 → 3 → 4 repeated, cause an acceleration 
with a continuously changing direction away from 
the milling tube center - indicated as a gray arrow. In 
turn this causes the internal ball media to naturally 
find the opposite-most point from the direction of 
milling tube movement. This point is indicated by the 
position of the dark and filled ball media in Fig. 2. 
With a continuous change in the direction of the mill-
ing tube acceleration, the position of the ball media 
likewise changes continuously. Ultimately this mo-
tion causes the internal media to roll along the inside 

Ball media

Sustained orbits
(xz plane)

(a)

(b)

Tube vibration
plane (xz plane) Milling tube ( y axis)

Y
X
Y

ZZ

Fig. 1　 (a) Schematic diagram of orbiting motion; (b) Photograph of 
orbiting media in glass tube (the circular blurs are trails of ball 
movement).
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edges of the milling tube at the same frequency as 
the milling tube oscillation.

2.2 Plastic Deformation and Welding Effects
　In the context of the presented novel milling 
system, plastic deformations are shape changes oc-
curring to the initial particle sample during milling 
due to the high compression and shear forces from 
the orbiting ball media. Deformation occurs primar-
ily in a way that results in very thin and wide flakes. 
Furthermore, progressive deformation can lead to 
fragmentation of flake particles, resulting in many 
smaller flakes. Evidence of this can be seen as an in-
crease in the fraction of smaller particles.
　Due to the high frequency of orbiting media and 
chaotic swirling motion of particles inside the milling 
tube, random flake overlaps readily occur. Composite 
welding occurs as various flakes are joined to one 
another by random overlappings resulting in a single 
compound flake. Instances of compound flake-to-flake 
welding have been reported for various types of mill-
ing devices4,7-10). Since there are both large and very 
small particles accumulating, the resulting compound 
flake may be large or not so large, leading to a wider 
distribution of sizes for welding dominant systems. 
However, a compound flake must always be greater 
in size than its constituents, resulting in a shift of the 
particle size distribution towards larger particle size 
ranges.

3. EXPERIMENTAL

3.1 Experimental System
　For this research, a lab scale version of the novel 
vibratory mill was built. A milling tube was con-
structed using 10 mm internal diameter aluminum 
tubing with a length of 50 mm. Milling tubes were 
mounted via plastic collars perpendicular to a high-
speed vibrator, which provided 13,000 oscillations per 
minute (OPM) at 120 V. Chromium-Steel Cr-52100 
balls (Norstone Inc.) with diameters of 2.0 4.0 and 
6.0 mm were used as ball media in the milling tube. 
The area between the first orbiting ball and the last 
orbiting ball is defined as the milling zone. Whereas, 
the actual area which will receive the milling forces is 
defined as the milling area and is the sum of the ball 
diameter projections on the milling tube, disregard-
ing the inter-orbit gaps, which are considered inef-
fectual. This method of classification is illustrated in 
Fig. 3. The milling area was fixed as being equal to 
a total of 12 mm for all the balls in the milling tube - 
such that the number of balls in each tube would be 
2, 3 and 6 for the 6.0 mm, 4.0 mm and 2.0 mm sizes, 
respectively. This arrangement was chosen with the 
aim in mind to make the effective milling area ap-
proximately equal for all samples so as to replicate 
the effective milling area for all ball sizes. Two types 
of particles were tested: 300 -μm magnesium (Alfa 
Aesar) and 140 -μm iron (Fisher Sci.). Each milling 
tube was sealed under ambient atmosphere with plas-
tic end caps to contain the ball media and particles. 

Cycle order :
1→2→3→4→1…

Ball media

X

Z

Milling tube

Fig. 2　 Schematic diagram of basic orbiting media mechanisms.
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Particles were weighed and loaded into each milling 
tube with the ball media in the tube. After process-
ing, the products were separated from the ball media 
and then stored in labeled vials for analysis. Table 1 
displays the parameters tested for each sample.

3.2 Product Characterization
　Three basic characteristics of the resulting flake 
particles were analyzed, including mean particle 
diameter, mean particle thickness and morphology. 
Flake particle samples were evenly distributed on 
glass substrates and observed under an optical mi-
croscope (Olympus BX-60) using Spot Advanced (Di-
agnostic Instrument, INC) image capture software 
to acquire sample images. The sample images were 
then processed with Image Pro Plus (Media Cyber-
netic, L.P) to calculate particle number and dimen-

sional statistics for each sample photo batch. Martin 
diameter, which is defined as the length of the line 
parallel to a given axis that divides the particle into 
two equal area regions, was measured. Approximate-
ly 4000 particles were analyzed per sample. To deter-
mine the thicknesses, flake particles were suspended 
and solidified in an epoxy resin. The dried epoxy was 
then cut transversally to obtain cross sectional slices 
of flakes suspended in the epoxy and subsequently 
examined under optical microscope. Optical micros-
copy was also used to study the surface morphology 
of bare flake particles for evidence of increased sur-
face cracks and multiple-flake layering from flake-to-
flake welding.
　Because of the nature of the milling process, and 
provided the understanding that the size distribution 
of particles is dependant on the fragmentation and 
welding qualities of the milling parameters, its dis-
tribution does not necessarily resemble a Gaussian 
curve. In this study, mean particle size and standard 
deviation were evaluated side-by-side, which can ef-
fectively signify in what regime (fragmentation/weld-
ing dominant) the sample distribution reflects.
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Fig. 4　 Particle size distributions for original particles: (a) 300 μm Mg 
and (b) 140 -μm Fe.

Table 1　Experimental conditions

Sample Particle medium 
and size

Weight 
loading

Ball media 
count and size Milling time

1 Mg, 300μm 25mg 2×6.0mm 1min

2 Mg, 300μm 25mg 2×6.0mm 2min

3 Fe 140μm 25mg 2×6.0mm 1min

4 Fe 140μm 25mg 2×6.0mm 2min

5 Mg, 300μm 25mg 3×4.0mm 2min

6 Mg, 300μm 25mg 6×2.0mm 2min

7 Mg, 300μm 15mg 2×6.0mm 2min

8 Mg, 300μm 35mg 2×6.0mm 2min

Fig. 3　Milling zone and milling Area classification.
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4. Results and discussions

4.1　300μm Mg Particle
　The original particle size distributions for 300 
-m Mg are displayed in Fig. 4(a). The ef fects of 
increased milling time on particle size distribution 
(Martin diameter) and thickness of 300 μm Mg par-
ticles were studied. The results for samples 1 and 2, 
after milling for 1 and 2 minutes respectively, are dis-
played in Fig. 5(a) and (b).
　The resulting mean diameters for samples 1 and 2 
were 372 and 442 μm and the standard distributions 

were 195 and 386 respectively. As shown in Figs. 5 
(a) and (b), the majority of the sample remains near 
400 μm after both 1 and 2 minutes of milling. The 
peak fraction in the mean size range decreased from 
1.2 in sample 1 to 0.8 in sample 2, while fractions of 
larger particles increased. This shows that a signifi-
cant amount of the particles in the mean size range 
were redistributed into larger particle sizes and the 
size distribution became broader with increased mill-
ing time. This growth and broadening in particle size 
distribution can be explained by plastic deformation 
and particle welding as described earlier. The lack 
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Fig. 5　 Particle size distributions for Mg particle (300 μm): (a) sample 1, (b) sample 2, (c) sample 5, (d) sample 6, (e) sample 7, and (f) sample 8.
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of change in the smaller particle size regime implies 
that the particle fragmentation was not as important 
as welding, and that there does not seem to be a 
change in the dominant mechanisms between 1 and 
2 minutes. It can therefore be concluded that, since 
the mean diameter is large and increasing and that 
the standard deviation is also broadening, plastic 
deformation and composite particle welding are the 
dominant mechanisms over particle fragmentation in 
these samples.
　The change in flake thickness was analyzed us-
ing optical microscope images of epoxy resin slices 
containing the flake particles. Fig. 6 (a) displays 
the change in thicknesses in samples 1 and 2. With 
increased milling time, it can be seen that the flake 
thickness distribution decreases, similar to the 
flake diameter trend. The mean particle thickness 
decreased from 300μm of unprocessed particles to 
approximately 35μm after only 1 minute. Within just 
2 minutes of milling, there was an even greater de-
crease in flake thickness, with an average flake thick-
ness of 12μm. Plastic deformation is responsible for 
this trend, since with the start of milling, flakes are 
continually molded thinner. It should be pointed out 
that due to the nature of the milling process, not all 
particles are milled simultaneously. During the early 
periods of milling, some are fully milled while oth-
ers are yet to be milled. As milling time increases, 
the fraction of un-milled particles decreases, and 
the amount of milled particles arrives at the total - 
therefore reducing the sample discrepancy caused 
by the remaining un-milled particles. This explains 
the decrease in the flake thickness distribution in 
Fig. 6 (a). In short, the fraction of the thicker and 
un-milled particles greatly decreases with processing 
time. Figs. 6 (b) and (c) are the microscope images 
of representative flake cross-sections from samples 
1 and 2 respectively. The results of samples 1 and 2 
demonstrate the novel high-speed vibratory milling 
as a very effective and efficient process for the pro-
duction of flake-shaped particles.

4.2 140μm Fe Particle
　Experiments were also carried out for Fe particles. 
The original particle size distributions for 140 -μm Fe 
particles are displayed in Fig. 4 (b) and the results 
for samples 3 and 4 are displayed in Fig. 7. The re-
sulting mean diameters for samples 3 and 4 were 238 
and 241μm and their standard deviations 63.4 and 
89.4 respectively.
　It can be seen from Figs. 7 (a) and (b) that the 
majority of the particle size resides in the mean range 

of 240μm. Similar to Figs. 5 (a) and (b), the peak 
fraction decreased and larger particles developed, 
resulting in a wider particle size distribution. Similar 
to samples 1 and 2 of magnesium particles, the most 
possible explanation for the broadening particle size 
distribution is the effect of plastic deformation and 
particle welding - consequences of the high compres-
sion forces imposed on the flake particles inside the 
milling tube. In the smaller particle size range, there 
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is little change in particle size distribution below the 
mean particle size. This further affirms that samples 
milled up to 2 minutes do not show significant signs 
of particle fragmentation dominance. Rather, because 
of the particle size distribution shift in the larger 
range, welding is the dominant mechanism that influ-
ences the particle size distribution in samples 3 and 4.
　Comparing the results of samples 1, 2 and 3, 4 
can reveal the effects of particle material. Ductility 
is the primary factor that determines the sample’s 
dimensional results. Ductile and malleable materials 
(those with a low Young’s Modulus; Mg - 45 MPa, Fe 
- 211 MPa) tend to have larger particle size distribu-
tion changes over time, as they are more vulnerable 
to the compression and shear forces present during 
milling.
　In addition to size characteristics, surface qualities 
of the flake particles were observed under optical 
microscope. Fig. 8 shows the acquired images of 
the Fe flakes. Two main characteristics of the flakes 
were examined: surface morphology and evidence of 
flake-to-flake welding events. Comparing Figs. 8 (a) 
and (b), it can be seen that the surface of these iron 
particles became noticeably smoother with increased 

time.
　Additionally, evidence of flake-to-flake welding can 
be seen (circled in both Figs. 8 (a) and (b)). The 
flake pieces circled are likely to be in an intermediate 
phase of the entire process; a loose flake is first taken 
up by another and then eventually milled until the 
two compress into each other to the point that they 
are indistinguishable.

4.3 Effect of Ball Size
　To investigate the effect of ball size on the milling 
operation, in regards to mean particle size and par-
ticle size distribution, two additional samples were 
prepared with smaller ball sizes than that of sample 
2. Samples 2, 5, and 6 can be compared for the ef-
fect of the milling ball size, with all other parameters 
kept constant. Their particle size distributions are 
graphed in Figs. 5 (c) and (d). It can be seen clearly 
that a simple trend exists between the resulting mean 
particle size and the ball media size: as the ball size 
is reduced, the mean particle size reduces (442, 172 
and 84 μm for 6, 4 and 2 mm ball media, respec-

Fig. 7　 Particle size distributions for iron particle (140 μm) as a func-
tion of milling time: (a) sample 3 and (b) sample 4.

Fig. 8　 Optical microscope images at 20x magnification of iron particle: 
(a) sample 3 and (b) sample 4.
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tively). This trend can be explained by the larger ball 
sizes creating higher compression forces due to their 
greater mass, resulting in thinner and wider par-
ticles.
　A more detailed inspection of the particle size 
distributions gives clues in regards to the welding 
and fragmentation characteristics of each sample. 
As mentioned earlier, fragmentation of initial flakes, 
by its own nature, will result in greater numbers 
of smaller flakes. Conversely, welding will result in 
generally larger flake particles, and depending on 
the extent and number of weldings, can have a broad 
range of particle sizes. It can be seen in Figs. 5 (c) 
and (d) that there is a much higher fraction of small-
er particles present in sample 6 (2.0 mm balls) than 
in sample 5 (4.0 mm balls). In other words, there is 
a broader midrange distribution and a lesser frac-
tion of small particles in sample 5 (4.0 mm balls) 
than in sample 6 (2.0 mm balls). This indicates that 
smaller ball media tend to show a dominance of frag-
mentation over welding, while larger ball sizes tend 
to have a more profound welding impact, resulting 
in a broader distribution of particles. This vision is 
also supported by the standard deviation values for 
samples 5 and 6. The low welding qualities of sample 
6 can also be resorted to the low compression forces 
present in smaller media, which may not be sufficient 
to join two flake particles. Since fragmentation is 
readily present even in smaller ball sizes, all milling 
processes that use larger ball media have fragmenta-
tion occurrences. They differ only in their welding 
ability, which so far has been the most influential fac-
tor of the samples’ particle size distribution.

4.4 Effect of Weight Loading
　The effect of weight loading of Mg in the milling 
tube was studied by comparing three contrasting 
weights. Samples 7 and 8 were 15 mg and 35 mg re-
spectively, and were compared to the similar sample 
2 of 25 mg. Their particle size distributions are dis-
played in Figs. 5 (e) and (f). Comparing the trends 
of samples 7, 2, and 8, shows the effect of increased 
loading weight. As the loading weight increases, the 
size distribution can be seen to shift from smaller to 
larger particles. The mean diameter data for each 
sample also supports this observation (55, 442 and 
997 μm for 15, 25 and 35 mg, respectively). As men-
tioned earlier, smaller particle sizes, like those pres-
ent in sample 7, imply a dominance of fragmentation 
and a deficit of welding instances. Since welding can 
only occur when particle overlapping and milling co-
incide, the frequency of welding is influenced by the 

probability of particle overlapping, which is directly 
related to the particle concentration. As the loading 
weight of the sample is increased, the concentration 
increases and the probability of overlapping increas-
es as well, resulting in a greater amount of particle-to-
particle welding and ultimately a shift in the particle 
size distribution towards a midrange size, with a typi-
cally larger standard deviation.

5. Conclusions

　Several aspects of flake characteristics produced 
by a novel vibratory mill process were studied, in-
cluding: flake diameter, thickness, and morphology 
as a function of processing time, ball media count 
and weight loading. The results of these data showed 
similar particle size distribution trends in samples of 
magnesium and iron. With increased milling time, 
more particles in the larger size ranges developed. 
This expanding distribution can be explained largely 
because of the ef fects of plastic deformation and 
composite particle welding. The more ductile mag-
nesium particles tended to show faster changes in 
their particle size distributions, since they were more 
subjective to the forces that caused the shifting dis-
tribution. Flake thickness of magnesium was found 
to decrease as a function of time, as did the particle 
thickness distribution. With compression and shear 
forces caused by the orbiting ball media, the flake 
particles were continuously milled thinner, eventually 
to a mean thickness of 12 μm after 2 minutes of mill-
ing. Additionally, as milling proceeded, the influence 
of partially milled particles reduced and welding oc-
currences continued thus lowered the standard de-
viation of flake thickness with time.
　The increasing weight of the milling ball media 
resulted in higher compression forces, and directly 
affected the mean particle size and its distribution 
based on their greater welding effects. Smaller ball 
media tended to show a dominance of fragmentation 
over welding, while larger ball sizes tended to have a 
more profound welding impact, resulting in a broader 
distribution of particles.
　Increasing the concentration of flake particles 
(weight loading) increased the probability of overlap-
ping and therefore resulted in a greater amount of 
particle-to-particle welding. This led to a shift in the 
particle size distribution towards a midrange size, 
with a larger standard deviation.
　In summar y, a novel vibrator y mill consisting 
of ball media orbiting at high revolutions inside a 
milling tube produced high compression and shear 
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forces capable of processing 25 mg of 300μm spheri-
cal magnesium particles into flakes of mean diameter 
442μm and thickness of 12μm in only 2 minutes. As 
demonstrated, the novel high-speed vibratory mill 
process is a very efficient and effective process for 
the production of flake-shaped particles from ductile 
metal particles.
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1. INTRODUCTION

　An important industrial issue in the production, 
transport and packaging of granular materials is the 
identification of those factors that affect bulk den-
sity, including how the material has been handled 
throughout its processing history. A common phe-
nomenon that is not well-understood is the increase 
in bulk density that takes place when a container 
of granular materials is shaken, tapped or vibrated. 
There is a rather extensive literature on this topic, 
ranging from very fundamental investigations on the 
development of packing algorithms and microstruc-
tural analysis to more practical experimental and 
numerical studies. While it is not possible in this pa-
per to provide a complete review of the extensive lit-
erature on this topic, a few representative papers are 
discussed in an attempt to provide a rough sketch.
　From a certain perspective, one may think of the 

phenomenon of density relaxation as having its foun-
dations in the extensive literature on the packing of 
spheres. (See for example reference1-15). As early as 
1611, Kepler explored the geometry of the snowflake 
while in 1665, Robert Hook investigated circle and 
sphere packings. In 1694, Gregory, a Scottish astron-
omer, suggested that thirteen rigid uniform spheres 
could be packed around a sphere of the same size - 
a hypothesis that was only disproved by Leech some 
262 years later. In 1727, Hales examined the packing 
of dry peas pressed into a container - an experiment 
that was later known as the ‘peas of Buffon’ based on 
work in 1753 by Comte de Buffon. In 1887, Thomp-
son16) considered the question of how to fill Euclidean 
space using truncated octahedrons, while Slichter17) 
was the first to attempt to find analytical expressions 
for the porosity in beds of uniform spheres. There 
has also been interest in the alternative question 
of what is the minimal solids fraction vm of a rigid 
assembly of uniform spheres such that each must 
touch at least four others and the contact points must 
not lie all in one plane. Along these lines, in 1932 Hil-
bert18) found a structure for which, vm=0.123, while 
a year later, Heesch and Laves19) created a stable ar-
rangement of spheres such that vm=0.056. It should 
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be pointed out, however, that these geometric struc-
tures cannot be created using standard experimental 
procedures.
　The distinction between a ‘loose’ (or poured) and 
‘dense’ random packing of spheres was conceived by 
Oman and Watson20) in 1944. This idea was quanti-
fied in experiments by Scott21), in which 3mm steel 
ball bearings poured into cylindrical containers were 
subjected to two minutes of shaking. Although the 
vibration parameters used were not reported, he 
found two values of the solids fraction, i.e., vloose=0.59 
and vdense=0.63 corresponding to a random close 
and dense configuration. Improved experiments by 
Scott and Kilgour22) yielded a more precise value of 
the dense solids fraction vdense=0.6366±0.0005. We 
note that deposition experiments in viscous liquids 
to achieve stable loose structures have reported sol-
ids fraction values as low as vloose=0.555±0.0005 for 
glass spheres and vloose=0.506±0.0005 for roughened 
acrylic spheres23).
　The notion that a consolidated state of optimal bulk 
density could be achieved through the use of high 
frequencies and relatively small displacement am-
plitudes was suggested by Stewart in 1951 - a claim 
that found support in the 1964 experiments of Evans 
and Millman24). Several years earlier, Macrae et al.25) 
proposed that bulk density was related to impact ve-
locity, with a critical value producing optimal results. 
In 1967, D’Appolonia26) performed vibration tests 
on dry sand within a cylindrical vessel. A mechani-
cal shaker was employed to produce unidirectional 
harmonic motion of the cylinder with displacement 
amplitudes up to 0.254 mm and frequencies 10 ＜ f ＜ 
60 Hz. By measuring the volume change of the sand 
over a range of vibration parameters, a plot of bulk 
density versus dimensionless acceleration Г≡aω2/g 
was generated, indicating that the greatest increase 
took place at Г ～～2. It was unclear from their data 
why increasing the acceleration beyond an optimal 
value resulted in decrease in bulk density. Dobry 
and Whitman 27), who extended D’Appolonia’s experi-
ments, reported in 1973 that the most rapid compac-
tion occurred when 0.9 ＜Г＜1.1, while a maximum 
bulk density was achieved for 1.1 ＜Г＜1.3. At higher 
accelerations between 1.3 and 2.0, the density either 
stabilized or continued to increase.
　In addition to the use of continuous vibrations, 
there have been investigations on tapped systems, 
such as that by Takahashi and Suzuki 28) who studied 
the evolution of the volume of real powders. They 
described the phenomenology via a first-order rate 
law whose solution yielded a solids fraction v(n) 

as a function of the number of taps n that evolved 
to an apparent final density v∞ in accordance to 
ν(n)=ν0+(ν∞-ν0)e-k/n. The effect of detached, vertical 
sinusoidal taps applied to a tall cylindrical vessel filled 
with 2mm mono-disperse, soda-lime glass spheres 
was experimentally studied by Knight et al. 29) using 
a noninvasive, capacitive technique to measure solids 
fraction. The evolution of the measured solids frac-
tion was found to rely on the relative acceleration 
and on the number of taps. Experimental data was 
fit to a four-parameter phenomenological model of 
the form ν(n)=ν∞-

ν∞-ν0
1+Bln(1+n/τ)  where v ∞ is the 

steady-state density (dependent on the acceleration 
history), τ is a relaxation time, and B is an undeter-
mined constant that depends on Г. Linz 30) proposed 
an explanation of the experimental model from an 
analysis of the stroboscopic decay law that he derived 
from his physical interpretation of the compaction 
process. Knight et al.’s experiments were extended 
by Nowak et al. 31,32) to explore the frequency depen-
dence and amplitude of the measured density fluc-
tuations as a function of vibration intensity Г. They 
found that at certain intensities the system attained a 
well-defined average steady-state density with large 
fluctuations after extended tapping. The magnitude of 
these fluctuations depended not only on the depth at 
which measurements were made, but also on Г (eg., 
increasing Г produced larger fluctuations about the 
mean density).
　In addition to physical experiments, particle level 
simulations that offer insights into the micro-structur-
al process taking place during the density relaxation 
process have been done. For example, Baker and 
Mehta33) studied the qualitative effects of vibrations 
on a system of mono-disperse spheres using a hybrid 
simulation technique in which a real ‘shake’ was mod-
eled by a controlled volume expansion of the assem-
bly, a hard-sphere Monte Carlo at a low temperature 
to reduce the system potential energy, followed by a 
modified sequential random-close-packing algorithm 
to achieve stability. The authors carried out a careful 
analysis of the solids fraction and coordination num-
ber distribution as a function of their simulated shak-
ing intensity, as well as a study of contact networks 
that corroborated the roles of various identified re-
laxation mechanisms. Rosato and Yacoub 34) carried 
out discrete element simulations to assess the effect 
low amplitude (a/d＜0.1), vertical oscillations applied 
to a vessel of frictional, inelastic spheres of diameter 
d. They reported fairly good fits of the data with phe-
nomenological predictions of Knight et al.29) and the 
exponential decay model of Takahashi and Suzuki28). 
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More recently, An et al.35) presented discrete element 
results that supported the earlier findings of Zhang et 
al.36,37) with regard to the effect of frequency and am-
plitude on solids fraction. They identified two respec-
tive densification mechanisms corresponding to low 
and high relative accelerations.
　The physical system of interest in this paper is a 
model granular material comprised of acrylic spheres 
housed in a vertically oscillated cylindrical container. 
We propose a basis for trends observed in our ex-
periments (Section 2) on the bulk solids fraction as 
a function of the applied vibration amplitude and fre-
quency. Our explanation hinges on a detailed series 
of discrete element simulations (Sections 3 and 4) 
that qualitatively reproduce the experimental behav-
ior. While the parameter space examined in the simu-
lations is rather extensive (e.g., see reference 36)), in 
this paper we report on a subset of our studies that 
is relevant to the experiments. A phase diagram por-
traying ‘improvement’ in bulk density reveals distinct 
regions in the frequency-amplitude space which cor-
relate with the experiments.

2. Experiments and Results

　The containment vessel is an acr ylic cylinder 
of diameter D formed from stacked rings that are 
mounted onto a B&K shaker. Fig. 1 shows a sche-
matic of the experimental system. An accelerometer 
attached to the piston provides feedback control 
through which precise adjustments to the frequency 
and amplitude could be made. The first part of the 
experiment involved measurements of the initial (be-
fore vibrations are applied to the piston) bulk solids 
fraction. Particles (acrylic spheres, d = 3.175 mm) 
were slowly poured into the cylinder and then the 
top layer was removed by sliding the top ring across. 
This was done to ensure that the cylinder was filled 
with a level surface to a height of 30d. The poured 

bulk solids fraction ν0 could then be computed from 
the volume of the cylinder and weight of its contents. 
For the aspect ratio D/d=20 used in the experiments, 
we obtained an average value ν0 =～ 0.604 that is typi-
cally associated with a loose random packing 6).
　The vibration experiments were carried out by fill-
ing the cylinder with mono-disperse acrylic spheres 
(d = 3.175 mm) to an undisturbed bed depth H ～～ 
95.3 mm using the method previously described. The 
filled cylinder was rigidly mounted onto the shaker 
head, which was sinusoidally oscillated over a range 
of amplitudes 0.04 ＜ a/d ＜ 0.24 and frequencies 
ω between 25Hz-100Hz, (corresponding to relative 
accelerations Г≡aω2/g between 0.94 and 11.54). For 
each selected frequency and amplitude, the shaker 
was run for ten minutes, with each experiment re-
peated several times to confirm the results. In order 
to reduce the buildup of static charge, the inside tube 
wall and particles were treated with a household anti-
static agent. In measuring the bulk solids fraction 
ν1 after the vibrations were stopped, a level particle 
surface was formed using the same procedure as de-
scribed in the pouring experiments. Figs. 2-6 show 
the improvement in solids fraction, ( ν1-ν0

ν1 ×100) 
versus Г for increasing values of a/d.
　Our experiments reveal four trends in the behavior 
of ν versus Г that depend on the level of the displace-
ment amplitude. Fig. 2 shows that for a/d = 0.04, the 
solids fraction increases with Г, but the improvement 
is only about 3.3% at Г = 5.1. Observations of the vi-
brated bed indicated that there was little or no bulk 
motion with the exception of some activity of the par-
ticles at the top surface for Г＞ 2. We conjecture that 
at these excitation levels the bulk density increases 
through slow, cooperative particle rearrangements 
throughout the assembly, analogous to the ‘push fill-
ing’ mechanism suggested by An et al.35). When a/d 
is between 0.06 and 0.10, results in Fig. 3a show a 
maximum in bulk solids fraction (νm ～～ 0.636, cor-

Cylinder

Amplifier
Accelerometer

Power
Amplifier

Controller

Shaker

Fig. 1　 Schematic of experimental apparatus.
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responding to an improvement ＞ 5%) when Г is be-
tween 5 and 7, followed by a slight expansion of the 
bed (or a reduction in ν) with a further increase of Г. 
Near the peaks (at Г=Гc), particles near the cylinder 
walls were seen to remain in contact with each other 
and to travel downwards in a collective manner, a 
phenomenon indicative of convective motion that has 
been reported in other studies 38-46). The movement of 
these wall particles became more pronounced as Г 
was increased to Гc. Further observations made near 
the walls and on the surface at Гc revealed closed-
packed arrangements of the particles as illustrated in 
Fig. 3b. We believe that the influence of the cylinder 
walls in the presence of the slow convection in this 
region at Гc is responsible for the creation of these 
structures, which in turn contribute to the overall in-
crease in bulk solids fraction. It is worthwhile noting 
that Nowak et al. 32) also pointed out that the walls of 

the cylindrical container used in their experiments 
(aspect ratio D/d ～ 9.4) may have influenced the 
compaction process. In fact, they attained a substan-
tially larger mean solids fraction (ν= 0.656) than 
what is known as random close packing of spheres (v 
= 0.6366 6,22)).
　Distinct oscillations (Fig. 4) in the solids fraction 
versus Г were found when a/d = 0.16, where the im-
provement in the bulk density was generally less than 
3.6%. At this amplitude level, convection could still 
be observed as particles adjacent to the walls moved 
downward. At the highest amplitude level used (a/d 
= 0.24), the solids fraction versus Г remains almost 
constant and little improvement (approximately 0.5%) 
was attained (Fig. 5). At these conditions, a marked 
expansion of the bed depth occurred (analogous to 
other experiments reported in the literature 47)) and 
the system resembled a dense, energetic “gas” of 
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particles (it required relatively little effort to insert a 
rigid bar into the vibrating mass). We were unable to 
see any particle convection near the cylinder walls in 
this case.

3. Discrete Element Simulations

　The discrete element simulations reported in this 
paper employ the soft “partially latching spring mod-
el” developed by Walton et al. 48-50) for elastic-plastic 
collisions. This model features mechanisms of energy 
dissipation for both the normal (i.e., along the line of 
centers of the pair of colliding particles) and tangen-
tial directions. Energy loss in the normal direction is 
accomplished using linear springs that are activated 
as particles overlap and then move apart. Because 
the loading spring constant K1 is smaller than the 
unloading (or restituting) spring of constant K2, the 
normal relative separation velocity is smaller than the 
relative approach velocity, and this produces a con-
stant effective restitution coefficient e = K1/K2 . For 
the flows simulated in this study, collision velocities 
were not of sufficient magnitude to warrant the use 
of a velocity-dependent restitution that is appropriate 
for particle velocities of the order of 1m／s and greater. 
In the tangential direction the Walton-Braun model 
approximates Mindlin’s and Deresiewicz’s theory 51) 
for elastic spheres subjected to tangential loading. 
Dissipation is achieved through a tangential stiffness 
that decreases with tangential displacement until it is 
zero, at which point full sliding occurs at the friction 
limit μ. Although contacts that experience rotation 
coupled with tangential sliding are not a feature of 
this model, particles can rotate due to the transmis-

sion of tangential impulse.
　The time step Δ t through which the particle equa-
tions of motion are integrated is approximated from 
the normal force model by dividing twice the time 
spent in unloading period during a particle collision 
into n steps. It can be shown that Δ t = πe

n
m/2K1

  
where m is the particle mass and e is the restitution 
coefficient. The value selected for K1 ensured that 
overlaps were less that approximately 0.01d in accor-
dance with the behavior of real colliding particles, so 
that Δ t ～10－6s. The mass density of the simulated 
particles (ρ=1200 kg/m3) corresponded to acrylic 
plastic to match the experimental material. The equa-
tions of motion of the N particles are integrated using 
a leap-frog method with a backward Euler approxima-
tion at t = 0. For the translational motion (rotation 
equations are analogous), the discretization is given 
by

where F is the net force on the i th particle.
　In the results of our study described next, the com-
putational cell was a rectangular box having a solid 
side walls and a floor whose motion was governed by 
s(t)=asin(2π f t).

4. Simulation Results and Discussion

　A poured assembly of spheres was obtained by 
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Fig. 4　 Solids fraction versus relative acceleration at a/d = 0.16. The 
solid line is a best fit curve to show the trend.

Fig. 5　 Solids fraction versus relative acceleration at a/d = 0.24. The 
solid line is a best fit curve to show the trend.
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initially positioning particles randomly within the 
computational cell, after which they were allowed to 
fall under the action of gravity for 1.5 seconds. This 
generated a stable configuration with a bulk solids 
fraction that did not change appreciably for runs of 
longer duration. We remark that the results of our 
pouring simulations36) produced bulk solid fractions 
that were consistent with experimental measure-
ments in the literature. The poured assembly was 
then used as the star ting point for the vibration 
simulations. The assembly was energized by apply-
ing vertical, sinusoidal oscillations to the floor of the 
computational cell for three seconds, followed by a 
relaxation phase during which particles fell under 
gravity to a stable state. Although not reported in 
this paper, we found that the three seconds of vibra-
tion was sufficient for the system to reach steady-
state conditions from time-averaged depth profiles of 
‘granular temperature’ and solids fraction.
　In what follows, the behavior of the bulk solids 
fraction as a function of amplitude and frequency 
is presented. In all cases, spheres were assigned a 
normal restitution coefficient e = 0.9, and friction 
coefficient μp ＝0.1. As will be seen, the results were 
in reasonable qualitative agreement with the trends 
observed in our previously described experiments. In 
Section 4.2, a much larger system whose aspect ratio 
more closely matches the experiments is considered. 
Here, the simulated results are presented in the form 
of a chart that shows the improvement in density as a 
function of frequency and amplitude.
4.1 Vibration Frequency and Amplitude
　Four amplitude ratios were considered (a/d = 0.02, 
0.08, 0.24, 0.48) over frequencies ranging from 5Hz to 
90Hz. Spheres were assigned a normal restitution co-
efficient e = 0.9, and friction coefficient μp＝0.1. These 
values were obtained from experiments of Louge 52) 
for acrylic spheres (i.e., μp＝0.096 ± 0.006, e=0.934 
± 0.009). Although we reduced the value of e some-
what to improve computational efficiency, this did 
not produce any significant changes in the qualitative 
trends reported in this paper. The selection of a shal-
low configuration (i.e., poured fill height of approxi-
mately 7d andν0 ～～ 0.577) and an aspect ratio L/d 
= 9.4 minimized the system size (N = 600), so that 
greater computational efficiency was obtained. De-
spite the small system size, the qualitative trends ob-
tained were consistent with those found in the physi-
cal experiments. Although not reported here, we also 
carried out studies in deeper beds and found similar 
behavior of the system’s ‘dynamic’ state36), which in 
turn impacts the densification upon relaxation.

　The general trend in Fig. 6 when a/d = 0.02 is 
very much the same as what took place in the physi-
cal experiments (see Fig. 2). Over the frequency 
range tested at this amplitude, there is a continual im-
provement in bulk solids fraction. When a/d = 0.08, 
the data shown in Fig. 7 suggests a peak around 6% 
near f =～ 50Hz; for greater frequencies, a reduction in 
solids fraction takes place. When the amplitude a/d is 
0.24 (Fig. 8), the peak value occurs at approximately 
40 Hz, and the curve decays thereafter until, near 
80 Hz, no improvement in bulk density is possible at 
higher frequencies. The occurrence of the peak and 
decay afterwards is consistent with the experimental 
observations of Appolonia et al.26). Finally, at a/d= 
0.48, the improvement in solids fraction is minimal 
(Fig. 9), and after a frequency of approximately 35 
Hz, the system does not experience any densification 
upon relaxation. This trend is analogous to the ex-
periments reported in Fig. 5.
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Fig. 7　 Solids fraction behavior versus frequency at a/d = 0.08 and N 
= 600.
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　A comparison between the experiments (Fig. 2-5) 
and the simulation (Fig. 6-9) shows reasonable 
qualitative agreement. Furthermore, the maximum 
improvement in solids franction of approximately 
6% agrees with the experimental measurements. 
Although there are quantitative differences between 
the simulated and experimental results (possibly at-
tributed to boundary conditions and aspect ratio), the 
simulation does generate all of the important critical 
phenomena observed in the experiments.
4.2 Densification Phase Chart
　We studied a system of N = 8000 spheres in a com-
putational cell having an aspect ratio L/d ～～ 25. In so 
doing, we were able to further validate the simula-
tions in a system whose cross-sectional dimension 
was comparable to our experiments. The procedure 
previously described was followed to generate the 

initial poured assembly (ν0～＝0.604), which filled the 
cell to a depth of approximately 11d. Due to limited 
computational resources, we were unable to carry 
out studies for deeper beds at this aspect ratio, which 
would have permitted real quantitative comparisons 
with our experiments.
　We ran a test to identify a specific value of the am-
plitude and frequency at which the relaxed bulk den-
sity was largest; this occurred at a/d = 0.16 and f = 
40 Hz. With these parameters, the system was vibrat-
ed until the computed solids fraction curve flattened 
out (Fig. 10). An extrapolation of the date as 1/t →
0 yielded a solids fraction ν ＝0.658, in close agree-
ment with the experimental results of Nowak et al. 53). 
Arrangements of the particles adjacent to the side 
walls at t = 13s revealed the formation of hexagonally 
packed structures analogous to what was observed in 
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Fig. 9　 Solids fraction behavior versus frequency at a/d = 0.48 and N = 600.
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our experiments
　A series of case studies was carried out spanning 
vibration amplitudes and frequencies 0.02 ＜ a/d ＜ 
0.48  and 10Hz ＜ f ＜ 90Hz. Our results are summa-
rized in Fig. 11 in the form of a chart showing the 
improvement in bulk solids fraction as a function of 
amplitude and frequency. Four distinct regions are 
visible corresponding to various levels of improve-
ment as indicated by the gray scale. A region of opti-

mal improvement (in the amplitude-frequency space) 
is clearly visible, a trend that is in agreement with our 
experiments. Although not presented in this paper, 
we also examined profiles of the system’s granular 
temperature, solids fraction and ratio of lateral to 
vertical kinetic energy, which revealed common char-
acteristics for each region37). At the poorest levels of 
improvement, the vibrated system was found to be 
in a relatively high energetic state which settled to a 
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static configuration with little or no increase in bulk 
density. The full details of our investigation correlat-
ing the vibrated system with its relaxed density will 
be the subject of a future publication.

5. Conclusions

　The densification behavior that takes place when 
a vertically oscillated system of uniform spheres 
is allowed to relax under gravity was investigated. 
The work finds its motivation in the industrial sector 
involved with the packaging of bulk solids. Experi-
ments were carried out that exhibited clear trends 
regarding the influence of amplitude and frequency 
in achieving a state of optimal density. These trends 
were qualitatively reproduced in discrete element 
simulations that were extended further to a system 
having an aspect ratio comparable to the physical 
experiments. The results of the latter study were 
summarized in a ‘phase’ chart that revealed distinct 
frequency-amplitude regions which were character-
ized by various levels of the ‘improvement’ in the 
bulk density. Except for quantitative differences that 
depend on particle properties and mass overburden, 
we expect that similar patterns for the improvement 
would emerge for other materials.
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1. Introduction

　Significant segregation due to size and density 
differences can occur during operation of silo filling 
(see, for example reference 3)) by ballistic effects if 
the solids are loaded into the silo by throwing them 
with a horizontal velocity component, as in the case 
where belt conveyors are used. In this case, larger 
and heavier particles travel longer distances, while 
finer particles are more significantly hindered by air 
drag and fall closer to the inlet. However, segregation 
also occurs with loading procedures characterized by 
vertical particle movement only, if the loading point is 
fixed, as it usually is in industrial applications. In this 
case, loading produces the formation of a heap on 

whose slopes the entering solids flow with a shearing 
motion. Also in this case, coarse solids tend to travel 
longer distances than fine particles and the result is 
a higher concentration of fines along the vertical of 
the filling point. To avoid uneven silo loading which 
might bring about static or flow problems to the silo, 
the solids loading point is generally located in axial 
position, and the fines therefore tend to concentrate 
along the silo axis4). The case of silo filling by using 
very high solids rates is completely different, particu-
larly when these are pneumatically conveyed. The 
presence of entrained air, in fact, can produce air cir-
culating patterns in the empty portion of the silo and 
determines a preferential deposition of fines at the 
periphery5).

　The effect of the segregation on the size distribu-
tion of the discharged solids depends on the solids 
flow regime during the hopper discharge. If the flow 
is of the funnel type, the motion occurs preferentially 
in the axial region of the hopper and the solids in this 
region are the first to leave the silo. In this case, the 
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occurrence of horizontal size segregation produces 
variations of the size distribution over time. These 
may result in significant deviations of the product 
quality from its standards and in consequent losses of 
the product value. On the other hand, in mass flow si-
los, solids move almost uniformly towards the orifice 
and this leads to a significant reduction in time varia-
tion of the size distribution of the discharged solids6, 7). 
The solids in the discharging stream, however, are 
not mixed and some radial segregation persists. In 
multiple feeders in which the lines are fed at different 
distances from the hopper axis, this may lead to dif-
ferent particle size distribution4) in the fed lines.

　Quantitative approaches were proposed to evaluate 
the particle segregation that occurs during the silo 
loading procedures and apply to binary mixtures of 
solids with percolating fines8). Quantitative evaluation 
was also proposed to evaluate the effects of particle 
segregation on the fines concentration in the solids 
discharging from a mass flow hopper9). Furthermore 
the effect of the powder composition on the solids 
discharge rate was extensively discussed by Arteaga 
and Tuzun10) and by Humby et al.11). Some interac-
tions between silo segregation and discharge flow 
were discussed by Standish12), Bates13) and by Boss 
and Tukiendorf14).

　There are several techniques used to promote 
solids flow. One of these is air injection15, 16), which 
has the considerable advantage of not requiring mov-
ing parts on the silo. It is suggested17) that aeration 
can promote segregation and, therefore, it should 
be avoided in the cases where size segregation can 
occur easily. However, it was also known that the 
hopper aeration could change the solids discharge 
regime and promote mass flow18) at aeration rates 
much smaller than that for which fluidization of the 
discharging solids occurs and for which the maxi-
mum solids discharge rates are attained. This work 
is a first step towards a quantitative evaluation of the 
effect of aeration on the discharge of horizontally 
segregated systems by directly evaluating the varia-
tion of the fines contents in the discharging solids. 
Tests were carried out with powders belonging both 
to Group A and B of the Geldart1) classification for 
fluidization and its extension to silo flow2).

2. Experimental

2.1 Apparatus
　Experiments were carried out on a flat geometry 

silo in which the flow should qualitatively reproduce 
what happens in a silo slice of a three-dimensional 
geometry. A sampling device of the discharged solids 
was used to measure its discharge rate and its com-
position as a function of time. Figure 1 shows the silo 
coupled with the sampling device and the ancillary 
equipment.

2.1.1 2D silo
　The silo internal dimensions are 180 mm in width, 
10 mm in thickness and about 800 mm in height. 
The air is fed from two wind boxes located at either 
side of the central outlet slot at the bottom through 
two porous polymer distributing plates. . In order to 
achieve a symmetrical gas distribution, two electronic 
mass-flow controllers, MFC, independently regulate 
the desiccated air flow through the two distribut-
ing plates. The outlet slot is about 12 mm wide and 
10 mm deep. The slot width increases downwards 
to avoid standpipe effects by allowing atmospheric 
pressure in the falling solids. The rear wall and side 
spacers are made of Perspex, whereas the front wall 
is made of tempered glass for improved visibility of 
the inventory. The outlet slide, OS, was manually 
operated in the first experiments, but was modified 
as indicated in Figure 1 to be pneumatically operated 
by the electro-pneumatic valve, PA. To reproduce the 
discharge conditions of non-aerated wedge-shaped 
hoppers, a pair of triangular wooden inserts was 
placed in symmetrical position inside the silo at both 
sides of the outlet. Three different pairs of inserts 
were used in order to reproduce discharge in wedges 
of 30, 15 and 5 degree half angles.

2.1.2 Sampling drum
　The drum carries 16 sector compartments open 
at their tops. The drum is moved by a stepper motor, 
SM. The movement is programmed on the motor 
controller, SMC. In some experiments, a load cell 
(not indicated in Figure 1) supporting a bin collect-
ing the discharging powder was used to measure the 
solids discharge rates.

2.1.3 Loading device
　To carry out the loading procedure for heap seg-
regation (cf. 2.3.1), a wire was connected between 
the drum hub and the loading device LD as shown 
in Figure 1. In this configuration of the apparatus, 
the wire winds up on the drum hub with the motor 
rotation and raises the loading device at the desired 
velocity. The loading device comprises a funnel feed-
ing a standpipe. The funnel can be loaded with the 
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powder to fill the silo. The standpipe is a hollow steel 
stick with a square outside cross-section of 1 cm. It is 
about 1 m long and, therefore, its lower tip can reach 
the silo bottom when the loading device is lowered 
inside the silo. The tip of the standpipe is crossed 
by some nails whose role is to partially obstruct the 
powder flow at the exit, so that inside the standpipe, 
the powder flows in dense granular regime and it is 
not suspended in air or in free fall as would probably 
happen in a standpipe with an unobstructed exit. Two 
guides at the silo top keep the standpipe in the silo 
centre and in vertical position during its movement. 
The loading device and the wire were not present 
during discharge and the loading procedure for band 
segregation.

2.1.4 Image acquisition and automation
　Sequences of the experiments carried out on the 
flat silo were recorded with the help of a digital reflex 
photo camera or with a digital video camera, DC in 

Fig. 1.

　A system was developed to programmatically 
control the principal events in the discharge experi-
ments:1) the initiation of the air feed,2) the valve open-
ing,3) the sampling drum rotation and4) the start of 
the photo or video shooting. A personal computer 
equipped with a National Instruments I/O Data Ac-
quisition Board (DAB) has been used. In particular 
two (0-5V) analog outputs simultaneously actuated 
have been used to open and set the air mass flow me-
ters. Three of the eight digital channels (TTL signals) 
have been coupled with three switches to control the 
silo outlet opening and to trigger the camera. Two of 
these switches actuate the electro-pneumatic valve 
PA. The third switch closes the circuit that gives a 
command to the digital camera to start shooting. 
The stepper motor controller, SMC, used to move 
the sampling drum, is connected to the PC through a 
serial connection. This was used both to load the pro-

Fig. 1　 Experimental apparatus: DAB, data acquisition board; DC, digital camera; EA, electric 
switches; FI, desiccated air feed; LD, silo loading device; MFC, mass flow controllers, 
OS, pneumatic actuator of the silo shutter; PA electro pneumatic valve for silo shutter 
actuators; PC, personal computer; RS; rotary sampling drum; S, silo; SM, stepper mo-
tor; SMC, controller of the stepper motor.
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MFCSM

RS
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cedure for the motor rotation, before the discharge 
experiment, and to start it during the experiments. 
A Labview (National Instruments) procedure was 
developed to control the sequence of the 4 events de-
scribed above.

2.2 Materials
　The solids used were fresh Fluid Cracking Cata-
lyst (FCC) particles and glass beads. Different cuts 
of these solids were used in the experiments. The 
main bulk and particle properties of these cuts are 
reported in Table 1. FCC powders are aeratable 
powders and accordingly belong to group A of the 
Geldart1) classification, further modified by Geldart 
and Williams2). Glass beads, in contrast, are free-
flowing coarser solids and belong to group B of the 
Geldart 1) classification. Some of these cuts were dyed 
to allow flow visualization and image analysis. In all 
the experiments, a couple of cuts were used to simu-
late the behavior of segregated powders. In Table 1 
and in the following text, these couples are named as 
Systems numbered Ⅰ to Ⅲ.
• 　 System I was made up of two FCC cuts differ-

ing only by the color and was used with an ide-
al horizontal segregation pattern. The purpose 
was to validate the experimental procedure 
that will be described in the following text with 
other techniques19), and to provide a reference 
behavior of aerated discharges without the ef-
fects of local variations of powder permeability 
due to size segregation.

• 　 System Ⅱ was made up of two FCC cuts of 
significantly different sizes. These cuts do not 
segregate easily due to heap filling at the silo 
scale tested. These powders, however, have a 
fluid dynamic behavior similar to that shown 
by System I and were used to assess the ef-
fects of local permeability changes on the ef-
fectiveness of aeration.

• 　 System Ⅲ was chosen from a wider set of 
pairs of glass bead cuts because of its ability to 

produce heap segregation while filling on the 
small scale silo of this study20). It was therefore 
tested with aerated discharge experiments 
starting from naturally segregated powders.

　The compressed air fed to the MFCs used in the 
aerated silo is desiccated in a refrigerated unit.

2.3 Methods
2.3.1 Loading procedures
　Two dif ferent loading procedures were used to 
obtain reproducible segregation patterns. A band 
segregation pattern reproduced an ideal horizontal 
segregation and was independent of the spontaneous 
powder segregation during silo loading. A further 
“natural” segregation pattern was made for more 
realistic results. In the band segregation pattern, the 
two size cuts of the system tested were loaded with 
perfect separation while in the “natural” segregation 
pattern, a mixture of the two cuts was loaded, induc-
ing the formation of a heap which determines the 
segregation of the two size fractions.

　Band segregation. This pattern is an ideal seg-
regation pattern in which two equal quantities of the 
two cuts making up the examined system were load-
ed in the 2D silo separately in order to form three 
vertical bands: For systems Ⅱ, the central band was 
made up of the finest cut, the non-colored one. For 
system Ⅲ, the central band was also made up of the 
finest cut, that for this system, however, is the col-
ored one. For system I, instead, the two cuts have the 
same size and the central band was always the non-
colored one. The side bands were equally sized and 
each one had half the width of the central band. This 
pattern was obtained with the help of two square 
cross-sectional sticks corresponding exactly to the 
silo width. These were introduced vertically from the 
silo top where the separating boundary between the 
two cuts was intended to be. Their presence separat-
ed the silo volume so that the two cuts  could there-

Table 1　Material properties

System
name

Material Color on images
dp

μm
80% range

μm
ρp

kg m-3

Umf

mm s-1

εmf

-
Geldart
group

System I
FCC Natural 62 40 - 112 1960 1.8 0.59 A

FCC Dyed 62 40 - 112 1960 1.8 0.59 A

System II
FCC Natural 40 28 - 62 1960 1.2 0.48 A

FCC Dyed 105 79 - 148 1960 6.5 0.64 A

System III
Glass Dyed 93 71 - 128 2477 9.1 0.40 B

Glass Natural 350 265 - 488 2477 110 0.40 B
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fore be accommodated separately. At the end of the 
procedure, the sticks were carefully withdrawn from 
the top, leaving the particulate material unmixed as 
shown in Fig. 2 for System Ⅰ and System Ⅲ.

　Heap segregation. This loading procedure was 
applied exclusively to system III. The loading device 
(LD in Fig. 1), was placed inside the silo with the tip 
close to the outlet. The two powder cuts, well mixed, 
were loaded in the funnel of the loading device. This 
was raised by rotating the stepper motor continu-
ously so that the mixed powder could flow through 
the funnel standpipe. Flowing out the standpipe tip, 
the powder made a two-dimensional heap inside the 
silo. The two size cuts were chosen so that, in their 
flow on the heap slopes, the finest could percolate in 
between voids of the largest particle and concentrate 
around the silo axis. This produced a typical scheme 

of heap size segregation as shown in Fig. 3 for two 
different silo shapes. In order to control the powder 
impact velocity, the stepper motor velocity was ad-
justed to keep the tip of the standpipe of the loading 
device a few centimeters above the top of the heap 
during the whole filling procedure. The segregation 
pattern obtained with this procedure was entirely re-
producible.

2.3.2 Discharge and sampling
　For the experiments tested, the air fluidization rate 
of the discharging solids was considered the limiting 
aeration intensity. In fact, modification of the segrega-
tion and mixing phenomena beyond the minimum 
aeration for fluidization can seriously affect powder 
flow. It has to be considered, however, that the mini-
mum aeration rate which is able to determine effec-
tive fluidization during the silo discharge is much 
larger than the minimum necessary to fluidize the 
solids in a closed silo. To carry out experiments at 
aeration rates between these two values and compare 
the results with those obtained at lower aeration 
rates, it was necessary to avoid any mixing effect de-
rived from fluidization of the solids inside the closed 
silo before the outlet opening. For this reason, it was 
decided to minimize the time interval between the 
start of aeration and the outlet opening. In the first 
experiments, this was done by hand using a couple 
of operators who coordinated themselves in start-
ing the aeration and opening the silo. Subsequently 
the whole apparatus was automated as described in 
the apparatus subsection above, and a Labview pro-
cedure almost simultaneously started the aeration, 
opened the silo outlet, started rotation of the sam-
pling drum and triggered the shooting of the camera. 
In the sampling operation, the motor controller was 
programmed so that it periodically turned the drum 
at finite steps, and an empty compartment moved 
into position underneath the silo outlet at every fixed 
time interval, Δ tso. The frequency of the steps was 
generally adjusted so that the drum moved all the 
sixteen compartments underneath the outlet in a pe-
riod similar to the discharge time of the silo. In any 
case, the stepper motor was programmed to stop as 
soon as the 16th compartment had reached the filling 
position.

2.3.3 Measurement of solids concentrations
　Two different procedures were developed to mea-
sure the fractions of the two cuts contained inside a 
sub-sample.

Fig. 2　 Silo loaded according to the band segregation procedure for a) 
System I and b) System III.

a) b)

Fig. 3　 Silo loaded according to the natural segregation procedure for 
System III: a) wedge-shaped hopper and b) flat-bottom hopper.

a) b)
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　For System Ⅲ , the two cuts could be easily sepa-
rated by sieving each compartment content. This 
procedure was somewhat time-consuming for FCC 
powders and, therefore, was used only for experi-
ments carried out with System Ⅲ. For System Ⅱ and 
Ⅲ sieving of the whole inventory was usually used to 
regenerate the material.

　For cuts of different colors, in contrast, a colori-
metric technique was developed. This technique 
required a sub-sampling of the solids collected in 
the compartments. At the end of the discharge, the 
solids collected in each compartment were mixed 
and a sample was taken to evaluate the fraction of 
the colored solids. To avoid size segregation, smaller 
samples were produced by letting the mixed solids 
discharge into the sampling drum from a small hop-
per through a small outlet orifice. This was rotated at 
high velocity so that the sampler could make several 
turns during the small hopper discharge and the six-
teen sub-samples of about the same quantity (around 
5g) obtained were all representative of the original 
mixture. One of these sub-samples was loaded in a 
Petri cap and put on a photographic table close to 
two other caps containing the samples of the two 
original unmixed cuts. A digital photo of the three 
caps was taken. The color intensity value in the HSI 
color encoding, averaged over the image of the solids 
contained in each cup, was used to correlate with the 
concentration. The relative intensity, Ir was calcu-
lated as:

　Ir= Is-Id

I1-Id
 (1)

　where Is is the sample color intensity, Il the color 
intensity of the light cut sample and Id the color inten-
sity of the dark cut sample. A calibration procedure 
based on samples of known concentration allowed 
calibration of the values of the measured relative in-
tensity with the mass fraction of light solids, φu, con-
tained in the sample with equations of the kind:

　Ir=a＋b exp（c・φu） (2)

　Values of parameter a, b, and c are reported in 
Table 2 for Systems ⅠandⅡ．Equation2) was used 
to evaluate the fraction of light solids with the rela-
tive color intensity evaluated. The whole procedure 

is original but is essentially consistent with what was 
found by Realpe and Velasquez21).

　The above procedures made it possible to obtain n
＜16 point time series of dark solids fractions in the 
sample. The n measurement of the non-colored frac-
tion found in the ith compartment, φui, was validated 
with the help of the collected masses in each com-
partment, mi, by comparing the overall mass of the 
same component, evaluated as Σφuimi, with the mass 
of the non-colored component originally loaded into 
the silo. In all the experiments reported in the follow-
ing text, these two values do not differ by more than 
a few percentage points. Sequences of non-colored 
solids fractions, φui, for System I and of fines fraction 
for SystemⅡ(φi= 1-φui) and for SystemⅢ(φi = φui) will 
be used to describe the uniformity of the solids dis-
charge. To provide a common basis, these sequences 
will be plotted as a function of the overall fraction of 
discharged solids. An overall estimate of the non-
uniformity of the solids discharge will be obtained 
from the standard deviation, s, calculated from the φi 

series:

　s =
Σ(φi－φh)2

n  (3)

　where φT is the known amount of fines in the 
experiment and does not come from an averaging 
procedure of the n samples. Therefore, the conse-
quences are 1) that the degrees of freedom of the χ2 
distribution represented by the sum in equation (3) 
is exactly n, and b) that s2 is an unbiased estimator of 
the variance of the fines content in the container.

　Locally averaged values of solids discharge rates 
were obtained by dividing the mass collected in each 
compartment in the range between the 2nd and the 
second last compartment used by the time interval 
between two subsequent steps in the discontinuous 
movement of the sampling drum used during the silo 
discharge. In some experiments, the solids discharge 
rates changed somewhat during silo discharge either 
due to bed height effect at aeration rates close to 
fluidization or to secondary effects induced by com-
position changes of the discharging mixture. Average 
solids flow rates calculated from the masses collected 
in the compartments between the 6th and the 10th 
position and the summary of the whole set of experi-
mental conditions tested, with the 1 with the fines 
standard deviation are reported in Table 3.

Table 2　Calibrated constants of eq. (2) for the colorimetric procedure

System
name

a b c

System I -1.213 102 1.223 102 -7.991 10-4

System II -1.213 102 1.223 102 -8.193 10-4
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3. Results and Discussion

3.1 FCC powders (Systems I and II)
　Fig. 4 to Fig. 9 show results regarding the dis-
charge of FCC powders of both Systems I and II dis-
charged from a band-segregated silo. Fig. 4 shows 
solids discharge rates for these two systems at in-
creasing aeration. Fig. 5 and Fig. 6 show some pic-
tures from the sequences taken from silo discharge. 
Fig. 7 and Fig. 8 show the sequences of the non-
colored fraction (finest for system II) collected dur-
ing the discharge in the compartments of the sam-
pling drum series for Systems I and II respectively. In 
these figures, the fraction of the non-colored solids 
is plotted as a function of the cumulative value of the 
mass of solids discharged. Perfect mixing would cor-
respond to flat lines at a value of around 50%. These 
figures instead show a consistent time variation of 

Fig. 4　 FCC discharge rates vs aeration velocity for the flat silo: ●, Sys-
tem I; ○, System II.

Table 3　Experimental conditions tested

Sys. Fine/ Coarse Segr. Patt. α ° Unf Δtso Ws s
mm s-1 s Kg s-1

I 50/50 Band 90 0.00 3.75 0.0084 0.279
3.31 0.56 0.085 0.173
4.97 0.56 0.089 0.127
6.62 0.41 0.093 0.129
9.93 0.44 0.105 0.194
13.2 0.41 0.106 0.237

II 50/50 Band 90 3.31 0.46 0.049 0.356
6.62 0.75 0.077 0.322
9.93 1.00 0.101 0.769
13.2 0.70 0.101 0.159

III 50/50 Band 90 0.00 1.87 0.056 0.309
19.9 0.75 0.095 0.339
29.8 0.62 0.107 0.280
39.8 0.62 0.113 0.269
49.7 0.62 0.124 0.339

III 50/50 Heap  5 0.00 0.62 0.107 0.015
15 0.00 1.12 0.059 0.055
30 0.00 1.56 0.053 0.077
90 0.00 1.56 0.040 0.066
90 6.63 1.56 0.056 0.093
90 26.5 1.31 0.093 0.207
90 39.7 0.75 0.118 0.205
90 49.7 1.12 0.129 0.194
90 59.6 0.75 0.144 0.196

III 25/75 Heap 90 0.00 2.50 0.032 0.152
26.5 1.00 0.064 0.137
59.6 0.75 0.094 0.191
82.8 0.62 0.121 0.182
99.4 0.62 0.121 0.183
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the non-colored/fines fraction with time that will be 
discussed in the following paragraphs together with 
the observations arising from the other figures. Fig. 9 
reports values of the standard deviation s according 
to Equation 3.

　A close look at Fig. 4 confirms what is usually 
found for aerated discharge22). At low aeration rates, 
aeration promotes solids discharge rates while at 
high aeration rates, solids discharge rates attain a pla-
teau value which coincides with the fluidization of the 
discharging solids and will therefore be addressed 
as Unfm. The different bed permeabilities of Systems I 
and II justify different values of this velocity. The dis-
charge behavior of these powders, as it appears from 
the discharge sequences and from the non-colored/
fines fraction during discharge (Fig. 7 and Fig. 8), 
is fairly similar for these two FCC systems.

　From Fig. 5 it appears that the non-aerated dis-
charge is characterized by the formation of a deep 
funnel. In the first part of the silo emptying this deter-
mines the discharge of the material that was loaded 
in the silo center (lighter color cut) only. This circum-
stance appears in Fig. 7 with φu values equal to 1. In 

the middle of discharge, the solids slide down from 
the silo top towards the central funnel where they 
tend to mix in proportions that, as reported in Fig. 7, 
are similar to the average value of 0.5. The last solids 
falling and, moreover, the solids left inside the silo at 
the end of the discharge appear richer in the colored 
cut.

　The effect of aeration on the solids flow field for 
these powders has been studied by Barletta et al.19) 
and is to widen the width of the discharging funnel to 
a size close to the silo cross-section. Fig. 6 refers to 
aeration rates of Unf = 6.62mm s-1 for Systems I and 
II. The effect of aeration is to convey solids from the 
entire hopper section towards the exit. From these 
figures it is also possible to observe that the two cuts 
remain almost unmixed and show within the outlet 

Fig. 7　 Fraction of non-colored solids discharged as a function of the dis-
charged mass at different aeration rates for System I, band segre-
gation and 50/50 fine/coarse cut mass ratio: ●, Unf = 0; ■, Unf = 
3.31 mm s-1; ▲, Unf =4.97 mm s-1; ▼, Unf = 6.62 mm s-1; ◆, Unf = 
9.92 mm s-1; , Unf = 13.2 mm s-1.
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Fig. 5　 System I discharging without aeration. a) during discharge; b) 
end of discharge.

a) b)

Fig. 6　 Group A powders discharging at Unf=6.62 mm s-1. a) System I and b) System II

a) b)
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stream the same segregation that exists inside the 
silo. This means that the non-colored/fines fractions 
evaluated with the sampler can by no means be as-
sumed to be representative of any local values solids 
fraction inside the silo. No evident changes in the 
discharge pattern are registered at increasing times 
since silo opening. Quantitative measurements, re-
ported in the fines fraction during discharge in Fig. 7 
and Fig. 8, as well as the corresponding standard 
deviation calculated according to Equation 3 and 
shown in Fig. 9, suggest that for each system, an 
optimal nominal aeration rate value exists at which 
the sample averaged non-colored/fines minimizes its 
time variations. These values seem to coincide with 
those of Unfm at 6 and 10mm s-1 for System I and II, 
respectively, indicating the onset of fluidization as 
an optimal condition to promote more time-uniform 
size distribution in the discharge of size-segregated 
powders of group A powders. At larger aeration rates, 
time variation of solids concentrations increase, 
probably due to the formation of gas bubbles in the 
fluidized powders inside the silo, which impairs the 
uniformity of the solids discharge.

3.2 Glass powders (System III)
　Fig. 10 shows solids discharge rates for this 
system at increasing aeration and dif ferent initial 
segregation in the silo. In general, the effect of the 
aeration on the solids discharge rates of System III is 

qualitatively the same as that of Systems I and II. Not 
all the series of experiments were performed beyond 
the minimum fluidization nominal velocity during dis-
charge, Unfm, that was detected by observing bubble 
formation. So, if we cannot be sure that the plateau 
value has been reached in all cases, experiments 
carried out with heap segregation and 25/75 fine-to-
coarse mass ratio suggest that the increments in the 
solids discharge rates produced for these powders 
by aeration are restricted to a factor of 4 or 5 rather 
than the factor of 10 shown by FCC powders. This is 
in agreement with what was previously observed for 
differences between the aerated discharge of Group 
A and Group B powders in non-segregated systems 23).

Fig. 8　 Fraction of fine solids discharged as a function of the discharged 
mass at different aeration rates for System II, band segregation 
and 50/50 fine/coarse cut mass ratio: ■, Unf =3.31 mm s-1; ▲, Unf 

=6.62 mm s-1; ▼, Unf = 9.93 mm s-1; ◆, Unf = 13.2 mm s-1.
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Fig. 10　 System III discharge rates vs aeration velocity. Flat silo: ■, 
band segregation and 50/50 fine/coarse cut mass ratio; ○, 
natural segregation and 50/50 fine/coarse cut mass ratio; ●, 
natural segregation 25/75 fine/coarse cut mass ratio. Wedge-
shaped silo and natural segregation, 50/50 fine/coarse cut 
mass ratio: ✚, 5° wedge angle; ＊, 15° wedge angle; #, 30° 
wedge angle.
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Fig. 9　 FCC fines standard deviation vs aeration velocity: ●, System I; 
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　Band segregation. Fig. 11 shows some pictures 
taken from the discharge of glass powders starting 
from band segregation and 50/50 fines-to-coarse cuts 
ratio, and Fig. 12 shows the fines fraction during dis-
charge for the same situation. The discharge experi-
ments of System III from band-segregated configura-
tions show that the discharge behavior of this system 
is significantly different from what was observed with 
Systems I and II. Regarding non-aerated discharge 
(Fig. 11a), a sort of stable rat-hole forms during dis-
charge which hinders any mixing effect in the initial 
part of the discharge. This is characterized by very 
high fines fractions in the relevant plot of Fig. 12. 

Some mixing occurs only when the rat-hole breaks, 
as it is evident in some intermediate points in the 
same plot of Fig. 12. The final part of the discharge 
is consequently dominated by high fractions of the 
coarse cut. Aeration of these solids clearly appears 
to be less effective in inducing a change in the solids 
motion. The consequence is the formation of a rela-
tively narrow funnel characterized by unstable flow 
both at low and high aeration rates. Aeration tends 
to promote some higher degree of uniformity in the 
initial stages of discharge, but anticipates the com-
plete discharge of the fines cut. This appears clearly 
from observation of the final part of the discharge 
and from the very low values of fines fraction in the 
final part of discharge appearing in the two plots of 
Figure 12 at the highest aeration rates (Unf = 39.8 and 
49.7mm s-1). The consequences are high values of 
the standard deviation of the fines fraction time series 
reported in Fig. 18 for band segregation, which is 
randomly affected by aeration, with an overall nega-
tive trend.

　Heap segregation. Fig. 13 shows some pictures 
from the sequences taken from the discharge start-
ing from heap segregation and 50/50 fine-to-coarse 
cut mass ratio in non-aerated silos with dif ferent 
wedge angles. Here, the migration of fines is clearly 
visible with the occurrence of brighter regions. This 
figure shows that size migration occurs during the 
discharge from a 15-half-angle wedge hopper and 
from the flat hopper. Insignificant fine migration is 
visible during the discharge from the 5-half-angle 
wedge hopper. Fig. 14 shows some pictures from 

Fig. 13　 System III discharging without aeration and starting from heap 
segregation, 50/50 fine/coarse cut mass ratio: a) from a 5° 
wedge hopper half-angle; b) from a 15°wedge hopper half-angle 
c) from a flat-bottom hopper.

a) b) c)

Figure 11　 System III discharging from band segregation, 50/50 fine/
coarse cut mass ratio: a) without aeration starting; b) at Unf 
= 19.9 mm s-1.

a) b)

Fig. 12　 Fraction of fine solids discharged as a function of the discharged 
mass at different aeration rates for System III, band segregation 
and 50/50 fine/coarse cut mass ratio: ●, Unf = 0; ■, Unf =19.9 
mm s-1; ▲, Unf =29.8 mm s-1; ▼, Unf = 39.8 mm s-1; ◆, Unf = 
49.7 mm s-1.
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the sequences taken from the discharge starting 
from heap segregation and 50/50 fines-to-coarse 
cuts ratio. Pictures refer to increasing aeration. Also 
in this case, aeration results in larger funnels, but 
significant fines migration phenomena are visible at 
all aeration rates. Fig. 15 shows the fines fraction 
sequences in all the discharge experiments starting 
from heap segregation and 50/50 fines-to-coarse cuts 
ratio. Here, the curves are all flat and around the 
50% value, indicating a generally much better situa-
tion than in band-segregated experiments. The effect 
of aeration, however, is not very significant. Fig. 
16 shows some pictures from the sequences taken 
from the discharge starting from heap segregation 
and 25/75 fine-to-coarse cut mass ratio. Also in this 
case, the pictures refer to increasing aeration. These 

pictures show evident fines migration that appears 
also quantitatively in Fig. 17, which shows the fines 
fraction sequences. Fig. 18 reports values of the 
standard deviation s according to Equation 3 for aer-
ated discharge. Fig. 19 summarizes values of the 
standard deviation s and the solids discharge rates 
for the different non-aerated discharge conditions.

　In general, it is possible to say that when starting 
its discharge from a heap-segregated configuration, 
System III shows a completely dif ferent behavior 
than in band segregation. Fig. 13 shows that, with-
out aeration, a regular and continuous discharge sets 
in, during which a deep funnel develops at the silo 
axis. Stable sloping motion towards the silo center 
develops at the top of the discharging material. This 
motion, however, promotes further segregation of 
the fines that are released by the shearing solids 
before they reach the silo center, where only coarse 

b)a)

Fig. 16　 System III discharging from heap segregation, 25/75 fine/
coarse cut mass ratio at different aeration rates: a) Unf = 26.5 
mm s-1; c) Unf = 82.8 mm s-1.

Fig. 14　 System III discharging from heap segregation, 50/50 fines/coarse 
cut mass ratio at different aeration rates: a) Unf = 6.62 mm s-1; b) Unf 

= 26.5 mm s-1; c) Unf = 49.7 mm s-1.

a) b) c)

Fig. 15　 Fraction of colored solids discharged as a function of the dis-
charged mass for System III heap segregation and 50/50 fine/
coarse cut mass ratio. Unf = 0 : ●, 5°wedge; ■, 15°wedge; ▲, 
30°wedge; ▼, flat bottom. Aerated discharge: ◆, Unf = 6.63 mm 
s-1; , Unf = 26.5 mm s-1; ●, Unf = 39.7 mm s-1; □, Unf = 49.7 mm 
s-1; △, Unf = 59.6 mm s-1.
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solids arrive. This is clearly visible in Fig. 13 as a 
bright core penetrating the discharging material. The 
discharging funnel, however, is sufficiently wide to 
withdraw solids also from the regions where fines are 
more concentrated. The resulting average fines frac-
tion at the silo exit shown in Fig. 15 indicates that its 
value is not very different from the overall fines con-
tent of the silo. Only some fluctuations are observed 
- due probably to flow instabilities. The final value 
of the standard deviation for this discharge in Fig. 
18 is relatively small. This result, however, seems 
a fortuitous combination of compensating ef fects 
that cannot be found in the similar discharge of the 
mixture with 25/75 fine-to-coarse cuts mass ratio and 
heap-segregated as shown in Fig. 18 itself. Similarly 
to what happens in the discharge of band-segregated 
System III powders, the use of aeration leads to some 
widening of the discharging funnel. In the picture in 
Fig. 14a (Unf = 6.62 mm s-1), the shearing motion of 
the solids along the slopes at the powder top is less 
significant and some mixing occurs within the fun-
nel. In the picture in Fig. 14b (Unf = 26.5mm s-1), 
i.e. relative to aeration close to the minimum for flu-
idization, some massive motion of fines towards the 
silo bottom is evident from the progressive paleness 
increase of the upper layers of the discharging solids 
inside the silo. This is even more evident in the pic-
ture in  Fig. 14c (Unf = 49.7mm s-1). The discharge 

in this figure was carried out at aeration rates that 
lead to the formation of bubbles inside the silo and, 
therefore, exceed Unfm. The bubbling inside the silo 
promotes some mixing that is reflected in the corre-
sponding plot of fines fractions time series reported 
in Fig. 15 by a smoother profile in the first portion of 
discharge. However, it is also characterized by a mini-
mum in the fines fraction at the end of the discharge 
corresponding to the exit of the upper layer of solids. 
Even more pronounced effects of fines migration in-
side the silo and anticipated discharge are shown in 
the pictures in Fig. 16a (Unf = 26.5mm s-1) and Fig. 
16b (Unf = 82.8mm s-1) relative to aerated discharge 
of System III mixtures with 25/75 fine-to-coarse cut 
mass ratio. The latter of these two figures, in particu-
lar, shows some bubbling inside the silo. Fines time 

Fig. 17　 Fraction of fine solids discharged as a function of the dis-
charged mass at different aeration rates for System III for the 
flat silo, heap segregation and 25/75 fine/coarse cut mass ra-
tio: ●, Unf = 0; ■, Unf = 26.5 mm s-1; ▲, Unf = 59.6 mm s-1; ▼, 
Unf = 82.8 mm s-1; ◆, Unf = 99.4 mm s-1.
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Fig. 18　 System III fines standard deviations vs aeration velocity for the 
flat silo: ■, band segregation and 50/50 fine/coarse cut mass ra-
tio; ○, natural segregation and 50/50 fine/coarse cut mass ratio; 
●, natural segregation 25/75 fine/coarse cut mass ratio.
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Fig. 19　 System III fines standard deviations (gray histograms) and 
solid discharge rates (needles histograms) for different initial 
segregation patterns in the flat silo. In the label are reported in 
sequence: 1) the segregation procedure, 2) the fines to solids 
mass ratio, 3) the silo bottom shape.
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series for this particular value of fine-to-coarse cut 
mass ratio in Fig. 17 shows very limited variations 
of the aeration rate, as if the increased permeability 
of the system further reduced the effect produced by 
air flow. The air flow effect is in general limited to the 
overall fines standard deviation as reported in Fig. 
18.

　Non-aerated discharge with a wedge-shaped hop-
per was tested to compare other results with that of a 
mass flow hopper. Pictures of discharge reported in 
Fig. 13 show that only the steepest hopper angle is 
able to give mass flow at which no significant segre-
gation due to discharge is detected. In fact, the fines 
fraction time series for this experiment in Fig. 15 is 
very close to the average fines fraction, and the cor-
responding standard deviation, with a value of about 
1％ reported in Fig. 19, is the smallest measured 
with this system. This condition is also the one that 
provides the largest solids discharge rate without 
aeration. It is worth noting that in general there is an 
inverse relationship between solids discharge rates 
and fines fraction standard deviations reported in 
these experiments.

4. Conclusions

　The effects of aeration on the discharge of silos 
loaded with initially segregated particles have been 
investigated. The results confirm that the effect of 
aeration on promoting uniform flow properties in 
these systems strongly depends on the size of the 
particles to be discharged.

　For Group A powders according to the Geldart1) 
classification, aeration significantly affects the solids 
flow field by changing the portion of the silo cross-
section occupied by the funnel of the moving solids. 
Below the minimum aeration necessary to fluidize 
the discharging solids, aeration brings favorable ef-
fects. A minimum of the standard deviation for the 
fines fraction sequences appears at nominal aeration 
velocities equal to the minimum for fluidization dur-
ing discharge, Unfm. Comparison between System I 
(color segregation) and System II (size segregation) 
shows that the minimum of the standard deviation 
appears sharper for size-segregated powders.

　For Group B1) powders, aeration does not sig-
nificantly affect the solids flow field, and mass flow 
produced the most uniform fines fractions at the 
outlet during the discharge. The adverse effect of 

aeration can definitely be attributed to the promotion 
of further particle segregation during discharge that 
produces a separation of the fines in the upper lay-
ers of the discharging solids.  Above Unfm, aeration 
can produce intense and stable mixing of segregated 
powders.
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List of Symbols

a parameter in eq. (2)
b parameter in eq. (2)
c parameter in eq. (2)
dp particle diameter, [m]
Id color intensity in the dark reference, [ -  ]
Il color intensity in the light reference,[ -  ]
Ir relative color intensity according to eq. (1),[ - ]
Is color intensity in the sample, [ - ]
n number of samples, [ - ]
Umf  superficial velocity at the minimum for fluidiza-

tion, [m s-1]
Unf nominal superficial velocity, [m s-1]
Unfm  nominal superficial velocity at the minimum for 

fluidization, [m s-1]
s fraction of fines standard deviation
Ws solids discharge rates, [kg s-1]

Greek symbols
α hopper half-angle [deg]
εmf bed voidage at minimum for fluidization,[ - ]
φi fraction of fines in compartment i, [ - ]
φu fraction of non-colored particles, [ - ]
φui  fraction of non-colored particles in compart-

ment i, [ - ]
ρp particle density, [kg m-3]
Δtso time interval between samples, [s]
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1. Introduction

　Although industrial applications of precipitation 
have a long history and precipitation has been stud-
ied scientifically since the 1930s, understanding 
of this operation is still very limited1). Industrially, 
precipitation reactions are generally carried out in 
very simple reactor systems. Probably over 90% of 
industrial precipitation processes are carried out in 
ordinary stirred tank reactors operated either batch-
wise or continuously2). Major problems, however, 
often occur in control of precipitation processes, 
specifically in understanding the effect of processing 
conditions on reactor performance and product char-
acteristics such as precipitate morphology, purity and 
particle size distribution3, 4, 1). In addition, the design 
of industrial crystallisers is still experience-based5), 
and geometric and time-dependent variations are not 

taken into account.  It is therefore hardly surprising 
that these strategies fail almost without exception6). 
The problem is even more challenging in the field 
of industrial precipitation, where the default reactor 
design is a simple stirred tank, invariably quite inad-
equate for product control.
　A significant amount of research has been con-
ducted into the development of more efficient pre-
cipitation processes.  The development of the seeded 
fluidised bed, or pellet reactor, offers a number of 
potential advantages over conventional precipitation 
options.  The technology was initially employed for 
the softening of drinking water by calcium carbonate 
precipitation7) and the removal of phosphates from 
waste water, producing calcium phosphate8).  More 
recently, fluidised bed reactors have been used for 
the removal of metals (nickel, copper and zinc) from 
solution9, 10, 11, 12) as carbonates or as sulphides.  Kak-
sonen and co-workers13) used biologically generated 
sulphide and alkalinity as the reagents to precipitate 
zinc and iron from acidic waste water in a fluidised 
bed reactor, whilst Esposito and co-workers14) used 
the same sulphide source but precipitated only zinc 
from acidic waste water.

Fines Formation (and Prevention) in Seeded 
Precipitation Processes†

Abstract

　An overview of three studies on seeded precipitation in a fluidised bed reactor (FBR) is presented. 
The objective of using the FBR is to remove dissolved metals as precipitated metal salts onto a seed 
surface. For the nickel hydroxy-carbonate system (S =±105), particle enlargement was found to 
occur by a combination of growth and aggregation. The concentration of fines correlated with the 
degree of supersaturation in the reactor, which suggests that fines formation was due to homogenous 
nucleation, attrition of rough growth precipitate, or a combination of the two. Reducing the local su-
persaturation by multiplying the feed points was found to be a successful fines control strategy.
　For the mixed nickel/cobalt sulphide system, (S =±1011 for nickel and ± 1012 for cobalt), a sig-
nificant quantity of fines was formed but these eventually aggregated onto the seeds. In contrast, for 
the copper sulphide system(S =±1034), the fines formed immediately but never aggregated onto the 
seed material and it was not possible to control the supersaturation levels to the extent that fines for-
mation was avoided.
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　The seeded fluidised bed reactor can provide a 
suitable environment for a controlled precipitation 
process in a stable environment.  The key feature is 
to promote heterogeneous nucleation of precipitate 
on the large surface area provided by the seed mate-
rial by operating under controlled supersaturation 
conditions. Homogeneous nucleation, which pro-
duces very small particles (fines) that are difficult to 
remove from the process stream, is thus minimised.  
The fluid velocity in the reactor, typically between 
10-35cm.s-1, prevents the cementing together of the 
seed particles12) but should also be sufficiently low to 
avoid attrition of the precipitate layer. As the thick-
ness of the precipitate layer covering the seed par-
ticles increases, those pellets are more difficult to flu-
idise, and become segregated in the lower portion of 
the bed. This allows the larger pellets to be removed 
and replaced with fresh seed material.
　The overall aim of this work is to characterise the 
mechanisms occurring in order to relate the effect of 
processing conditions on reactor performance and 
product characteristics (precipitate morphology, pu-
rity and particle size distribution).

2. Materials and Methods

2.1 Reactor design
　A laboratory-scale fluidised bed reactor (Fig. 1) 
consisting of a borosilicate glass column, 150 cm 
high with an internal diameter of 2.5 cm, sealed from 
the atmosphere, was used. The reactor was filled with 
beach sand (95-97% SiO2) (250-500 μm) as a seed ma-
terial, to a resting height of 20, 70 or 90 cm.  Reagent 
feed ports and sampling ports were situated at vari-
ous positions along the length of the column.  The 
base of the column consisted of a conical glass fit-

ting, packed with glass beads of decreasing diameter   
(10-2 mm) that promoted uniform distribution of the 
upward flow and provided a support for the seeds.
　A metal-rich sulphate solution, together with the 
re-circulation stream, was pumped into the reactor 
from the bottom of the column.  The re-circulation 
stream helped to fluidise the bed.  Air was excluded 
from the system, as air bubbles ascending through 
the column could result in the loss of seed material to 
the re-circulation or effluent streams. The column re-
actor was also sealed on the top to minimise losses to 
the atmosphere. The aqueous reagent (either sodium 
sulphide or sodium carbonate) was introduced via up 
to six inlet points on the side of the reactor.  The inlet 
points were equally spaced, 10 cm apart, with the 
first point being 10 cm from the base of the reactor. 
The splitting of the reagent inflow reduced the local 
supersaturation around the inlet points.  Up to eleven 
equally spaced sampling points on the side of the 
reactor were used to obtain data for column profiles.  
The first point was situated 15 cm from the base of 
the reactor with additional points at 10 cm intervals.  
Each sample port was sealed with a rubber septum 
and liquid samples were withdrawn from the centre 
of the column using a syringe and needle.  A sample 
port 5 cm from the base of the column allowed the 
removal of coated seed particles for further analysis.
　A pH probe (Hanna) was maintained at the level of 
the effluent port, above the maximum bed height, to 
monitor the effluent pH.  All reagents (NiSO4.6H2O, 
CoSO4.7H2O, CuSO4.5H2O, Na2S.9H2O, and H2SO4) 
were analytical grade, obtained from Merck. Solu-
tions were made up to required concentrations using 
distilled water. Liquid samples obtained from the 
sample ports, the recycle stream and the effluent 
stream were each filtered through a 0.22-μm ny-

Fig. 1　Schematic representation of the seeded fluidised bed reactor.
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lon membrane filter and analysed to determine pH 
(Cyberscan 2500 pH meter), and metal in solution 
(Varian SpectrAA-30 atomic absorption spectropho-
tometer). Unfiltered samples were used to determine 
the total metal concentration. The efficiency of the 
column was defined in terms of the metal removal 
efficiency as well as the metal conversion defined 
by equations (1) and (2).  Fines were identified by 
the difference between the total and dissolved metal 
concentrations. For the nickel-hydroxy-carbonate 
process, the PSD of the fines was measured using 
an electro-zone sensing technique (Coulter Counter 
Multisizer III) in the detection range from 0.4 to 12.0 
μm.

Metal removal efficiency:

　η (%) = Min-Mout,total

Min
×100 (1)

Min = metal concentration in the feed (ppm)
Mout,total =  metal concentration in the outlet (including 

fines) (ppm)

Metal conversion:

　η (%) = Min-Mout,dissolved

Min
×100 (2)

Min = metal concentration in the feed (ppm)
Mout,total =  outlet filtered metal concentration (exclud-

ing fines) (ppm)

　The experimental conditions for the case studies 

are given in Table 1. All experiments were carried 
out a number of times under the same conditions 
to ensure reproducibility of the results. The super-
saturations were calculated using OLI Analyser (OLI 
Systems Inc (2003)). In the OLI Analyser software, 
all of the solution equilibria are taken into account 
and the Ionic Activity Product is used to calculate the 
supersaturation. The Ksp values used to calculate 
the supersaturations were 6.4×10-18 for Ni(OH)2 (no 
data was available in OLI for the hydroxy-carbonate 
species), 1×10-19.4 for NiS and 1×10-21.3 for CoS.

3.  Case Study 1: Nickel hydroxy-carbonate pre-
cipitation

　For the system with one reagent feed point (at 15 cm 
from the base), high levels of conversion and effi-
ciency were measured, with both reaching 99% at the 
top of the column. See Fig. 2. The initial decrease 
in soluble nickel concentration and the presence of 
fines in the lower portions of the bed indicated the 
occurrence of homogeneous nucleation. The fines 
concentration as well as the pH decreased up the 
length of the bed, suggesting that the fines were ag-
gregating onto the seeds. The pH decrease would ac-
count for the consumption of supersaturation caused 
by the process of aggregation.
　The effect of increasing the number of feed points 
on the conversion, efficiency and fines concentration 
was also investigated, with two configurations being 
tested:
　　(a)  2FP with 2 reagent feed points (at H= 10 cm 

Table 1　Experimental conditions for the three case studies

Variable
FBR

Ni(OH)CO3

FBR
Ni & CoS

FBR CuS

Supersaturation (S)
Supersaturation (S)

[M2+] : [Anion2-] (mole:mole)
[Co2+]total (ppm)
[Ni2+]total (ppm)
[Cu2+]total (ppm)
Inlet flow Qfeed = Q/Reagent (ml/min)
Anion2- concentration (ppm)
Reagent feed points
Recycle Ratio : (Recycle flow/(Qfeed + QReagent)
Retention time (sec)
Temperature (℃)
pH 
Resting bed height (cm)

Lowest
1.05×105

1 : 2
-

100
─
60
204

1, 2 and 6
1.42; 1.67; 3.11

97, 87, 55
24±2 ℃

8.4-9.7
20

Moderate
2.42×1011 (Ni)
1.99×1012 (Co)

1 : 1
50
120
─
50
93
3
1

212
23±2℃
7.12-7.56

70

Highest
5.6×1034

1 : 1
─
─
150
50

75.7
3

2.24
131

24±2 ℃
6.03-6.97

90
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and 40 cm)
　　(b)  6FP with 6 reagent feed points (at H=10 cm, 

20 cm, 40 cm, 50 cm, 80 cm and 90 cm).
　The results in Fig. 3 show that, for the 2FP case, 
the cr ystallisation ef ficiency varied between 60 
and 90% with the fines formation ranging from 2 to 
80mg/L. For the 6FP case, the crystallisation effi-
ciency varied between 80 and 99% and the production 
of fines between 3 and 17mg/L.  Fig. 4 illustrates the 
change in relative supersaturation with bed height 
for the 2FP and 6FP configurations. It is clear that the 
global supersaturation is higher for the 2FP than for 
the 6FP case but, moreover, the stability of the super-
saturation for the 2FP case is less.
　For the 2FP configuration, the fines concentration 
up the bed was highly erratic and poorly controlled. 
Also, the two peaks observed in the fines formation 
correlate almost exactly with the reagent feed points. 
This could be accounted for by the high local super-
saturation at the reagent feed points, which causes 

homogenous nucleation and results in the generation 
of fines. However, it is also possible that fines could 
be formed due to attrition in the bed.
　Two plausible mechanisms can be proposed to ac-
count for fines formation and consumption. For the 
first mechanism, the reaction takes place in the im-
mediate region near the feed point and nearly all the 
supersaturation is consumed to produce tiny crystals 
by primary nucleation. The remaining supersatura-
tion is used for new growth onto the seeds and for 
aggregation of the fines onto the seeds.
　The second mechanism is based on attrition or sec-
ondary nucleation mechanisms due to the turbulence 
in the bed and particle-particle or particle-wall colli-
sions. Under conditions of high supersaturation, such 
as the 2FP configuration, the surface of the precipi-
tate on the seeds became rough and thus additionally 
prone to attrition.

Fig. 2　 Change in conversion, efficiency, fines concentration and pH 
with reactor height.

Fig. 3　Change in conversion, efficiency and fines concentration with reactor height for 2FP (left) and 6FP (right).

Fig. 4　Change in supersaturation with reactor height for 2FP and 6FP.
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　Fig. 5 shows the effect of time on the PSD for the 
FP case, expressed as number density versus particle 
diameter. It was observed that, as the time increased 
i.e. from the bottom to the top of the column, the PSD 
broadened while its peak value shifted towards larger 
particle sizes with a slight increase in the particle 
number.
　The observed shift of the peak size from 3.75 to 
6.25 μm (between 13 and 28 s) is primarily due to the 
growth of tiny crystals to larger ones during their 
stay in the bed. However, in the same figure, after 
46 s, the number of particles as well as their size de-
creased. The median diameter decreased from 6.25 
to 4.75 μm. These decreases suggest that the larger 
fines are removed from the solution due to aggrega-
tion onto the surface of the seed.
　From Fig. 6, it can be clearly seen that particles 
on the surface of the seed aggregated on the sur-
face, but also grew into each other. The potential for 
generation of fines due to attrition of the rough layer 
aggregated onto the seed is also apparent, especially 

in the 2FP case. It can also be noticed that the coated 
layer on the seed surface is deeper with 6FP than 
with 2FP.

Conclusions:
　Fines concentration could be correlated to the 
degree of supersaturation, and excess fines were pro-
duced because of the poor distribution of the super-
saturation in the lower portion of the bed. However, 
aggregation of fines onto the seed material occurred 
up the length of the bed. At the higher supersatura-
tion measured in the 2FP case, the surface of the pre-
cipitate on the seed crystals became rough and prone 
to attrition, thus releasing attrited particles as fines 
into solution.
　The 6FP configuration demonstrated that splitting 
the feed could effectively reduce the local supersatu-
ration and thus improve the removal efficiency of the 
nickel by preventing homogenous nucleation. In ad-
dition, the smoother growth surface on the seed par-
ticles was less susceptible to attrition. More details of 
these two case studies can be found in (9) and (15).

4.  Case Study 2: Mixed nickel cobalt sulphide 
precipitation

　For the mixed nickel-cobalt sulphide precipita-
tion (carried out using three reagent feed points), a 
similar phenomenon of fines formation in the lower 
portion of the bed followed by slow aggregation of 
the fines onto the seeds in the upper regions of the 
bed was observed. Only the nickel results are shown 
in Fig. 7, the cobalt results being very similar. The 
aggregation process was accompanied by an increase 
in pH, which could be due to either an excess of sul-
phide in the system or to the transition-metal-mediat-
ed oxidation of the bisulphide ion in solution16), which 
releases hydroxide ions. More details of this case 

Fig. 5　 Particle size distribution of fines in the fluidised bed reactor at 
various residence times.

Fig. 6　SEM micrographs of silica grain showing the surface texture for 2FP (left) and 6FP (right).
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study can be found in (17).

5. Case Study 3: Copper sulphide precipitation

　In contrast, for the copper sulphide case study il-
lustrated in Fig. 8, fines were formed immediately 
but never aggregated onto the seed material. This 
contrasting behaviour compared with both the other 
case studies is most likely due to the extremely in-
soluble nature of copper sulphide and the resulting 
extremely high local supersaturation levels (1034), 
which would be responsible for homogeneous nucle-
ation and formation of fines. Because of the extreme-
ly insoluble nature of copper sulphide compared with 
the other two systems, the supersaturation is entirely 
consumed in the homogeneous nucleation process, 
with none remaining to achieve the fines aggregation 

observed in the other cases. More details of this case 
study can be found in Reference 18).

6. Conclusions

　For the nickel-hydroxy-carbonate system, the rela-
tively lower global supersaturation resulted in high 
metal removal ef ficiencies. Fines were formed at 
the reagent injection point, but aggregated onto the 
seeds up the length of the bed. Splitting the reagent 
feed points allowed the local supersaturation to be 
better controlled, and fines formation due to both ho-
mogeneous nucleation and attrition was minimised.
　For the nickel/cobalt sulphide system, despite the 
much higher global supersaturation, it was still pos-
sible to control fines formation by multiplying the 
reagent feed points. This resulted in fines formation 
and aggregation onto the seed material with time.
　For the copper sulphide system, the extremely low 
solubility resulted in such high global supersatura-
tion that it was not possible to control the fines. Once 
they had formed at the feed points, they did not ag-
gregate in the reactor.
　The overall conclusion from this work is that con-
trol of fines via supersaturation control is possible, to 
some extent, via strategies such as multiplying the 
number of reagent feed points. However, for systems 
with extremely low solubilities and high global super-
saturations, this control parameter cannot be used to 
prevent fines formation in seeded precipitation pro-
cesses such as these.
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1. Introduction

　There is a great variety of particle characterisa-
tion methods; of size, of size distribution, of density, 
of molecular weight and so forth. So why is another 
set of methods needed?  It is recognised that an area 
where particle characterisation is deficient is with re-
gard to very small particles in concentrated systems. 

Clearly this is an issue in the area of nanoparticle 
production, for instance. There are other issues too, 
for example light scattering methods struggle if par-
ticles are coated, modifying their refractive index; or 
if there is more than one type of particle present. A 
good example of such a system which we have stud-
ied intensively is milk, which comprises several types 
of particles suspended in water. It is not difficult to 
satisfy yourself as to this fact, just compare skimmed 
and full-cream milk, both are white; this is because 
both the protein particles and the oil droplets are 
large and concentrated enough to scatter light, im-
parting a white colour on the product. Nevertheless, 
there must be powerful reasons to consider new tech-
niques, invest in new equipment, train new experts 
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and so on. But at a recent meeting of the Society of 
Chemical Industry in London it was baldly stated that 
there was no other technique to match ultrasound in 
the characterisation of nanoparticulate dispersions. 
Given the growing importance of this area we not 
surprisingly find a growing interest in ultrasound 
techniques for particle characterisation.
　General introductions to ultrasound characterisa-
tion of particulate systems suspended in fluids can 
be found in works published by this author1, 2) and by 
Kinsler and Frey3).

2. Equipment for Acoustic and Ultrasound Mea-
surement

　There is a great variety of equipment and equip-
ment types available. Techniques are classified as 
continuous, quasi-continuous and pulsed, referring to 
the way in which the sound is generated. The most 
common type of sound transducer employs a piezo-
electric ceramic called lead zirconium titanate (PZT); 
however there are many other types of construc-
tion including electrically polarized plastics, single 
crystal materials such as quartz or lithium niobate, 
each offering differing advantages. Single frequency, 
frequency scanning or broad-band (simultaneous 
multiple frequencies) generation of sound is possible, 
typically over frequencies between a few Hz and 
100 MHz, although a much wider range is possible. 
Sample volumes may vary between a few hundred 
microliter in resonant cell systems operating over a 
limited frequency range of between 7 and 15 MHz  
to 500 ml in a quasi-continuous, frequency sweeping 
spectrometer (1 MHz to 200 MHz).
　The acoustic set-up of a quasi-continuous fre-
quency sweeping spectrometer is schematically rep-
resented in Fig. 1. One transducer transmits a sound 
pulse that passes through the sample medium and is 

subsequently received by a second transducer. The 
sample medium is continuously stirred.
　Ultrasound spectroscopy yields two types of mea-
surable quantities; absorbance and velocity. Absor-
bance values A (in nepers) are derived from intensity 
measurements from the initial intensity I0(ω) as a 
function of angular frequency ω( = 2πf ) and the 
measured intensity I(ω):

                      I0(ω)
　A(ω)＝1n［─］   [1]
                      I(ω)

　The phase velocity is equal to the distance between 
the transducers, L, divided by pulse time of flight, Δt, 
of the sound pulse.

                         L
　ν(ω)＝─  [2]
                    Δt(ω)

　The experimental measurements are always car-
ried out relative to eference samples and samples. 
This can be achieved directly doing only one mea-
surement on the sample and one measurement on 
the reference sample under the same conditions. 
The relative absorbance measured is then called the 
excess absorbance and also leads to the excess ab-
sorbance coefficient αxs. The excess absorbance coef-
ficient (Nepers/m) is independent of the instrument 
set-up and is a material property. 

　αxs(ω)≡［Asample(ω)－Areference(ω)］/2L  [3]

　Here absorbance is normalised by the distance 
travelled by the pulse, in this case the first and sec-
ond echoes are compared (Fig. 1) so the distance 
in this case is twice the cell width. It has been found 
that the measurement of the apparent excess absor-
bance can be carried out rapidly by selecting a suit-
able reference medium. The excess absorbance, αxs 
is the absorbance that the sample exhibits over and 
above that of the reference sample. Usually water 

2∆t 2∆t∆t

Receiver 
Sample Medium 

L, ∆t (ω)

Transmitter –0.6 

–0.4 
–0.2 

0 
0.2 
0.4 
0.6 
0.8 

0 10 20 30 40 50 60 70

Fig. 1   Schematic representation of the spectrometer cell and pulse delay determination. Note that following the first ‘echo’, subsequently 
received echoes are reflected from the transmitter and consequently travel twice the distance taking twice the time.



KONA  No.24  (2006)128

is used as the reference sample. It is a more direct 
measure of processes that happen in the sample of 
interest and not in the reference sample. By choosing 
an appropriate reference sample, other effects can be 
selectively excluded.
　One issue regarding ultrasound particle sizing has 
been the quantity of material needed to make the 
measurements, one well-known spectrometer requir-
ing 500 ml. The reason for this is the requirement in 
ultrasound particle sizing for a very large frequency 
range of more than two decades. The attenuation of 
sound intensity as a function of distance is roughly 
proportional to the square of the frequency, so high 
frequencies require much shorter path lengths in 
order for a good signal-to-noise ratio, as compared 
with low frequencies. In water for example, measure-
ments at 100 MHz require a few millimetres whilst at 
1 MHz, hundreds of millimetres are required. 
　Water has one of the lowest attenuation factors of 
any liquid and it is quite a challenge to accurately 
measure the attenuation at low frequencies. In Fig. 2 
is plotted the spectrum of water purified in a millipore 
apparatus as measured in our laboratory on a Mal-
vern Ultrasizer (Malvern Instruments, Malvern, UK). 
Note that in this instrument, the lowest measureable 
attenuation is around 0.1 Neper m-1 and the highest 
is around 1000 Neper m-1. The instrument achieves 

this huge dynamic amplitude and frequency range 
through a combination of electronics and changing 
path length between transducers. In the case of the 
Malvern Ultrasizer, the measured attenuation spec-
trum is an absolute one, whereas in the case of other 
instruments, the spectrum is relative to a reference 
material. A wide frequency and attenuation range is 
essential if accurate particle sizing is to be done in a 
significant range of liquids and suspensions.
　The need for a wide frequency range is illustrated 
in Fig. 2 for a selection of materials. Note that while 
the pure materials (water and Tween20) exhibit 
straightforward power law dependence on frequency, 
the dispersions (Tween20 in water, homogenised 
milk and n-hexadecane in water) exhibit a far from 
straightforward frequency dependence. In the case 
of Tween20, the Tween micelles scatter sound by 
a thermal mechanism which has a complicated fre-
quency dependence which nevertheless is predict-
able5) and with which the micelles can be sized6). The 
same is true of the milk and the casein nanoparticles 
in milk4). It is important to characterise the behaviour 
of the surfactant in the solvent if ultrasound particle 
sizing is to be carried out successfully.
　Pulsed systems of fer higher data acquisition 
rates, as high as ten measurements a second but 
lower bandwidths. Nevertheless, if averaged data is 
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Fig. 2   Ultrasound attenuation plotted as a function of frequency for a surfactant solution, pure water, n-hexadecane and ho-
mogenised milk with a fat globule size of 1μm at 25C. Water displays a power dependence on frequency of 2.01 and a pre-
exponential factor of 0.02 whilst undiluted Tween 20 has an exponent of 1.69 and a pre-exponential factor of 3.59. Open 
triangles show the measured data in water purified by Millipore apparatus and open squares show the data for Tween 
20. The open diamonds show the data for 4% Tween 20 dispersed in water; crosses are data for  20 % v/v n-hexadecane 
in water, D[3,2] = 1000 nm; circles are milk fat in water emulsion. (Data courtesy of Ran Huo, Valerie Pinfield and Stefan 
Meyer 4), University of Leeds).
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required, for example particle compressibility, solid 
content or a trend in size due to coalescence, then 
limited bandwidth, pulsed systems may be the best 
choice. An example of a miniaturised, limited band-
width spectrometer using pulse techniques is given 
in reference7). A broadband transducer (1-10MHz) 
excites a pulse in a buffer rod within which it rever-
berates. Some of the sound escapes from the buffer 
rod into the sample within which it also reverberates; 
the same transducer both exciting and detecting the 
sound pulses. Comparison of the reverberation within 
the buffer rod and in the sample gives accurate veloc-
ity and attenuation data.
　An even simpler system simply measures the re-
verberation time of sound pulses in a sample between 
pipe walls, generated and detected by the piezo-
electric transducer embedded in the wall. This is a 
simple and robust system that can operate inline and 
be temperature-cycled between -15°C and 90°C, so is 
particularly suitable for crystallization studies8, 9, 10).

3. Sizing nanoparticles

　Solid particles can also be sized with attenuation 
spectroscopy. In Fig. 3 is plotted the attenuation of 
sound at various frequencies between 100 kHz and 
200 MHz for silica monodispersions of various sizes. 
Comparing Fig. 3 with Fig. 2 we may note that we 
have plotted the results obtained within the dynamic 
range of the Malvern Ultrasizer. Firstly note the com-
plicated dependence on both size and frequency. This 
occurs because there are three scattering mecha-
nisms at work, i.e. thermal scattering, visco-inertial 

scattering and elastic scattering, in addition to the 
frequency dependence of the attenuation inherent in 
each phase out of which the dispersion is composed. 
The width of the scattering peaks arises from the non-
propagational nature of the thermal and shear waves 
which are excited by the particle in the acoustic field, 
the decay lengths of these waves scales inversely 
as the square root of the frequency. The situation is 
further complicated by multiple scattering which is 
responsible for the significant differences between 
the data for the dilute silica suspension in Fig. 3 and 
the data for the concentrated suspension in Fig. 4; 
nevertheless, current ultrasound scattering theory is 
capable of predicting this behaviour from first princi-
ples5). In general, as the frequency increases so does 
the attenuation, as to be expected. However, this does 
not occur simply. Examination of Fig. 3 indicates 
that little information about size distribution can be 
obtained for sizes below around 10 nm. But this does 
not mean that particles smaller than this are not de-
tected. In fact a big advantage of ultrasound is that 
particles of all sizes are detected and contribute to 
the volume fraction, which is obtained independently 
from the spectra. So we can expect to obtain accurate 
values of the volume fraction, regardless of the size 
distribution. Examination of Fig. 3 also indicates that 
the spectrum is very sensitive to particle size in the 
region 10 nm to 500 nm. In general there may not be 
a unique solution to the spectral inversion; several 
size distributions may satisfy a given spectrum. Here 
modelling of the spectrum is very useful because this 
allows a-priori knowledge of the distribution to con-
strain the range of solutions to the spectral inversion. 
Note in Fig. 4 how increasing particle concentration 
increases the sizing range considerably.
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Fig. 3   Attenuation plotted against size and frequency for 2.24% v/v 
monosize silica suspended in water. Solid squares, 0.1 MHz; open 
squares, 0.233 MHz; solid triangles, 0.541 MHz; open triangles 
1.26 MHz; closed circles, 2.93 MHz; open circles, 6.82 MHz; 
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4. Stability of Particulate Systems

　The stability of particle dispersions is of particular 
concern to manufacturers and acoustic techniques 
offer a unique combination of ability to non-invasively 
characterise concentrated dispersions and to provide 
data which can be compared with mathematical mod-
els. This combination of techniques offers the pros-
pect of product lifetime prediction, sometimes called 
shelf life12, 13, 14, 15, 16, 17). The Acoustiscan scanner (Fig. 
5) employs a pulse echo technique similar to that of 
the FSUPER (Frequency scanning ultrasonic pulse 
echo reflectometer7)). In the case of the Acoustiscan 
though, the transducers are moved using a stepper 
motor system, building up a spatial and temporal pic-
ture of the distribution of particles.
　In Fig. 6 the behaviour of an emulsion in which 
the density difference between the lighter dispersed 

phase and the heavier aqueous phase results in 
creaming is shown. We have shown that this type of 
behaviour is completely described by buoyancy and 
hydrodynamics and can model the behaviour pre-
cisely13). Fractionation occurs as the smaller particles 
are moved upwards in the backwash of the larger 
faster moving particles, resulting in the blurred-out 
interface between the cream (top) and the serum 
(bottom). This type of instability is actually unusual, 
largely because the particles interact through a va-
riety of mechanisms - depletion flocculation, van der 
Waals forces, ionic forces, bridging flocculation, etc. 
In this case it is much harder to model the behaviour; 
an example of an emulsion which gels through deple-
tion flocculation is given in Fig. 7. Note that there is 
a well-defined boundary between the cream and the 
serum; this arises because particles of all sizes are 
held within the flocs which then cream together, pre-
venting the fractionation process seen in Fig. 6. This 
technique and approach permits the rapid prediction 
of dispersion stability because it is sensitive to the mi-
croscopic changes occurring which lead to product 
destabilisation.

5. Particle State and Solid Content

　The speed of sound is extremely sensitive to the 
crystalline state of particles8, 10). This is because there 
is a large change in compressibility between the liq-
uid and solid state. The density change is nothing like 
so great and as a result, we see a big change in the 
speed of sound through ν＝1/√κρ. Since the speed 
of sound is measured in the UVM system with a pre-
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Piezo-electric
transducers

Cream

Fig. 5   Acoustiscan ultrasound scanner, diagram on left, picture on 
right11).
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cision of 0.1 ms-1 in 1500, we determine solid content 
to within 0.01 v/v or 1% v/v, regardless of particle 
size. This is a simple, rapid (10 measurements per 
second) and accurate method for determining par-
ticle state in concentrated dispersions of particles, no 
matter what their size. Fig. 8 shows the solid content 
determined in a crystallisation n-hexadecane emul-
sion whose oil phase crystallizes at 2°C and melts at 
18°C. This emulsion is very stable and can be cycled 
again and again between the crystalline and liquid 
states (Fig. 9). The method can distinguish between 
crystallization and the formation of a glass, since the 
two states of matter have totally different compress-
ibilities.

6. Conclusion

　It is indeed surprising that ultrasound measure-
ment is not used more widely in particle characterisa-
tion. This is particularly true when it is considered 
that for applications such as concentrated nanopar-
ticle dispersions, there is no other technique which 
can be used to determine the state of the particle, the 
state of its surface or its size distribution. Nor is there 
any rival in the area of crystallization, particularly in 
the initial stages during nucleation. The answer to 
this question lies in the lack of commercially available 
equipment properly adapted to the needs of industry. 
However, such a situation is unlikely to last since the 
hurdles are not technical but practical. Equipment 
needs to become more versatile, more adaptable to 
manufacturing needs and less expensive; this is just a 
matter of time. 
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1. Introduction

　One of industrial applications of fine glass powders 
is their electrostatic deposition on the surface of 
glass substrates such as sheets or decorative objects. 
Further heating of coated objects leads to subsequent 
sintering of the deposited layer of glass powder and 
formation of opaque patterns. However, dielectric 
properties of glass powders are inappropriate to their 
electrostatic application. Hence, the electrostatic de-
position of glass powders requires their coating with 
suitable coating agents. The coating operation can be 
performed in a fluidised-bed coater (e.g. 1,2)), which 

should ensure a homogeneous covering of particles. 
In this technique, the fluidisation behaviour of pow-
ders to be coated is fundamental and decisive for the 
feasibility and the quality of coating. The main objec-
tive of this work is to study the fluidisation behaviour 
of a Geldart C-class powder derived from the grind-
ing of recycled glass bottles. It is well known that this 
type of powder has poor flowability as well as poor 
fluidisation properties.
　According to Geldart’s classification3), fine pow-
ders could belong to two main groups with respect 
to their fluidisation behaviour: Group A particles that 
are considerably expanded before bubbling begins 
and Group C particles that are difficult or impossible 
to fluidise. This complexity is due to the interparticle 
forces that are greater than gravitational forces4). In 
the absence of liquid bridges, adsorbed liquid lay-
ers and/or electrostatic forces, the most significant 
attractive interactions are van der Waals forces4). Ac-
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cording to several investigations, interparticle forces 
play a key role on fluidisation behaviour of fine pow-
ders. For example, Lauga et al.5) showed that there 
is a direct relationship between the expansion of 
Ni/SiO2 aerogels in a fluidised bed and the interpar-
ticle interactions resulting from van der Waals forces. 
In addition, valuable information about the role of 
interparticle forces in the fluidisation of fine powders 
(class C) can be found in recent review articles of 
Yang6) and Seville et al.7). There are several methods 
to improve a fine fluidisation process of Geldart C 
particles: adding easy-to-fluidise particles, fluidisation 
additives, agitation, vibration, centrifugation, acoustic 
field, magnetic field, etc. Easy-to-fluidise particles are 
generally powders belonging to class B having a size 
between 100 and about 1000 μm. Addition of this type 
of product to class C powders improves the fluidisa-
tion due to the mixing action of larger particles which 
can be assimilated to a mechanical agitator.
　Another common solution to improve the fluidi-
sation of very fine powders is the addition of small 
amounts of flow conditioners or glidants. This type of 
product is made up of submicron-size primary par-
ticles. Due to their small size, when adhered on the 
surface of core particles, primary particles behaves 
like a surface asperity. This leads to an increase in 
the minimum contact distance of two interacting 
particles, which in turn decreases the van der Waals 
forces8, 9). Silica-, alumina- and carbon-based glidants 
are the most widely used flow conditioners. 
　In this work, the effect of the addition of both easy-
to-fluidise particles and flow conditioners as well as 
the use of agitation systems on the fluidisation behav-
iour of glass powders was studied.
　The objective was to identify the optimal operating 
conditions for the fluidisation of glass powders allow-
ing their further coating as well as a better under-
standing of the action mechanisms of glidants. 

2.  Definition of Fluidisation Criteria and Their 
Interpretation

　A gas passing through a bed of powder exerts a 
friction force on particles that increases with the gas 
velocity. This results in a pressure drop between the 
entry and exit points of the bed. As illustrated in Fig. 
1, a progressive increase of the pressure drop can be 
observed with increasing superficial gas velocity. Re-
garding the superficial gas velocity, U, two regimes 
can be distinguished: a fixed-bed region where pres-
sure drop varies directly with the gas velocity, and a 
fluidised-bed zone where the pressure drop remains 

constant. The transition velocity between these two 
regimes is known as minimal fluidisation velocity, Umf. 
Fig. 1 summarises the fluidisation trends of more or 
less cohesive powders. For a perfect particulate flui-
disation (i.e. each particle is individually suspended 
independently of surrounding particles) and in the 
absence of particle elutriation, the total friction force 
exerted on the bed (ΔP・S) is equal to the bed weight 
(M・g). In addition, for an ideal fluidisation, the mini-
mal fluidisation velocity, Umf, can be determined by 
theoretical models or by semi-empirical correla-
tions (e.g., Thonglimp10)). Note that these models 
do not take into account the interparticle forces. For 
more cohesive particles, the fluidisation takes place 
through the suspension of ephemeral agglomerates 
rather than individual particles. This phenomenon 
does not affect the total pressure drop but leads to 
an increase in experimentally measured values of 
Umf,exp. Finally, for more cohesive particles, slugging 
and channelling of the bed might occur. This leads to 
higher values of Umf,exp, on the one hand, and to lower 
pressure drops on the other hand because the effec-
tive gas-particle contact area is reduced.
　Accordingly, in addition to the minimal fluidisation 
velocity Umf, the following criteria could be used to 
characterise the fluidisation behaviour of fine par-
ticles:

・Fluidisation index, FI
　This parameter is the ratio of the minimum fluidi-
sation velocity determined by a semi-empirical cor-

Fig. 1　 Pressure drop profile (1. Homogeneous fluidisation of particles, 
2. Homogeneous fluidisation of agglomerates, 3, 3́, 3̋. Channel-
ling and slugging fluidisation).
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relation valid for ideal fluidisation and the minimum 
fluidisation velocity experimentally determined:

　FI = Umf,corr

Umf,exp
  (1)

　Obviously, FI depends on the empirical correlation 
used to calculate the minimum fluidisation veloc-
ity (Umf,corr). FI is equal to unity for easy-to-fluidise 
particles (＞100-200 μm) and tends towards zero for 
impossible-to-fluidise powders.

・Fluidisation quality, FQ
　Fluidisation quality is defined as the dimensionless 
pressure drop through the bed:

　FQ =
ΔP・S
M・g   (2)

　An FQ equal to unity characterises a homogeneous 
fluidisation of either individual particles or ephemeral 
agglomerates. In contrast, channelling and slugging 
phenomena lead to poorer fluidisation qualities.

・Dynamic diameter of agglomerates, da

　This parameter is an indication of the equivalent 
size of ephemeral agglomerates. da is a hypotheti-
cal diameter which allows matching predicted and 
experimentally measured values of Umf, i.e. the ag-
glomerate mean size necessary to have an FI equal 
to unity. da can be easily calculated once an adequate 
correlation is chosen. 
　Note that the ratio between the equivalent diam-
eter of dynamic agglomerates and the elementary 
particles’ mean size (da/dp) is a rough and qualitative 
measure of interparticle cohesive forces: the more 
cohesive the powder is, the higher is the deviation 
of the ratio da/dp from the unity. In fact, one might 
consider that da is the size of agglomerates which 
permits the interparticle forces to just be counterbal-
anced by break-up forces.
　In this study, the semi-empirical correlation pro-
posed by Thonglimp et al.10) was used for prediction 
of Umf,cor :

　
ρpUmfdp

μ = √‾31.62+0.0425‾・ρg(ρp-ρg)gd 3p

μ2 -0.0425 (3)

　Preliminary experiments conducted with perfectly 
fluidisable model glass beads showed that this corre-
lation expects good Umf,exp values.
　Generally, knowing the fluidisation criteria, one 
can roughly classify the fluidisation behaviour of co-
hesive powders as indicated in Table 1.

3. Experimental

3.1 Materials
　A glass powder (GP) with a median mean diameter 
of 2.65 μm  and a true density of 3100 kg/m3 was 
used in this study. These parameters were measured 
using a Malvern Mastersizer analyser and a Helium 
pycnometer (Micromeretics, Accupyc 1330), respec-
tively. The glass powder was prepared by milling re-
cycled glass bottles. The higher density of this prod-
uct with respect to the pure glass is due to impurities, 
in particular the presence of zinc oxide. The powder 
is cohesive, belonging to group C of Geldart’s classi-
fication, which is characterised by a difficult fluidisa-
tion. 
　Two batches of easy-to-fluidise particles (EFP) 
were used. They were spherical glass beads with me-
dian mean diameters of 300 and 400 μm, respectively 
(ρ=2650 kg・m3). Both batches belong to Geldart’s 
group B and fluidise easily with bubbling starting at 
minimum fluidisation velocity.
　As for flow conditioners, four dif ferent types of 
Aerosils® were used (Table 2). Aerosils® are made 
up of nano-size primary silica particles which are 
connected by solid bridges and which form non-
dispersive clusters having a size several times greater 
than that of primary particles (Fig. 2-a). Due to their 
small size, the clusters in turn form secondary ag-
gregates of a few micrometres, which can easily be 
fragmented and dispersed.
　In this study, the size distribution of non-dispersive 
aggregates was measured using a Zetasizer from 
Malvern Instruments. Several liquid dispersants were 
tested but the most effective was found to be Ethanol. 
Fig. 2-b represents a typical curve of non-dispersive 
clusters size distribution. The mean sizes calculated 
from measured size distributions are reported in Ta-
ble 2. As can be seen from data presented in this ta-
ble, additives used here differ in the size of their pri-
mary particles and in their hydrophobe/hydrophile 
properties. Aerosil® 130 and Aerosil® 200 are both of 
hydrophilic nature but differ in the diameters of both 

Table 1　 Classification of behaviour of powders according to  
fluidisation criteria

FI FQ State

0.8 - 1 0.7 - 1 Homogeneous fluidisation of  
particles

<< 1 0.8 - 1 Homogeneous fluidisation of  
agglomerates

Very low 0.6 - 0.8 Non-homogeneous fluidisation
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primary particles and non-dispersive aggregates. 
Aerosil® R 972 and Aerosil® R 812 S can be consid-
ered as hydrophobic homologous of Aerosil® 130 and 
Aerosil® 200, respectively. Indeed, these agents have 
sizes of primary and non-dispersive particles that are 
similar to those of Aerosil® 130 and 200, respectively, 
but their surface is treated by hydrophobic reagents, 
which are stable against hydrolysis.

3.2 Preparation of powders
　A similar procedure was used to prepare both easy-
to-fluidise and glidant-added mixtures. Each powder 
mixture was prepared using a Pro-C-epT® Mi-Pro 
high shear mixer (maximum volume: 1.2・10-3 m3). 
The mixing was performed for 1 hour at a rotational 
speed of 200 rpm. Preliminary experiments showed 
that these conditions permit achievement of an opti-
mal effect of the flow additive.

Easy-to-fluidise batches
　Several binar y mixtures of fresh fine powder 
(GP) and coarse particles (EFP) were prepared with 
coarse particle concentrations of 10, 20, 30, 40 and 50 
w/w% (Table 3). 

Glidant-added batches
　Two series of glidant-added batches were pre-
pared. In the first series, four batches were formu-
lated each containing 1% w/w of different glidants. In 
the second series of batch formulation, five additional 
batches were prepared using Aerosil® R 812 S with 
different percentages: 0.1, 0.2, 0.3, 0.4 and 0.5%. This 
allows us to study the influence of additive percent-
age on fluidisation ability.
　SEM micrographs presented in Fig. 3 show a view 
of additive-free and glidant-added glass powders. It 
can be observed that the glass powder has an irregu-
lar shape and a wide size distribution. Agglomerates 
of powder are also observed. These characteristics 
reinforce poor fluidisation ability.

3.3 Experimental apparatus
　In order to characterise the fluidisation behaviour 
of the prepared powder batches, home-made fluidisa-
tion equipment was used. This apparatus consists of a 
conventional fluidised column properly instrumented 
to monitor the operating conditions as well as the 
bed level and the pressure drop through the bed. 
The apparatus includes three main parts: the fluidisa-

Table 2　Fumed silica physico-chemical properties

Aerosil® Primary 
particle size a

Aggregate 
average size b

BET 
Surface a

Tapped 
density a

Carbon 
content

Methanol 
wettability a

130 16 nm 320 130 50 g/L ― ―
200 12 nm 250 200 50 g/L ― ―

R972 16 nm 350 110 50 g/L 0.6-1.2 % 30%

R812S 12 nm 270 220 50 g/L 3-4% 60%
a supplier’s specifications
b aggregate size determined by PCS

Fig. 2　Size of non-dispersive aggregates (Aerosil® 812S).
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tion column, the air flow circuit and the acquisition 
device. Fig. 4 shows a schematic diagram with some 
principal dimensions of the experimental set-up.
　The fluidisation column is a Pyrex cylinder 100 
mm in diameter and 500 mm in height. At the top 
of the column, an expanding freeboard section is 
mounted to permit minimisation of particle entrain-

ment. The air stream exiting the freeboard section 
passes through a cyclone and elutriated particles are 
recovered. The air distributor is a metallic porous 
plate sandwiched between two filter papers. The dis-
tributor is placed between the fluidisation cylinder 
and the wind box, which is a 7.85・10-3 m3 cylindrical 
chamber. Before entering the bed, the compressed 

Table 3　Summary of experiments and fluidisation criteria

Experiment 
number

Added
(secondary) product

Weight 
percentage 
of additive 

Bed mass 
(kg)

Stirring 
velocity 
(rpm)

Umf (mm/s) FI (×104) FQ da (μm)

1 ― ― 1.0 ― ― ― ― ―
2 ― ― 1.0 65 1.97 40 0.89 72

3 ― ― 1.0 110 1.97 40 0.94 71

4 ― ― 1.0 160 1.78 44 0.91 70

5 Glass beads (300 μm) 50% 1.5 ― ― ― ― ―
6 Glass beads (400 μm) 50% 1.5 ― ― ― ― ―
7 Aerosil® 130 1 1.0 ― ― ― ― ―
8 Aerosil® 130 1 1.0 65 0.90 87 0.94 48

9 Aerosil® 200 1 1.0 ― ― ― ― ―
10 Aerosil® 200 1 1.0 50 0.62 117 0.98 39

11 Aerosil® 200 1 1.0 65 0.55 132 0.99 36

12 Aerosil® 200 1 1.0 80 0.64 113 0.99 41

13 Aerosil® R972 1 1.0 ― 3.27 24 0.93 95

14 Aerosil® R972 1 1.0 65 0.86 91 0.97 49

15 Aerosil® R812S 0.1 0.9 ― 3.37 23 0.89 100

16 Aerosil® R812S 0.2 0.9 ― 3.43 23 0.88 102

17 Aerosil® R812S 0.3 0.9 ― 2.26 35 0.89 83

18 Aerosil® R812S 0.4 0.9 ― 2.18 36 0.88 81

19 Aerosil® R812S 0.5 1.0 ― 2.06 38 0.95 75

20 Aerosil® R812S 1 1.0 ― 2.13 37 0.96 75

Fig. 3　SEM images of fresh and glidant-added particles.

Fresh glass powder glass powder + Aerosil® 200 (1% w/w)
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air passed through a filter, a pressure regulator and a 
mass flowmeter regulator. During each experiment, 
temperature and relative humidity inside the bed as 
well as pressure drops at different levels of the bed 
were monitored and recorded. Data acquisition was 
performed using a HP VEE® program. The program 
permitted selection of all electro valves to ensure the 
desired air flow rates for the predefined time inter-
vals. Consequently, once the bed is charged, fluidisa-
tion trials are automatically carried out without any 
operator intervention. More detailed information on 
the experimental apparatus and acquisition system 
can be found elsewhere11).
　In addition, an agitation system was used in some 
trials. This system was composed of a motor, a rotat-
ing shaft and an agitator mobile which is made up of 
two rectangular blade stirrers (80×15 mm) placed at 
20 mm from the air distributor.

3.4 Fluidisation experiments
　The mass of each batch was fixed so that the condi-
tion 1.4＜H/D＜1.5 was accomplished. Firstly, a de-
termined initial mass of powder was introduced into 
the column in order to ensure a bed height of about 
0.14-0.15 m. Prior to actual fluidisation tests, the bed 
was pre-conditioned to reduce the influence of initial 
bed packing . To this end, the air velocity was first 

increased and then decreased in steps of 0.1 l・min-1 
every 20 s. After each pre-conditioning cycle, the bed 
height was checked. If the bed was too high (or too 
low) a corresponding amount of powder was added 
(or removed) and the pre-conditioning was repeated. 
　Fluidisation properties were determined at de-
creasing air velocities. Firstly, the gas velocity was 
fixed at its maximum value. Then the gas stream was 
decreased gradually and the pressure drop was mea-
sured at each step after having maintained a constant 
gas velocity during 60 s at least. Between each step, 
the gas velocity was increased to its maximum value 
for 60 s. Each fluidisation test was repeated five times 
using exactly the same procedure. The reported val-
ues in this paper correspond to the mean value of all 
five runs. Note that the experimental values of mini-
mum fluidisation velocity, Umf,exp, were determined 
by plotting ΔP vs. U values in a log-log diagram as is 
recommended for fine powders of narrow size dis-
tribution (e.g. 12)). Such a presentation (not shown 
here) permits a better location of the transition point 
between the fixed state and fluidised bed.

4. Results and Discussion

　Table 3 summarises the composition of all batches 
together with the operational conditions used dur-
ing fluidisation experiments. As shown in this table, 
experiment no.°1 corresponds to the glass powder 
with no additives or mechanical agitation. Experi-
ments 2 to 4 aimed show the effect of agitation speed 
on the fluidisation of glass powder. The effect of in-
corporating easy-to-fluidise particles was studied in 
experiments 5 and 6. Experiments 7 to 14 take into 
consideration the effect of the addition of 1% w/w of 
glidants, with or without agitation. Finally, experi-
ments 15 to 20 emphasise the effect of the concentra-
tion of the glidant using Aerosil® R 812 S.
　The characteristic fluidisation curve of fresh glass 
powder (Fig. 5) shows that the product does not 
fluidise even at gas velocities much higher than Umf,cor 
predicted by the correlation of Thonglimp et al (8
×10-6 m.s-1). Not one fluidisation property can be 
determined for this powder as the fluidisation state 
could not be established. Hence, auxiliary means 
must be used to promote the fluidisation of the glass 
powder.

4.1 Influence of agitation velocity
　The effect of mechanical agitation on the fluidisa-
tion behaviour of the glass powder is also presented 
in Fig. 5. These results show that mechanical agita-

Fig. 4　Schematic diagram of experimental apparatus.
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tion ensures a stable fluidisation operation with a 
relatively good quality. FQ values at 65 rpm range 
between 0.89 and 0.95 and are very close to unity at 
higher speeds. However, the fluidisation indexes are 
high (40×10-4 to 45×10-4). This indicates that fluidi-
sation takes place through suspension of aggregates 
rather than individual particles. The dynamic diam-
eter of aggregates is about 70 μm.
　These results reveal the importance of mechani-
cal agitation in the feasibility of operation. However, 
the intensity of agitation does not play a significant 
role on fluidisation properties. As can be seen from 
Fig. 5 and Table 3, an increase of rotational speed 
of agitation by a factor of 2 and 3 has no noticeable 
effect, neither on the quality of fluidisation nor on the 
fluidisation index, FI. This means that mechanical 
agitation improves the fluidisation by breaking up the 
channels and slugs and thereby ensuring a better dis-
tribution of the air stream within the bed. In contrast, 
mechanical agitation does not demolish dynamic ag-
gregates. However, this observation might be modi-
fied if more shearing agitation systems are used (e.g. 
high shear blades).

4.2  Influence of the addition of easy-to-fluidise 
particles 

　Several batches containing easy-to-fluidise particles 
were used in this study. They differ in the mean size 
(300 and 400 μm) and the amount (10, 20, 30, 40, 50% 
w/w) of the coarse population. We limit ourselves to 
present the results obtained with mixtures containing 
50% w/w easy-to-fluidise particles (Table 3). Note 
that due to the presence of coarse particles, the dy-
namic diameter of aggregates has no meaningful sig-
nificance for these experiments. The results showed 

that the fluidisation of glass powders is possible by 
the addition of coarse particles. However, Umf,exp val-
ues were so high that great amounts of fine particles 
were elutriated. Although the Umf,exp decreased when 
using smaller easy-to-fluidise particles, its value still 
remained too high to avoid this phenomenon. A par-
tial remedy to this problem is to decrease the mean 
size of the coarse population. However, in our case, 
even the use of 100-μm easy-to-fluidise particles did 
not ensure stable operation.
　Another problem encountered with this technique 
is the segregation phenomenon, which appears at 
low gas velocities.
　Consequently, compared to use of mechanical agi-
tation, the addition of easy-to-fluidise particles does 
not seem to constitute a suitable technique for fluidi-
sation of the glass powder used in this study. In fact, 
the operation lies between two undesired regimes, 
namely segregation and elutriation.

4.3  Influence of the addition of flow condition-
ers

　Fluidisation characteristic curves of powders con-
taining 1% w/w of two types of hydrophilic flow condi-
tioners are presented in Fig. 6. These results reveal 
that the introduction of hydrophilic additives does 
not improve the fluidisation properties of the original 
powder. The characteristic curves are quite similar 
for additive-free powders and mixtures containing hy-
drophilic glidants. Fluidisation is only possible with 
the use of mechanical agitation. In this case, FQ val-
ues close to unity are obtained although FI remains 
low. For a given rotational speed, this enhancement is 
more pronounced for Aerosil® 200. This can be attrib-
uted to the higher size of non-dispersive aggregates 

Fig. 5　Fluidisation curves for glass powder with and without mechanical agitation.
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for this additive compared to Aerosil® 130 (Table 2). 
This might lead to a more effective “opening” effect 
between particles and hence a more pronounced re-
duction of van der Waals forces. 
　The results presented in Table 3 also confirm the 
observation made previously, i.e. the agitation rate 
(50, 65 and 80 rpm) has no influence on fluidisation 
properties.
　The effects of the addition of hydrophobic agents 
on the fluidisation behaviour of the powder are 
presented in Fig. 7. These results confirm that the 
fluidisation enhancement in this case is largely better 
than that obtained by using hydrophilic agents. Us-
ing the agitation system and 1 w/w% of hydrophobic 
glidants, fluidisation qualities higher than 0.9 are 
obtained (0.93 and 0.97 for Aerosil R972 and R812S , 
respectively) (Table 3).
　Furthermore, it can be seen that glass powders 
containing these two types of additives can fluidise 

even without mechanical agitation. However, for 
Aerosil R972, fluidisation criteria indicate that agita-
tion is still beneficial to operation and that fluidisa-
tion deteriorates when agitation is turned off. The 
difference between the effectiveness of these addi-
tives might be attributed to the size of non-dispersive 
aggregates on the one hand and the hydrophobicity 
extent of products on the other hand. In fact, accord-
ing to manufacturer’s specifications, Aerosil R812S 
is more hydrophobic than R972. Consequently, this 
product can be more easily dispersed over the hydro-
philic surface of glass powder. Indeed, SEM images 
of the surface of glass powders (Fig. 8) corroborate 
this assumption and show that Aerosil R812S is more 
evenly distributed at the surface of host particles. 
In addition, Aerosil R812S is made up of larger non-
dispersive aggregates and is hence more suited to 
reducing interparticle forces.
　Finally, it should be noted that a very marked ex-

Fig. 6　Influence of adding hydrophilic additives with and without agitation.

Fig. 7　Influence of adding hydrophobic additives.
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pansion of the bed was obtained (H/H0 = 2-2.5) when 
using Aerosil R812S as the additive (Fig. 9).

4.4 Influence of fluidisation additive rate
　The additive rate is an important factor which 
influences the number of inserting particles. For ex-
ample, during the investigation of flow properties of 
powder paints, Conesa et al.11) reported that an opti-
mal percentage of fluidisation additive exists beyond 
which the fluidisation is no longer enhanced or, in 
some cases, deteriorates. This optimal amount of ad-
ditive depends on the physical properties of the origi-
nal powder, the surface properties of both host and 

guest particles and the interactions between them, 
as well as the environmental conditions (temperature 
and humidity), process type and process-related vari-
ables.
　The influence of the additive rate was investigated 
using batches formulated with the most effective gli-
dant, i.e. Aerosil R812S, in different percentages (0.1, 
0.2, 0.3, 0.4, 0.5 and 1 %w/w). Corresponding fluidisa-
tion curves are presented in Fig. 10. As can be seen, 
continuous improvement of FQ is obtained when the 
percentage of Aerosil increases up to 0.5%. Beyond 
this value, no significant improvement of fluidisation 
is observed.

Fig. 8　SEM images of hydrophobic additives on the surface of glass particles.

a) Aerosil® R972 (1% w/w) b) Aerosil® 812S (1% w/w)

Fig. 9　Bed expansion of glass powder containing 1% w/w Aerosil® 812S.
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5. Conclusions

　The fluidisation behaviour of a class C glass pow-
der was investigated. A fully automated experimental 
set-up was used to measure the fluidisation criteria: 
minimum fluidisation velocity, fluidisation quality, 
fluidisation index, and dynamic diameter of agglom-
erates.
　The results showed that the introduction of easy-
to-fluidise particles to fresh powder does not allow its 
fluidisation. However, the fluidisation was achieved 
using an agitation system but the agitation velocity 
had no significant effect on fluidisation ability.
　The most remarkable effects were obtained when 
using flow conditioners. In particular, adding ad-
equate amounts (0.5 to 1%) of a hydrophobic glidant 
(Aerosil R812S) led to a marked improvement of the 
fluidisation behaviour of glass powder so that it can 
be fluidised without any mechanical aid. 
　According to this study, it can be postulated that 
the effectiveness of glidants depends on two main 
parameters, namely the size of non-dispersive (insert-
ing) aggregates and the hydrophobic extent of prod-
ucts. The size of inserting guest particles affects the 
gap between host particles and diminishes the attrac-
tive forces exerted between them. This conclusion 
was verified using both hydrophilic and hydrophobic 
glidants. As for the hydrophobicity of additives, this 
parameter doubly affects their effectiveness. Firstly, 
it plays a role on the dispersion of additives over the 
surface of host particles. A hydrophobic additive has 
more ease to spread over a hydrophilic support and 
vice versa. Secondly, van der Waals forces between 
two objects of opposite (hydrophobic/hydrophilic) 
natures are lower than two objects of similar nature. 

These considerations indicate that counteracting 
hydrophobic properties are needed to obtain the 
most pronounced improvement in powder flowability. 
More investigation are, however, needed to describe 
more precisely the exact role of the hydrophobic/
hydrophilic nature of both support and additive pow-
ders.

Notations

da dynamic agglomerate diameter, [m]
dp particle diameter, [m]
FI fluidisation index, [-]
FQ fluidisation quality, [-]
g gravity acceleration, [m・s-2]
H bed height, [m]
M mass of powder, [kg]
ΔP pressure drop, [kg・m・s-1]
S cross-sectional area of the bed, [m2]
U superficial air velocity, [m・s-1]
Umf minimum fluidisation velocity, [m・s-1]
μ viscosity, [kg・m-1・s-1]
ρ mass density, [kg・m-3]

Subscripts:
Corr: correlation
Exp experimental
g gas
a aggregate
p particle
0 initial
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1.  Introduction

　Today, flowsheeting program packages are com-
monly used in chemical engineering for the design of 
processes involving fluids (e.g. 1)). There are several 
established systems for the simulation of fluid pro-
cesses. Among these are, for example, Aspen plus 2), 
Pro/II 3) or Chemcad 4). 
　The simulation of processes which involve solids 
is not as advanced, but it is common practice to de-
sign and optimise each apparatus separately from the 
others, neglecting its influence and dependence on 
the neighbouring processes. For simulation of the 
process, mathematical models for the individual units 
are used and the results are transferred manually 
from unit to unit. While this is feasible without sig-

nificant loss of information for several units in series, 
it fails if there is a recycle loop which feeds back an 
outlet stream of one unit into another unit placed up-
stream. In that case, the simulation of the whole flow-
sheet has to be done iteratively, which is not or only 
in a very limited way possible by manual sequencing. 
In each case, simulating a process by this method is 
quite a time-consuming process. 
　Furthermore, the simulation unit by unit permits 
finding optimal operating conditions for each unit 
operation or apparatus. But such a sequential optimi-
zation of individual units will not necessarily lead to a 
global optimum for the whole process. 
　The reason for the gap between the simulation of 
fluid and of solids processes is basically the need for 
a more complex description of the solids. In addition 
to the parameters needed to characterise a fluid, for 
solids the dispersity has to be described, e.g. by the 
particle size. The description of the dispersity usu-
ally requires a distributed parameter, thus increasing 
the complexity of the information to be transferred 
between the different units of a flowsheet. A more de-
tailed discussion of this problem will be given in the 
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following sections of the paper.
　While most of the simulation systems for fluid 
processes also offer some basic support for the simu-
lation of solids processes, they are mostly used ex-
clusively for the simulation of fluid processes. On the 
other hand, there are some specialised flowsheet sim-
ulation systems for solids processes, e.g. USimPac5), 
JKSimMet6), PMP FBSim7), SoProSim8), AggFlow9), 
Rockworks10) and METSIM11). These packages are ei-
ther limited to physical non-thermal and non-reactive 
processes or to quite narrow industrial sectors, e.g. 
ore or earth processing or metallurgy. Quite often the 
interaction between the solids and the surrounding 
fluid is neglected. 
　Against this background, the simulation program 
SolidSim was developed by a group of 11 institutes 
from 9 German universities. The aim of this develop-
ment was a generally applicable flowsheet simulation 
system, providing all the structures necessary for the 
description of solids and the simulation of solids pro-
cesses, including physical treatment, thermal treat-
ment and also for reactions. The system should not 
be restricted to solids processes only, but it should 
also be possible to extend the system towards fluid 
processes. Further requirements were easy handling 
via a graphical user interface and the interoperabil-
ity with other simulation systems. The latter was 
achieved by implementing a standardised interface 
as defined by the Cape Open Laboratory Network 
(CO-LaN,12)). At the moment, the simulation package 
is for steady-state simulation only. 

2. Simulation of Solids Processes

　The most obvious difference to the simulation of 
fluid processes is the necessity of using distributed 
attributes to describe solids. The most important but 
not the only attribute is the particle size. The intro-
duction of a distributed parameter, which usually has 
to be discretized, increases the number of variables 
by an order of magnitude or even more. 
　Since the fate of a particle in many processes de-
pends on its particle size, some other parameters 
describing the particle may depend on the particle 
size. For example, when particles are dried in a dryer 
with a perfect plug flow of solids, the remaining hu-
midity inside a particle will depend on the particle 
size, unless all particles are completely dried. Large 
particles will have a higher moisture content than the 
smaller ones. Thus, we need the moisture content 
as a particle-size dependent attribute. To extend the 
example of the dryer, we may now assume that there 

is no plug flow of the solids, but for the solids the 
dryer might behave like a stirred tank. In that case 
the particles of each particle size will underlie a res-
idence-time distribution. The particles with a short 
residence time will have quite a high residual mois-
ture, while particles of the same particle size which 
stay for a longer period in the dryer will have a lower 
moisture content. Thus, the moisture content in each 
individual class will be a distributed parameter. This 
distribution of the moisture content will again be size-
dependent as the average moisture of the fines will 
be lower than that of the coarse particles. Similar 
secondary distributions will result if the particle un-
dergoes a reaction. 
　While for the drying example, the secondary dis-
tribution might not be very important and could be 
replaced by average values, for the processing of 
ores, the content of metal in the ore as a secondary 
attribute could be crucial for the whole concentrating 
process.
　Generally, in flowsheeting simulation programs 
different phases are distinguished. Here, the term 
phase is defined as ‘a stable or metastable collec-
tion of compounds with a homogeneous composi-
tion, which can be distinguished from other phases 
through the presence of physical interfaces that sepa-
rate states of matter with different characteristics, 
such as density. Each phase has an associated state 
of aggregation, i.e. gaseous, liquid or solid’13). The 
requirement of a physical interface allows multiple 
liquid phases, e.g. oil and water, but only one gaseous 
phase. Also for solids, a physical interface can hardly 
be defined. Therefore all different types of solids be-
long to the same phase and the type of solid is only 
one more attribute in the attribute hierarchy. Looking 
onto the stream of solids entering an apparatus, this 
makes sense. For example, a gas cyclone does not 
distinguish between different types of solids as long 
they have the same size and density, or, to be more 
precise, the same terminal velocity. It would make no 
sense to feed the different types of solids one after 
the other to the cyclone model, since they interact 
and will influence each other. The cyclone model 
does not even require the information on the solids 
type; it needs only information about the terminal 
velocity. While the model of the cyclone will calculate 
the separation according to this primary attribute, 
there is also an implicit change of the other depen-
dent attributes. If a compound A consists of heavier 
and larger particles than a second compound B, 
compound A will be enriched in the underflow of the 
cyclone, while compound B will be enriched in the 
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fines carried out together with the gas. This implicit 
change of any dependent attribute has to be calcu-
lated by the system.
　As for the example of the gas cyclone, it is a gen-
eral problem when dealing with mixtures of solids 
that most models of apparatus or unit operations for 
solids are derived for one type of solids with a con-
stant density only. For classification processes, the 
particle size is then usually used as the dispersity 
attribute to which separation rates are assigned. But 
examination of the physical mechanism of the clas-
sification process often yields that it is not the size 
that is the governing parameter, as in the case of the 
gas cyclone, but the terminal velocity. To allow simu-
lation of the classification of mixtures of solids, the 
models therefore have to be rewritten such that the 
fractional separation efficiency is indeed a function of 
the governing parameter. Only if there is no interac-
tion between the particles, a model can be taken as 
published and the different types of solids can be fed 
individually to the model and be mixed again at the 
outlet.

3.  Structure of Solidsim

　Generally, flowsheet simulation programs may be 
classified into two groups, block-oriented programs 
and equation-oriented programs. The former re-
semble the manual sequencing of individual models 
for the different units as described above, but with 
automation of the information transfer between the 
blocks. Loops are solved iteratively by calculating 
the units or blocks within the loop repeatedly. The 
equation-oriented systems put all the model equa-
tions for the different units of a flowsheet into one 
big equation system and solve the whole system with 
a suitable solver.
　The block-oriented approach has the disadvantage 
that it cannot be used for dynamic simulations due to 
excessive computing times. On the other hand, the 
equation-oriented approach puts high demands on 
the solver. For fluid processes, the equation systems 
may already become very large with several tens of 
thousands of variables and equations. With the dis-
tributed attributes necessary for solids processes, 
the size of the equation system will increase even 
more, reaching the limits of computational resources 
available today. Even more important, the inclusion 
of population balances will change the nature of the 
equation system to a system of partial and ordinary 
integro-differential equations14). Up to now for very 
large systems of this type, no generally applicable 

solvers are available. This forced the decision to de-
sign SolidSim as a block-oriented system.
The program system is divided into four major parts:
　・ the simulation environment, which provides the 

basis of the whole system, 
　・ the stream objects, which transport and manage 

the inserted stream information and 
　・ the model library with the unit models, 
　・ the property package, that provides the physical 

data and the phase equilibrium for the materials 
in the stream objects.

　For the interconnection between these basic ele-
ments, the interfaces as defined by the CAPE-OPEN 
standard13) are used as far as possible. The not yet 
completely publicly available version 1.1 of the stan-
dard was used. A sketch of the structure is shown in 
Fig. 1. The plugs and sockets denoted by ThermoSE  
have been extended within the present work for 
the treatment of solids (SE = Solid Extension). The 
extension allows easy handling of distributed proper-
ties. 
　Additionally, in Fig. 1, the communication with 
other simulation packages is indicated. Using the 
CAPE-OPEN standard, a detailed flowsheet simu-
lated with SolidSim may be used as one module in an 
external CAPE-OPEN-compliant simulation environ-
ment, using the standard interfaces for the communi-
cation. Another possibility for use of the functionality 
of other simulation packages in connection with Sol-
idSim is to incorporate modules from other packages 
as unit models into the SolidSim environment. Very 
important is the possibility to use external property 
packages inside SolidSim, since the development of 
a detailed property package was not within the focus 
of the present work, and only a very basic property 
package is part of the SolidSim system. Tests with 

Fig. 1  Structure of the SolidSim program system.
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the program package ASPEN+(12.1) of Aspentech 
have been carried out successfully. The connection 
with property packages via the Cape-Open interfaces 
has been tested with Aspen Properties15), Infochem’s 
Multiflash16) and with Simulis Thermodynamics17); all 
packages have been used successfully to provide the 
fluid data necessary for simulation.

The Material Stream Object

　One major development task in the present work 
was the development of the stream objects, i.e. the 
structures to store the current status of a material 
stream connecting two subsequent models or units in 
the flowsheet. The stream objects have to provide the 
models with all properties of the incoming materials, 
i.e. fluids and solids. The schematic structure of the 
material stream object is depicted in Fig. 2. The ma-
terial stream is described by overall properties such 
as temperature, pressure and total flow. The matter 
of the stream is divided into different phases each 
characterised by an ID and the state of aggregation. 
Required properties are the phase fraction (concen-
trated) and the composition (distributed). In addition, 
further phase properties can be defined as either 
concentrated or distributed. A typical distributed 
property is the particle size distribution, while e.g. 
the density will typically be a concentrated parameter. 
In some cases, however, the density might also be a 
distributed parameter, e.g. in the case of soil, which 
in detail consists of dif ferent materials, but which 

may be treated within the simulation system as one 
single compound. In general, the user has to decide 
for each attribute whether it is necessary to describe 
it by a distribution or if it is sufficient to use a single 
value as a concentrated parameter. The system is not 
restricted to a limited list of properties, but the user 
is allowed to introduce any new property to the sys-
tem, as long as at least one unit model makes use of 
this property.
　While for the implementation of the fluid part and 
for the storage of concentrated properties existing 
approaches could be used, the implementation of the 
solids part with the distributed properties had to be 
newly developed.
　The design goal was a structure which allows the 
efficient storage of and access to complex hierarchies 
of nested and dependent distributed solids proper-
ties. In addition, the stream object should be able 
to provide the information to the unit models in an 
appropriate manner, i.e. it should only give the infor-
mation needed by the module, hiding all additional 
complexity. 
　For the storage and access of a hierarchy of attri-
butes a tree structure is often used. But this kind of 
structure requires rearrangement of the tree if the hi-
erarchical dependencies change. Since during a sim-
ulation run, the hierarchical structure changes from 
unit to unit, this causes a significant computational 
overhead. Therefore, instead of the tree structure, 
the data in SolidSim is stored in an n-dimensional ma-
trix, with n being the number of dependent attributes. 
As an example, a matrix for three distributed attri-
butes (i, j, k) is shown in Fig. 3. In this matrix, each 
cell represents the mass fraction ΔQ3 of the matter of 
a phase that can be described by the combination of 
the different property classes. The highlighted cell 
represents the mass fraction of all particles which 
can be described by the 2nd class of attribute i, the 
5th class of attribute j and the 1st class of attribute k. 

Fig. 2  Structure of the material stream object.
Fig. 3    Matrix-representation of distributed properties. As an example, 

the mass fraction ΔQ3(2,5,1) is shown as a shaded square.

→

←

→
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For the sum of all entries in the matrix, it holds that.

　∑  ΔQ3(i, j, k)=1 (1)

　This structure allows access to all combinations of 
attributes in any arbitrary sequence without any re-
sorting.
　As a solution for the problem of attributes being im-
plicitly changed between entrance and outlet of a unit 
as described above for the example of a gas cyclone, 
a movement matrix has been introduced. Instead of 
directly writing the changed attributes to the outlet 
streams, taking care of all dependent attributes, the 
unit model only has to fill a movement matrix, which 
includes only attributes which are explicitly changed. 
The dimension of the movement matrix is equal to 
two times the number of explicitly changed attri-
butes. For the example of the cyclone, the explicitly 
changed attribute would be the terminal velocity only, 
thus the dimension of the morement matrix is equal 
to two. In cases where only one attribute is explicitly 
changed, the movement matrix is a square matrix 
(c.f. Fig. 4) quite similar to a breakage matrix known 
from comminution. It assigns the material in a cer-
tain class at the inlet to any of the defined classes at 
the outlet. For a classification, only the fields on the 
diagonal will be filled, all the other fields will be zero. 
The values Ti,j with i = j on the diagonal are the frac-
tional separation efficiencies. For size reduction, the 
matrix will have non-zero values only in the lower left 
triangle (Ti,j with i ≥ j ), for an agglomeration process, 
only the upper right half (Ti,j with i < j ) will be filled 
with non-zero values. Only the transformation matrix 
is computed by the model of a unit and then passed 
back to the material stream object. This will apply the 
transformation matrix to the whole attribute matrix, 

thus ensuring that all implicit changes of dependent 
attributes are correctly calculated. 

Model Library

　The model library is basically a collection of inde-
pendent software modules containing one or several 
models for a certain apparatus or a unit operation. 
For each apparatus, models of different complexity 
and different requirements with respect to the input 
data are used. This allows the use of different models 
in different stages of the design process, e.g. in an 
early design phase quite simple models which need 
only a few data that are easy to measure or estimate, 
and more complex models with higher requirements 
with respect to the data to simulate or optimise an 
existing plant. Models from the open literature have 
been selected for implementation. The models have 
been chosen together with experts from industry, 
based on their experience with the models applied to 
industrial units. Most of the models had to be rewrit-
ten such that they depend on the parameters which 
really determine the physical process, e.g. as men-
tioned above, the models for gas cyclone and hydro-
cyclone have been rewritten to employ the terminal 
velocity as the independent parameter instead of the 
combination of particle size and density. 
　While in fluid processing the absolute geometry 
of an apparatus usually has only a minor effect on 
the result and is therefore neglected in most simu-
lations systems, for many of the solids-processing 
units, the geometry directly affects the result of the 
process; for example the cut size of a gas cyclone is 
not only affected by the velocities and solids loading, 
but depends directly on  the absolute diameter of the 
cyclone. Due to this influence, most of the modules 
require information about the geometry of the appa-
ratus, in some modules even two calculation modes 
are implemented, one with a user-defined absolute 
geometry (simulation mode) and another in which 
the geometry is calculated by the module itself (de-
sign mode).
　The software modules were implemented as COM 
objects, so that they can be added and removed dur-
ing runtime. They communicate with the simulation 
environment via the Cape-Open Unit 1.0 plug/socket 
and with the connected streams via the extended 
ThermoSE 1.1 plug and socket (Figs. 1, 5). The Unit 
1.0 interface is mainly used to control the program 
logic and execution sequence, the ThermoSE 1.1 
interface is used to query all information about the 
materials involved. In the case of solids processes, Fig. 4  Structure of a movement matrix
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additional information, e.g. on the geometry of the 
apparatus is usually necessary; such information has 
to be queried from the user by the user interface 
provided by each module. Usually only parameters 
purely related to the apparatus should be queried this 
way. Since some models rely on parameters which 
are a combination of material properties and machine 
parameters, this rule cannot be followed strictly. In 
such cases, these combined parameters also have to 
be queried from the user.
　In order to facilitate the development of unit mod-
els, a ‘base unit class’ has been implemented which 
forms the common basis of all the modules (Fig. 5). 
The task of this base unit is twofold. First it should 
hide all implementation details for the communica-
tion between the different software components from 
the engineering-oriented developer of the unit model.
　The second task is to provide and ensure a mini-
mal functionality, e.g. to copy input to output streams, 
to check mass balances, to provide methods for con-
necting streams to the ports of the apparatus, etc. 
In the simplest case, the model implementer should 
only have to implement specific calculation and ini-
tialisation routines and to provide some basic infor-
mation about entrance and exit ports.
　The model library is still far from being complete, 
but it already covers the most important areas of par-
ticle technology. It contains modules for classification 
and separation, size reduction and size enlargement, 
drying, particle generation by crystallization and 
also for a gas-solids reactor. Table 1 gives a list of 
solids processing steps for which models have been 
developed together with the name of the responsible 
project partner. The implementation of further solids 
processing steps as independent modules is either 
planned or already in progress.
　Another possibility to extend the model library 
is to create aggregate units. These aggregate units 
combine existing modules as a sub-flowsheet, which 
afterwards can be used as a new unit model. This ap-

proach allows, for example the creation of a module 
for a circulating fluidised bed simply by combining 
a fluidised-bed module with the cyclone module. An-
other example which has already been tested is the 
creation of a module of a classifier mill, which has 
been simulated by the combination of a crusher and 
a sifter.

4.  Application of Solidsim

　The application of the developed system shall be 
demonstrated with two examples. The first one, a 
closed grinding circuit, is quite simple. It consists of 
only two units and needs as the only attributes the 
material and the particle size distribution to describe 
the solids. The second example is a process for the 
physical treatment of contaminated sludge. This 
example is much more complex, it consists of 9 ma-
jor units plus several auxiliary units such as mixing 
points, splitters and pumps. Furthermore, a control-
ler is involved. 

Simulation of a Closed Grinding Cicuit
　Size reduction is usually done in a closed circuit, 
i.e. a combination of a mill or crusher and classifier, 
which sends the coarse material back to the size re-
duction step. This combination of the size reduction 
unit and the classification unit might either consist 
of two independent units or alternatively one single 
unit.
　Fig. 6 shows a screenshot of SolidSim with a flow-
sheet of a closed milling circuit. The feed is coal with 
a particle size distribution ranging from about 50μm 
to 10 mm as shown in the screenshot. The sieve has a 
mesh width of 0.8 mm, the mill used in this example 

Fig. 5  Internal structure and interfaces of a unit model.

input
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(user
 interface)stream data / properties

specific model
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simulation environmentUnit 1.0
plig/socket

done

calculate

unit model Table 1  Solids processing modules in SolidSim

Processing step Responsible partner
Separation, classification Werther, Hamburg
Filtration of fluids Ripperger, Kaiserslautern
Gas filtration E. Schmidt, Wuppertal
Separation processes in 
centrifuges

Stahl & Nirschl, Karlsruhe

Agglomeration, granulation Mörl, Magdeburg

Crushing in mills Peukert, Erlangen
Convection drying Tsotsas, Magdeburg
Crystallisation, dissolving Kind, Karlsruhe
Gas-solid reactions in 
fluidised beds

Werther, Hamburg

Liquid spraying Walzel, Dortmund
Dosing and conveying Wirth, Erlangen
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is a hammer mill. The model used for the simulation 
of the hammer mill is based on the work by Vogel 
and Peukert18), 19), the description of the classification 
with the sieve is based on a classification function 
by20). A detailed description of the models can be 
found in21). The parameterization dialog of the mill 

can be seen in Fig. 7.
　It takes about 30s to iteratively solve this problem. 
The results of the simulation are as shown in Figs. 8 
and 9. In Fig. 8, the particle size distribution of the 
product is plotted, whereas Fig. 9 gives an overview 
on the different streams in the flowsheet. In this case 

Fig. 7  Screen shot of SolidSim with a closed milling circuit.

Fig. 6  Parameterization of the module “hammer mill”
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the total mass flow, the mass flow of solids (which is 
equal to the total mass flow since no fluid has been 
defined) and the medium particle size x50 (last col-
umn) for all the streams are shown. The simulation 
yields that the recycle stream has a mass flow nearly 
twice the size of the feed mass flow. 
　Using the SolidSim system for this simulation 
allows the configuration of the circuit to be easily 
changed. While in the first version of the circuit, the 
feed enters the mill first, for the second version as 
shown in Fig. 10, the feed flow enters the sieve first, 

thus removing the fines before entering the mill. 
The calculated results are shown at the bottom of 
Fig. 10. The simulations show that in this case, the 
flow through the mill is slightly reduced, while the 
throughput through the sieve is increased. In addi-
tion, the PSD of the product is changed minimally; 
the product has a slightly higher medium size x50.

Simulation of a Soil Washing Process

　As a second, more complex example, SolidSim 
has been applied to a special soil washing process, 
namely the physical treatment of contaminated har-
bour sludge. The process has been developed by 
the authors’ group which has been in operation in 
Hamburg 22, 23) for several years. This process takes 
advantage of the fact that the extent of contamination 

Fig. 10  Modified circuit with screenshot of the stream overview.

Fig. 11   Size-dependent contamination of dredged sludge (harbour of Hamburg) with lead. On the right side, the 
cumulative mass distribution of the particle size is plotted.

Fig. 9   Result of the simulation of the flowsheet according to Fig. 6, 
screenshot of the stream overview.

Fig. 8   Result of the simulation of the flowsheet according to Fig. 6, 
particle size distribution of the product.
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depends on the particle size. This is illustrated in Fig. 
11. In the right-hand part of the graph, the cumula-
tive mass distribution of the particle size is plotted. 
On the left side, the contamination of the different 
particle size classes is shown. It can be seen that the 
fraction of particles with a size below 25μm making 
up about 35% of the mass has a lead concentration of 
about 160 ppm. The area of the bars in the left part 
of the diagram is proportional to the mass fraction 
of contaminants of the respective class in the total 
contamination. Thus, removing the fine particles with 
dp < 25μm will remove only about 35% of the mass 
but more than 80% of the contamination, resulting in 
a highly contaminated fraction of fines and a coarse 
fraction with a low concentration of lead. 
　The technical process for this classification and 
dewatering as it is employed in Hamburg is shown in 
Fig. 12. It consists of several sieves, hydrocyclones, 
an elutriator, screen belt presses and some other 
units. The models used for the simulation of the dif-
ferent units may be found in reference 21). With the 
fairly large number of units and several recycles of 
the process water with fines, this process is certainly 
too complex for manual simulation. Furthermore, it 
demonstrates the use of a dependent attribute which 
is in this case the particle-size-dependent contamina-
tion. Simulation with SolidSim allows prediction of 
the influence of changes of operating conditions or 
the influence of a change of a single unit on perfor-
mance of the whole process.
　It also allows finding suitable operating parameters 
to keep the sand fractions below given contamination 

limits when the dredged sludge changes or even to 
improve the process by performing several simula-
tion runs with variations of the operating parameters 
or of the flowsheet itself. Up to now, no mathematical 
optimization feature is implemented, but the struc-
ture of the program allows for a respective extension 
of the system in the future.
　Fig. 13 shows a screenshot of SolidSim with the 
flowsheet of the process. The process has been simu-
lated with a mass flow at the entrance of 9 kg/s fluid 
and 1 kg/s solids. Fig. 14 shows as results of the 
simulation the particle size distribution and the dis-
tribution of the lead contamination for both the sand 
fraction and the sludge.
　The results show that 52% of the solids fed to the 
process remain in a highly contaminated “sludge” 
product, while the remaining 48% are collected in the 
less contaminated products “coarse material”, “sand”, 
and “fine sand”. These latter materials may be reused 
for road building or other purposes, whereas the 
sludge has to be dumped in a landfill for hazardous 
waste. The separation process reduces the required 
disposal volume by roughly 50%.

5.  Conclusions

　The complex description of solids with their 
distributed and dependent attributes puts special 
demands on systems for flowsheet simulation. With 
the package SolidSim, a system has been developed 
that meets these requirements. It is the result of the 
joint effort of specialists from university and indus-

Fig. 12  Flowsheet for the mechanical dewatering and separation of harbour sediments.
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try. First applications with complex solids processes 
show its ability to support the engineer in designing 
and improving solids processes. At the moment, the 
system is not yet in a marketable state. It needs some 
improvement in stability and also a further extension 
of the model library. This further development of the 
system is in progress with the financial support of an 
industrial consortium 24).
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1. Introduction

　As one of the most important and essential re-
searches to develop convenient and effective drugs 
in the medical industry, more focus has been paid 
on the non-injection or parenteral drug. The study 
on drug release in the medical industry can be said 
to be one the most effective ways to stand up against 
side effects including: a) angioma due to an intra-
muscular and intravenous injection, b) allergies and 
mental stresses that are originated from other kinds 
of immune disorders on the skin, c) drug dissolution 

induced from the oral administration. The meaning of 
the drug release study is linked directly with the dig-
nity of human beings in terms of reducing the pain of 
drug delivery. This study is valuable as a noble deliv-
ery method of the drug. This study has been increas-
ingly applied to various fields including the inhibitor 
of partial nerves for local anesthesia, medical sup-
plies for kids, and substitutes for the existing drug. 
Unlike the existing direct medication sought only af-
ter the treatments, a recent trend of drug manufactur-
ing is toward longer lasting effects with less pain and 
less quantity. This field has been considered as one 
of the most prospective fields of the medical industry, 
and thus has been enormously invested in to develop 
the complex drug deliver y system that releases 
multi-functional, compound and compact drugs. As 
the effect of a medicine appears in proportion to the 
drug concentration in the blood, it is necessary to 
control the curve of the blood concentration with 
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various pharmaceutical technologies. Hence, it is es-
sential that the behavior of the drug in a body should 
be controlled by various technologies to perform the 
stable and effective medication on the selective area 
[1-3]. Throughout the world, the United States and 
Japan have set spurs to the development of the drug 
delivery system over the last 20 years thanks to their 
bio-technologies and genetic technologies. Consider-
ing the rapid growth in the patents application of the 
drug forms, the Korean pharmaceutical industry is 
also displaying interest in the development of new 
drugs through the new types of drug forms. Pres-
ently, several success stories have been announced 
and they have already started manufacturing and 
marketing the treatments of arthritis using the new 
technologies. An ideal drug delivery system can be 
achieved by materials that have no chemical changes 
and that satisfy the conditions of biodegradability 
and bio-compatibility of the nanoparticles carrier, the 
biodegradable speed of the carrier and the delivery 
speed of the drug [4, 5]. Another reason that the 
drug delivery system has come into the spotlight is 
because of shorter development periods and lower 
costs compared to the development of a new drug 
[6-8]. As the effect of a general medicine appears in 
proportion to the drug concentration in the blood, it 
is necessary to control the curve of the blood con-
centration with various pharmaceutical technologies. 
Especially, it is essential to maximize the drug de-
livery on the target areas using special technologies 
rather than controlling the drug concentration in the 
blood, in which an anti-cancer medicine and a genetic 
material are expected to generate severe side effects 
when delivered to the normal tissue. Therefore, it is 
also necessary to control the drug behavior in a body 
in order to effectively perform a stable treatment on 
the desired areas [9, 10]. This kind of drug form, 
which is designed for optimal treatments, is called 
the Drug Delivery System (DDS). The development 
of the drug forms originated because the necessities 
of new types of drug forms are on the rise based on 
the biotechnology, which is considered to be a break-
through when development of materials with new 
chemical structures are at the height of their prosper-
ity [11, 12]. Drugs are administered through injec-
tion, mouth, transdermal, and a mucous membrane, 
but the drug delivery system is invented to improve 
the way of drug administration. The drug delivery 
system raised a question in the existing pharmaceu-
tical medication methodology (the drug forms and 
application methods), and moves toward the goal of 
optimization of drug therapy by handling the medical 

supplies as "the science of medication methodology", 
not only as "materials". In other words, it is designed 
so that the desired amount of drug can reach the 
desired area with the desired concentration. For ex-
ample, when an antiphlogistic agent is administrated 
through the mouth for the treatment of arthritis, the 
drug will work upon the joint but will give rise to side 
effects on the other areas. Against this backdrop, 
the drug delivery system intends to design the drug 
forms to reduce this side effect and to maximize the 
remedial result [13-16]. Drugs are processed in the 
form that can display the most convenient and ef-
ficient medical action, and then are administered in a 
body through various ways. The administered drug 
is released from its form, and is absorbed into blood, 
which is then delivered to each organ through the 
bloodstream and finally is eliminated through me-
tabolism and urination. All drugs will work upon the 
desired area (receptor) in a body while they will give 
rise to side effects on the other areas [17-22]. 
When the characteristic length of a high molecular 
substance is controlled in the size of a nanometer, 
several functions are displayed, which cannot be 
seen in the ordinary material. The material designed 
to have a stable structure in the size of a nanometer 
can lead the newly-advanced materials in the field of 
life science and environmental industry on its own 
or as a composite material mixed with other materi-
als, as well as replacing the existing high-functional 
materials. As nanoparticles containing insulin are 
available in wide application using the chitosan that 
attracts public attention as the last biomass, they can 
be widely applied to the industry as well as to aca-
demic research [23-27]. Chitosan or poly (D-gluco- 
samine) is the polymer consisting of chitin that is 
partially deacetylated. Chitosan can be easily made 
from chitin, a natural polymer, which is derived from 
the cuticles of insect species or Crustaceans such 
as crabs and shrimp. Chitin exists in nature with 
the largest amount but cellulose. Chitosan has vari-
ous useful characteristics including high chemical 
resistance, big thermal stability, affinity with dyes 
and metal ions, and bio-compatibility. Over the last 
20 years, these kinds of characteristics have been 
widely applied to chemical engineering, biomedicine, 
waste water treatment, the collection and recycling 
of metal, functional membranes, and the controlling 
of metal ions in a body [28-33]. As chitosan dissolves 
in an acidic solution, has reactive amino suitable for 
chemical changes, and is harmless to people, the 
functional polymer made from chitosan can be an 
excellent ion exchange resin or an absorbent. Hence, 
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it can be widely applied to medical supplies, as a 
remover of agrichemicals and heavy metals, waste 
water treatments, etc. [34, 35]. As chitosan nanopar-
ticles manufactured in the present study have a low 
production cost, bio-compatibility and low toxicity, 
research on this subject has been widely conducted 
[36-38]. 
　The present study investigated the release char-
acteristics in vitro and in vivo after manufacturing 
penicillin and insulin using chitosan at a low tempera-
ture. Each process is optimized with its temperature, 
pH, time, etc. for making the optimal drugs. Then, 
their release characteristics in accordance with the 
drug concentration are investigated. The drug is 
processed in the form that can be easily applied and 
that can display its optimal medical action. Then, it 
is administered in a body through various routes. 
The administered drug is released from its form, 
and is absorbed into blood, which is then delivered 
to each organ through the bloodstream and finally 
is eliminated through metabolism and urination. All 
the drugs will work upon the desired area (receptor) 
in a body while they will give rise to side effects on 
the other areas [19]. The present study investigated 
its release effect in a body using insulin that contains 
chitosan. In addition, it also investigated its release 
characteristics in vitro and in vivo after manufactur-
ing insulin using chitosan, a biodegradable polymer, 
at a low temperature. Each process is optimized with 
its temperature, pH, time, etc. for making the optimal 
drugs. Then, their release characteristics in accor-
dance with the drug concentration are investigated. 
People who have diabetes suffer from pain and finan-
cial loss, for insulin is administered through an injec-
tion. However, this pain can be relieved when the 
drug is administered through a mucous membrane 
in the nose using the chitosan nanoparticles. This 
study confirmed that drug delivery system using the 
biodegradable nanoparticles carrier are effective in 
drug release and can lower the blood glucose level..

2. Experimental

2.1 Reagent and Device
　NOD (Non Obese Diabetic) mice in their 3rd, 5th 
and 7th weeks were bought from Korea Taconic Co., 
Ltd. for the experiment (Fig. 1). Norvolin-R was 
bought from Korea Green Cross Corporation, while 
glycerol, chitosan and acetic acid were bought from 
Sigma-Aldrich that won recognition for its degree of 
purity. Chitosan was gained from chitin after being 
deacetylated (95% of deacetylation), which was bought 
from Aldrich. Its molecular weight for the experiment 
was about 30,000-50,000 and 100,000-120,000.

2.2 In vitro and In vivo Experiments using the 
Chitosan Patch
　2.0g of chitosan, 30㎖ of distilled water and 1㎖ of 
acetic acid are put into the 50㎖ sterilized vial and 
they are stirred regularly. Then, it is stabilized at 40
℃ for three days. Next, it is blended with penicillin-G 
and insulin, respectively for their suitable concentra-
tion and stabilized at 4℃ for a week. For the in vitro 
experiment using the chitosan patch, the stabilized 
chitosan drug is put into a container of stainless steel 
with 13㎠ of surface area and a size of 5㎤. Then, its 
surface is fixed with a sterile dressing of the same 
size. The fixed drug is neutralized in the solution 
that is set at pH 8 using NaOH, and then is soaked in 
the distilled water until just before the experiment. 
After that, it is put into 1l of phosphate buffer solu-
tion (KHCO3: 9g/l, K2HPO4: 1.4g/l, KH2PO4: 1.1g, pH 
7.4) and then is kept at 37℃ by the constant tempera-
ture system. If the buffer solution reaches over pH 
7.4 during the experiment, set it at 7.4 with the HCI 
0.1M. Next, the chitosan drug is put into this buffer 
solution, and the supernatant should be stirred at the 
speed of 100rpm. The reagent is sampled three times 
at the interval of 1, 2, 4, 8, 12 and 24 hours. The val-
ues are averaged and their concentration is measured 
at 290_ which is the inflection point of 290_ with U.V 

Fig. 1　NOD mice for in vivo experiment.
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(HP-8435). 
　For the in vivo experiment using the chitosan 
patch, its ef fect is analyzed after adding the skin 
activating agent. First of all, put each chitosan with 
different molecular weight (M, W: 50,000, 120,000; 
hereinafter called C1 and C2) into the sterilized vial 
together with distilled water and acetic acid. Then, it 
is stabilized at 40℃ for three days. When the skin ac-
tivating agent (glycerol, DMSO, DMF) is added, the 
same amount of distilled water is reduced for making 
the initial chitosan solution, while the rest of the pro-
cess remains the same. Each insulin concentration 
of 10 IU and 20 IU is blended with the prearranged 
chitosan solution. Then, exactly 1㎖ of manufactured 
drug is put into the container (2.5㎝ in diameter, 0.25
㎝ in height) using a syringe, which is soaked in 0.1 
M of NaOH solution for 10 seconds. Then, it is put 
into the small amount of distilled water of 4 ℃ and 
is kept refrigerated. Drugs are apt to decompose, so 
prepare it within one hour prior to the experiment. 
The arranged drug is wrapped hard around the ab-
dominal region of the mouse with sanitary tape, so 
that it is well fixed to observe the difference of the 
drug release. The blood glucose level is analyzed us-
ing SURE STEP Plus (see Fig. 2), which is a blood 
glucose test meter manufactured by LifeScan, Inc., 
USA. The test strips for the experiment are code 9, 
also from LifeScan, Inc. The insulin concentration is 
analyzed using the HPLC system of Waters Corpo-
ration. Particle size and zeta potential are analyzed 
using Zeta-plus from Brookheaven Instruments Cor-
poration, while the formation of nanoparticles are 
confirmed using AFM from PSIA Corp. (see Fig. 3). 
The insulin concentration is measured using C-18 
as a separate column and is analyzed using HPLC 
(HP-5420) from Waters Corporation, USA (see Fig. 
4).

2.3 Manufacturing the Chitosan Nanoparticles 
Containing Insulin
　For the in vivo experiment using the chitosan 
nanoparticles, these nanoparticles are manufactured 
by putting regular sized chitosan into the sterilized 
vial together with other materials including insulin, 
distilled water and acetic acid, which is then blended 
and is kept refrigerated for three days for stabiliza-
tion. Then, it is completely dissolved in the Tripoly-

Fig. 2　Insulin Isolation for in vitro Drug Release System.

Fig. 3　 AFM Pictures of the Nanoparticles.

Fig. 4　 Nanoparticle Size Analysis using Zeta-potential Analyzer.
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phosphate solution and is stabilized at room tempera-
ture. Next, it is reacted by adding glycerin for about 
10 minutes, and its pH is measured. After that, it is 
centrifuged for 15 minutes. The centrifuged solution 
is frittered with a micro pipette. Then, the nanopar-
ticles are confirmed with the Particle size analyzer, 
Zeta potential and Atomic Force Microscopy (AFM). 
After measuring the blood glucose level once from 
the arranged blood of a mouse, nano-chitosan solu-
tion is administered to the mucous membrane of a 
NOD mouse using a micro pipette. The number of 
administration varies: once, five times and seven 
times. For a chitosan solution containing 100μℓ/ml 
of insulin, 0.3g (1%) of chitosan is put into the steril-
ized vial, which is evenly soaked with 1.2㎖ of insulin 
using a micro pipette and then is kept refrigerated 
for over four hours. Next, it is blended with 28.35㎖ 
of distilled water and then is combined with 0.15㎖ of 
acetic acid, which is completely dissolved using the 
glass rod and Voltex Mixer before being kept refrig-
erated. 0.09g of Tripolyphosphate (hereinafter called 
TPP) solution is completely dissolved in 29.91㎖ of 
distilled water and is kept refrigerated. With these 
two solutions, first put 25㎖ of chitosan solution into a 
new vial (50㎖) and 10㎖ of TPP solution is added us-
ing the micro pipette, which are completely blended 
for five minutes. Five minutes later, 100μℓ of glycerin 
is added and stirred for 10 minutes, which is put into 
two micro tubes (1.7㎖) up to 0.9㎖ respectively. This 
tube is centrifuged with a centrifugal separator set at 
15,000rpm for 15 minutes. Then, the supernatant is 
separated from the centrifuged solution and is ana-
lyzed with the HPLC system. The analyses are per-
formed twelve times at the beginning and then after 
1 hour, 2 hours, 4 hours, 8 hours, 12 hours, 1day, 2 
days, 3 days, 4 days, 5 days, 6 days, and 7 days. The 
reagents containing chitosan nanoparticles are com-
posed of the insulin concentration (μℓ/㎖) of 100, 75, 
50 and 30 respectively, and the composition of each 
reagent is as follows (see Table 1):　

3. Results and Discussion

　Fig. 5 shows the drug release concentration at 
Penicillin-G 0.1, 0.3, 0.5, and 0.7 % in vitro. The value 

shows a relatively slow increase, in other words, a 
relatively stable increase. The value is more stable 
when its concentration is higher. Also, it is identified 
that transformation occurs when mixing chitosan 
and penicillin at over 30℃. This should be considered 
when mixing these two materials. Through this ex-
periment, it is observed that chitosan allows the drug 
release to be stabilized. Therefore, it is estimated that 
chitosan and its derivatives are quite useful when 
conducting drug release experiments. 
　Figu. 6 shows the blood glucose level in NOD 
mice in accordance with three different hypodermic 
injections. For NOD mice in the control group, the 
blood glucose level does not fall below 200 mg/dl. 
The hypodermic injection was administered by 2 IU/
Mouse (0.057 IU/g) and 5 IU/Mouse (0.143 IU/g) 
based on the 35g of NOD mice. For the hypodermic 
injection on 5 IU/Mouse, the lowest blood glucose 
level (40 mg/dl) is observed after four hours of ad-

Table 1　The Composition of Nanoparticles

Insulin Concentration 
(μℓ/㎖)

100 75 50 30

Chitosan (g) 0.3 0.3 0.3 0.3
Distilled Water(㎖) 28.35 28.65 28.95 29.19
Insulin (㎖) 1.2 0.9 0.6 0.36
Acetic Acid(㎖) 0.15 0.15 0.15 0.15

Fig. 5　 Drug Release Concentration at Penicillin 0.1, 0.3, 0.5, and 0.7%.

Fig. 6　 Effects of Hypodermic Injection on Blood Glucose Level in 
NOD-mouse.
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ministration, which is not a desirable value compared 
to that of the normal mouse. It is 2IU hypodermic in-
jection that has similar effect with the blood glucose 
level (110-120 mg/dl) of a normal mouse. This value 
is the suitable blood glucose level that should be 
gained from the drug patch. 
　Fig. 7 displays the effects of transdermal insulin 
delivery by a chitosan patch (Chsn1= MW; 50,000, 
Chsn2= MW; 120,000) on the blood glucose level. As 
shown in the Fig. 7 chitosan 1 is more effective in its 
insulin delivery than chitosan 2.

　As Fig. 8 shows, the effects of DMSO molecular 
weight on the blood glucose level of NOD-mouse are 
investigated in order to find the most suitable DMSO 

concentration. As Fig. 11 shows, the higher the 
DMSO concentration is, the higher the blood glucose 
level becomes. It is estimated that when the DMSO 
concentration reaches over a certain level, drug de-
livery is difficult due to the increase of skin reaction. 
The result found that DMSO2 (0.85 mg/ml), showing 
the most suitable blood glucose level of 135 ㎎/㎗, is 
the optimal concentration of the skin activating agent. 
Unlike the hypodermic injection, this is because the 
drug is administered every three hours and then is 
given one hour of restoration period before re-admin-
istrating the drug. Compared to drug administration 
through a hypodermic injection, drug administration 
through an insulin patch achieves 8% of drug delivery 
on the aspect of insulin, and maintains a reasonably 
low blood glucose level. 
　Fig. 9 shows the blood glucose level change of a 
mouse at dietary state in vivo depending on the chito-
san nanoparticles that contain various insulin concen-
trations (10 IU, 7.5 IU, and 5.0 IU). As shown in Fig. 
9, when the insulin concentration is increased, the 
blood glucose level is decreased. The variation of the 
three curves is significant because the intake of each 
mouse varies among the several elements to change 
the blood glucose level (i.e. food intake, activities and 
the level of stress). 

　Fig. 10 is an experiment to find the insulin trans-
portation by nanoparticles. The mice are left eight 
hours without food, and then their blood glucose 
level change is observed for 24 hours. In this experi-
ment, the insulin concentration of the nanoparticles 
is relatively lower than the prescribed diet because if 
a mouse is administrated with the same amount of in-
sulin during hunger, it may go into shock. As shown 

Fig. 8　 Effect of DMSO molecular weight on blood glucose level of 
NOD-mouse in vivo. (DMSO1: 1.7 mg/㎖, DMSO2: 0.85 g/㎖, 
DMSO3: 3.4 g/㎖).

Fig. 9　 Nanoparticles effect on blood glucose level change of mouse at 
dietary state in vivo.

Fig. 7　 Effects of transdermal insulin delivery by a chitosan patch on 
blood glucose levels in NOD-mouse (chsn1=mw: 50,000, chsn2 
= mw: 120,000).
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in Fig. 10, the blood glucose level is lowered in the 
order of 7.5 IU, 5.0 IU, and 3.0 IU, and unlike the 
prescribed diet, their blood glucose level is stabilized 
four hours later, which is an ideal result.

4. Conclusions

　During the in vitro experiment, it was found that 
chitosan can release the drug at a constant level, and 
that it is pertinent to apply chitosan and its deriva-
tives for drug release experiments. Also, the mixture 
of chitosan and penicillin is transformed when made 
at over 30℃, which should be considered before mix-
ing these two materials. 
　During the in vivo experiment using the chitosan-
insulin patch, the author found that it can release the 
drug at a relatively constant level, and that chitosan 
is effective for drug release experiments. In addition, 
the author observed that a high molecular chitosan 
raises the efficiency as a drug release carrier more 
than a low molecular chitosan, and that the amount 
of drug release may be controlled depending on the 
condition. Chitosan containing insulin releases less 
drug when stored at a low temperature, and the in-
sulin drug is decomposed over time. It is necessary 
to perform systematic research on this matter in the 
future. When comparing the skin activating agents, 
the author found that DMSO is the most effective in 
vivo.
　For the in vivo experiment using the chitosan 
nanoparticles containing insulin, the blood glucose 
level does not fall below 200mg/ml among the NOD 
mice in the control group. It is the curve of 2 JU that 
has the most approximate value for our drug patch. 
It shows the decrease of blood glucose level for Insu-
lin 10 IU and 20 IU NOD mice in case of chitosan 1 

and 2 with different molecular weight (MW; 50,000, 
MW; 120,000). Chitosan 2 shows somewhat better 
characteristics. When manufacturing the chitosan 
solution, the skin activating agent is added for the 
experiment. The result found that DMSO displays 
the best decrease on the blood glucose level. With 
DMSO, the value drops up to 104㎎ /㎗ , which is 
lower than we expected. However, the blood glucose 
level is increased up to 270 ㎎/㎗. It is estimated that 
DMSO may cause stress accompanied by stigmas. 
Against this backdrop, the author conducted DMSO 
experiments with different concentrations. The result 
found that as the DMSO concentration is increased, 
the skin reacts against the drug due to skin irritation. 
Based on the above experiments, the author summa-
rizes the results as follows:

1. Capital Chitosan manufactured with over 95% de-
gree of purity performs a relatively stable drug re-
lease during in vitro and in vivo experiments, and 
that it is reasonable to apply the chitosan deriva-
tives for the drug release experiments.

2. With the chitosan patches, the blood glucose level 
is lowered the best when the skin activating agent, 
DMSO, is added.

3. It is possible to manufacture nanoparticles of 
100-200 nm with the biodegradable high molecular 
weight chitosan, and the manufactured nanopar-
ticles are highly efficient as a drug release carrier.

4. For insulin absorption through a mucous mem-
brane, only a small amount of chitosan nanopar-
ticles can maintain the stable blood glucose level of 
100-120 mg/dl.

5. It is estimated that insulin absorption is increased 
through the chitosan nanoparticles because the 
nanoparticles can expand the connection of the 
epithelian cells loosely.
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1. Introduction

　Interparticle interactions in colloidal dispersions 
mainly consist of thermodynamic potential interac-
tion and hydrodynamic interactions 2). Whereas the 
former works in both static and dynamic situations, 
the latter works solely in dynamic situation. Although 
the thermodynamic interactions in static situations 
have been studied extensively and summarized as 
a concept of effective interactions, the nature of dy-
namic interactions are poorly understood. Since the 

hydrodynamic interaction is essentially long-ranged, 
many-body, it is extremely difficult to study its role 
by means of analytical way alone. Numerical simula-
tions can aid to investigate fundamental role of the 
hydrodynamic interaction in colloidal dynamics.
　Between November 2002 and March 2006, the 
“Development of Hybrid Molecular Dynamics Simu-
lation Project,”4 sponsored by the Japan Science and 
Technology Agency,5 was carried out initially at the 
Department of Physics and Astrophysics,6 Graduate 
School of Science, Kyoto University and later at the 
Department of Chemical Engineering,7 Graduate 
School of Engineering, Kyoto University. As the ma-

Abstract

　We have released a colloid simulator named KAPSEL implemented the “Smoothed Profile (SP) 
method” which has been developed by ourselves for direct numerical simulations of particulate flow 
providing a way to couple continuum fluid dynamics with rigid-body dynamics through smoothed 
profile of colloidal particle. KAPSEL enebles us to simulate multi-component fluids, such systems as 
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tational cost as required for solving non-particulate flows. KAPSEL computes the fluid velocity and 
the electrostatics potential by solving both Navier–Stokes and Poisson equations directly. The time 
evolutions of the colloidal particles and the density of counter ions are then determined by solving 
Newton’s equation of motion and advection-diffusion equation, respectively, in a consistent manner 
so that the electro-hydrodynamic coupling can be fully taken into account. The electrophoretic mobil-
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dispersions. The comparisons with theories show excellent quantitative agreements.

Keywords:  Colloidal dispersion, Simulation, Rheology, Electrophoresis, Hydrodynamics, Sedimentation

† Accepted: June 23, 2006
＊ Kyoto 615-8510, Japan
１ Corresponding author,
 TEL&FAX: +81-75-383-2682
 E-mail: ryoichi@cheme.kyoto-u.ac.jp
２ Present address: Institute for Molecular Science, Oka-

zaki 444-8585, Japan
３ Present address: Department of Chemical Engineering, 

Kyushu University, Fukuoka 819-0395, Japan

KAPSEL: Kyoto Advanced Particle Simulator for
ELectrohydrodynamics

─Toward Direct Numerical Simulations of Colloidal Dispersions─†

R. Yamamoto1, K. Kim2, and Y. Nakayama3

Department of Chemical Engineering, Kyoto University＊

４ http://www-tph.cheme.kyoto-u.ac.jp/hymd/index-e.
html

５ http://www.jst.go.jp/EN/
６ http://www.scphys.kyoto-u.ac.jp/index-e.html
７ http://www.cheme.kyoto-u.ac.jp/english/



KONA  No.24  (2006)168

jor objective of this project, we developed a reliable 
and ef ficient numerical method, called smoothed 
profile (SP) method 5) 6) 10) and 11), to resolve the 
hydrodynamic interactions acting on solid particles 
immersed in complex host fluids. In the SP method, 
the original sharp boundaries between colloids and 
host fluids are replaced with diffuse interfaces with 
finite thickness ξ . This simple modification greatly 
improve the performance of numerical computations 
since it enables us to use the fixed Cartesian grid 
even for problems with moving boundary conditions.
　In 2006, we have released a program package 
named KAPSEL, the Kyoto Advanced Particle Simu-
lator for Electrohydrodynamics, which is based on 
the SP method and applicable to several electrohy-
drodynamic phenomena such as electrophoresis 
of charged colloidal particles. The entire KAPSEL 
source code is viewable on the web8 and anyone 
agreeing to the “OCTA Free Software License Agree-
ment”9 can download it freely for use. This document 
outlines the basic principles of the SP method and tu-
torials describing how to install and execute KAPSEL 
using a few sample test cases. The latest information 
will be appearing online, so the reader is recommend-
ed to refer to the web if the instructions described in 
this paper return unsuccessful results.

2. Installation

2.1 Installation of OCTA
　KAPSEL is designed to be used as an add-on en-
gine of “OCTA10,” an integrated simulation system for 
soft materials developed by the joint project of indus-
try and academia funded by Ministry of Economy, 
Trade and Industry (METI), Japan. To use KAPSEL, 
one needs a graphical user interface called “Gourmet” 
distributed within the “OCTA” program package, 
whose newset version11 can be obtained from the 
web. One must install “OCTA” properly by following 
the installation procedure of “OCAT” on each ma-
chine.
　Because KAPSEL needs library called “libplatform,” 
whose source codes are attached to “Gourmet” to 
implement data input/output through UDF files, one 
must follow the instructions below to build “libplat-
form” on each machine in advance of compilation of 
KAPSEL.

Linux: For Linux machines, follow the instruction 
below to build “libplatform.”
　　% cd /usr/local/OCTA2006/GOURMET_2006
　　% tar xvfpz gourmet*_src.tar.gz

　　% cd src
　　% make
　　% make install

Windows: For Windows machines, first install the 
free software Cygwin12 that emulates UNIX on the 
Windows. In doing so, be sure to include “gcc,” “gcc-
mingw,” and “make.” Subsequently, start up the Cyg-
win shell and build “libplatform” as follows.
　　% ln -s /cygdrive/c/OCTA2006/ /usr/local/.
　　% cd /cygdrive/c/OCTA2006/GOURMET_2006
　　% ./GOURMET2006_SRC.EXE
　　% cd src
　　% make -f Makefile.cygmingw
　　% make -f Makefile.cygmingw install
　　% cd ../lib/cygwin
　　% ln -s ../win32/libplatform.a .

Mac: For MacOS X machines, follow the instruc-
tion below to build “libplatform.” Here we assume 
“OCTA2006” is installed in “/Application/OCTA/” 
and two environment variables,  “PATH” and 
“PF_FILES” , are set properly.
　　% cd /Application/OCTA/GOURMET_2006/src
　　% make
　　% make install

2.2 Installation of KAPSEL
　The complete source codes of the latest version of 
KAPSEL can be obtained from the web as a “gzipped-
tar” archive file under the name of “kapsel.tar.gz.” 
The file can be decompressed into the “./kapsel/” us-
ing the following command.
　　% tar xvfpz kapsel.tar.gz

Linux and Windows: The compilation of KAPSEL 
can be made as follows using the supplied “Makefile” 
without any changes.
　　% cd kapsel
　　% make

Mac: For MacOS X machines, put the following in 
the “Makefile,” and then perform “make.” 
　　ARCH=macosx
　　CC=gcc
　　CXX=g++

８ http://www-tph.cheme.kyoto-u.ac.jp/kapsel/
９ http://octa01.t.u-tokyo.ac.jp/OCTA/license_eng.html
10 http://octa.jp/
11 At this moment, the newest version is “OCTA2006.” We 

further assume “OCTA2006” is properly installed.
12 http://cygwin.com/
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　　CCOPT=-DMACOSX -03 -fno-inline
　　LINKS=-lm -lplatform

2.3 User support
　The BBS of the OCTA home page http://octa.jp 
contains the bulletin board of KAPSEL. Enter ques-
tions or bug reports about KAPSEL in the bulletin 
board.

3. Rheology of Colloidal Dispersions

　Although the rheology of suspensions is important 
in terms of practical application, its theoretical gen-
eralization is too complex a process. (For example, 
refer to Ref. 2) In the low concentration limit of colloi-
dal particles, the theoretical result shows that the ap-
parent viscosity of a suspension ηeff increases as given 
in equation (1) (see 2), for example.),

　
ηeff

η =1+5
2

φ, (1)

　where η denotes the viscosity of the solvent and φ 
the volume fraction of the colloidal particles. This is 
Einstein’s well-known viscosity equation, although it 
only holds for the range with the volume fraction φ << 
0.1. As the particle concentration increases, the effect 
of particle interactions becomes visible with changes 
in particle structures resulting from the interaction, 
vitrification and crystallization occurring. This makes 
it difficult to predict the rheology of a suspension the-
oretically on the basis of the basic laws. Although af-
fected by the aforementioned difficulties, the impor-
tance of the subject means a number of experimental 
studies have been performed, with several empirical 
or semi-empirical formulas for the apparent viscosity 
having been proposed to summarize such studies. 
(See the Doughherty-Krieger equation 3), Refs. 4), 
and references therein.)
　As the particle concentration increases, the in-
volvement of diverse effects other than the colloid 
volume fraction in the phenomena necessitates 
analysis of an individual phenomenon rather than the 
formation of a cohesive theory. The Smoothed Profile 
(SP) method provides a simulation method allowing 
solvent-induced many-body interactions between col-
loidal particles to be calculated directly; it also allows 
the rheology of various kinds of suspensions to be 
analyzed. KAPSEL so far allows simulation and rheol-
ogy measurement in a simple shear flow condition to 
be performed for a monodisperse system in a Newto-
nian fluid.

3.1 Basic Equations
3.1.1 Equation of Motion of Colloidal Particles
　Let us consider the motion of N spherical particles 
in a Newtonian fluid. The position, velocity, and an-
gular velocity {Ri, Vi, Ωi} of the ith colloidal particle 
having mass Mp evolve over time according to the 
equations of motion:
　　　　R

4

i=Vi, (2)
　　 MpV

4

i=F H
i +F other

i , (3)
　　 Ip･Ω

4

i=N H
i , (4)

Ip=(2/5) Mpa2I denotes the moment of inertia of the 
colloidal particle, with I denoting the unit tensor. In 
the above equations, FH

i  and NH
i  respectively denote 

the force and torque received by the colloidal particle 
from the fluid, expressing the momentum balance. 
For the implementation of this calculation, see Refs. 
5, 6). Fother

i  denotes direct interaction between colloi-
dal particles and buoyancy.

3.1.2  Solvent Motion: Navier-Stokes Equation 
in Shear Flow

　Solvent motion is in the form of incompressible 
flow (∇･υ=0). The velocity field υ of the entire sys-
tem of the solvent and the colloidal particles follows 
the Navier-Stokes equation:

　(∂t+υ･∇)υ=-1
ρ∇p+ν∇2υ+φfp+f shear

　 , (5)

ρ, η=ρν, and p denote the density, viscosity, and pres-
sure of the solvent, respectively. The body force φfp 
takes into account the solid/non-slip boundary condi-
tion on surfaces of colloidal particles. For the detailed 
implementation, see Ref. 5, 6).

3.2 Rheology Measurement
　The external force f shear controls υx so that it is kept 
at the profile of a simple shear flow given by

　　υx=S
Ly

2
-y )( . (6)

　In equation (6), S denotes the shear rate. This driv-
ing method is the product of the application of the 
Schumacher and Eckhardt method 9), devised for 
uniform flow, to the Smoothed Profile (SP) method13. 
In this driving method, periodic boundary conditions 
are applied in the flow direction (x-) and span direc-

13 To solve a simple shear flow problem, we can use a 
method involving giving the velocity/force at the bound-
ary wall as the boundary conditions, Rogallo’s mov-
ing grid method 8, 9), analogous to the Lees-Edwards 
boundary condition in molecular dynamics simulation, 
and another method; however, we used the aforemen-
tioned calculation method, in which grids do not distort 
and no boundary problems occur.
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tion (z-), while a free-slip boundar y condition 
(∂yυx,z( y=0, Ly)=0) is imposed on the upper and lower 
walls. The upper and lower walls are non-transparent, 
that is, condition υy( y=0, Ly)=0 holds. In the SP meth-
od, f shear

　  is applied as feedback during each step of 
calculation after the advection of colloidal particles 
and fluid is completed.
　The apparent viscosity of a suspension is defined 
by

　ηeff=
σ eff

xy

S
, (7)

　where S (denoting the shear rate) is a control pa-
rameter, and the macroscopic shear stress σ e f f

xy  is 
evaluated on the basis of the calculation data. Let us 
derive a stress calculation method for a suspension. 
To facilitate the explanation, the case of a uniform flu-
id is initially considered. Subsequently, the case of a 
colloidal dispersion (SP method) is described.

3.2.1 Uniform fluids
　Let us write the equations of motion for the shear 
flow of uniform fluid as follows:
　　∇･υ=0, (8)
　　　ρυ4=∇･σ+ρf shear

　 . (9)
　In equation (9), f shear

  denotes the external force 
field per unit mass that exerts shear on the system. 
This gives the definition of macroscopic stress in the 
following form:

　σeff=1
V ʃ dxσ. (7)

　This can be calculated through the volume integral 
of local stresses σ.
　Let us consider evaluating σef f by using external 
force ρf shear

 . Using an identity of second order
　σ= [∇･(σx)] T- x∇･σ, (11)
　the following equations are obtained:

　　ʃ dxσ=ʃ dx[ ][∇･(σx)] T- x∇･σ  (12)

　　    =ʃ dx[- x∇･σ]  (13)

　　    =ʃ dx[ ]x ρf shear- ρυ4( )  (14)

　　    =ʃ dxxρf shear-
d
dt ʃ dxρυ. (15)

　Here, we drop the surface term and use the in-
compressible condition (∇・υ=0). In the steady state, 
since the change in the total momentum is zero, we 
ultimately obtain

　　σ eff= 1
V ʃ dxxρf shear. (16)

3.2.2 SP Method for Particle Dispersion
　Let us formally write the equation of the momen-
tum of suspension in shear flow as follows:

　　 d
dt

(ρtυ)=∇･σ suspension+ρt f shear, (17)

　　　　 ρt=(1-φ)ρf +φρp. (18)
　In equation (17), σ suspension  denotes the stress of the 
suspension. Since this σ suspension  cannot be calculated 
directly, the formula to be obtained through the inte-
gration of stress (10) cannot be implemented.
　On the other hand, the SP-method-based equation 
for the velocity field of a suspension under a shear 
flow condition is given by

　　υ4= 1
ρ∇･σ +φfp+f shear. (19)

　Comparing this with equation (17), we obtain

　　 1
ρt
∇･σ suspension= 1

ρ∇･σ +φfp, (20)

　From this, we obtain

　　σ eff= 1
V ʃ dxxρtf shear (21)

　as an expression of the stress of the suspension. 
Although this contains the position vector explicitly, 
the macroscopic shear stress to be measured is free 
from how the origin of the system of coordinates is 
defined. This is compatible with the fact that the 
translational motion of the entire system is not driven 
by f shear. This fact will be confirmed in the following. 
When the origin of coordinates is shifted to a position 
expressed by x=x’+x0, we obtain

　　ʃ dx(x’+x0)ρt f shear=ʃ dxx’ρt f shear+ x0ʃ dxρt f shear. (22)

　Since the external force f shear is controlled such as 
to produce a shear flow, rather than a translational 
motion of the entire system, ʃdxρt f shear=0. The SP 
method uses equation (21) to evaluate macroscopic 
stress.

3.3 UDF Description
3.3.1 Input Parameters
　Selecting “Shear_Navier_Stokes” for “constitutive_eq” 
makes it possible to simulate the motion of colloidal 
particles in a Newtonian fluid under shear flow14. In 
the following, the variables to be specified in an input 

14 Simulation can be performed similarly when other alter-
natives for “constitutive_eq” are selected: for example, 
“Navier_Stokes” for the motion of colloidal particles in 
a Newtonian fluid, such as gravitational sedimentation 
of particles, and “Electrolyte” for the motion of charged 
colloids, electrophoresis in an external electric field, and 
similar.
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UDF file are described.
　The section “constitutive_eq.Shear_Navier_Stokes” 
specifies the characteristics of the solvent:
● constitutive eq.Shear Navier Stokes.DX...Grid width 
Δ as the unit quantity for length.

● constitutive eq.Shear Navier Stokes.RHO... Density 
of the solvent.

● constitutive eq.Shear Navier Stokes.ETA... Viscosity 
of the solvent.

● constitutive eq.Shear Navier Stokes.Shear rate... 
Shear rate.
　The section “particle_spec[],” specifies the charac-
teristics concerning the particle:
● particle spec[].Particle number... Number of par-

ticles.
● particle spec[].MASS RATIO... Ratio of the density 

of the particles to that of the fluid.
　The pieces of information on the particle radius 
and boundary thickness are entered as follows:
● A_XI... Boundary thickness ξ. When “Shear_Navier_Stokes” 

is selected, at least ξ ≥ 1 must be selected.
●A… Particle radius.
　The section “gravity,” enter the pieces of informa-
tion on gravity:
●gravity.G... Gravitational acceleration.
● gravity.direction... Select the direction in which to 

apply gravity.
　Specify the type of Lennard-Jones potential for in-
terparticle force.
● EPSILON... the energy unit for the Lennard-Jones 

potential.
● LJ powers... the power exponent of the Lennard-

Jones potential.
　The section “mesh,” specifies the simulation size 
(The current version is only compatible with a peri-
odic boundary condition in a rectangular parallelepi-
ped cell.):
● mesh.NPX... The size in the x-direction is Lx=2NPX.
● mesh.NPY... The size in the y-direction is Ly=2NPY.
● mesh.NPZ... The size in the z-direction is Lz=2NPZ.
　The section “time_increment,” specifies the time 
increment:
● time_increment... When you select “auto,” specify 

the time increment upper limit Tdump=ρ/ηk2
max, where 

kmax is the wave number determined by the grid 
width DX. When you select “manual,” specify the 
value manually.

● time_increment.auto.factor... The time increment is 
specified as Δt=Tdump×factor.

● time_increment.manual.delta_t… Enter Δt manu-
ally.
　 The section “switch,” specifies the simulation con-

dition:
● switch.ROTATION... Select “ON” to solve an equa-

tion of motion for particle rotation.
● s w i t c h . H Y D R O _ i n t . . .  S e l e c t  “ C o r r e c t ”  t o 

solve a Navier-Stokes equation for a fluid; for 
“Shear_Navier_Stokes,” however, the “Correct” 
switch is the only one implemented.

● switch.Stokes... Select “with advection” to take 
the inertia term into consideration when solving a 
Navier-Stokes equation. Select “w/o advection” to 
perform Stokes approximation not taking the inertia 
term into consideration; for “Shear_Navier_Stokes,” 
however, the option “w/o advection” is not imple-
mented yet.

● swithch.LJ truncate... When handling force between 
particles arising from the Lennard-Jones potential, 
select “OFF” for a normal form containing the at-
tractive force term, “ON” for repulsive force, not 
containing the attractive force term, or “NONE” 
when no force is applied at all.

● switch.INIT_distribution... With this switch, se-
lect the initial configuration of par ticles from 
“uniform_random” (random),“random_walk”
(shifted from a square lattice randomly), “FCC”
(on an FCC lattice), “BCC” (on a BCC lattice), and 
“user_specify” (the coordinates and velocity are 
user-specified.). When you select “user_specify,” 
enter the initial particle position and velocity into 
“user_specify.Par ticles[].R” and “user_specify. 
Particles[].v,” respectively. If the number of lists 
to be entered is smaller than that specified in 
“Par ticle_number,” increase “user_specify.Par-
ticles[]” by implementing the “Edit→Add an array 
Element” operation on “Gourmet” or edit the UDF 
file directly.

● switch.FIX_CELL... Set the direct current compo-
nent of the full velocity at zero, υk=0=0. To introduce 
gravitational acceleration to measure the settling 
velocity, set this to “ON.”
　 The section “output,” specifies the pieces of infor-
mation on the data output:
● output.GTS... Number of data output interval steps.
● output.Num_snap...Frequency of data output; in 

other words, the total number of steps is specified 
by GTS×Num_snap.

● output.AVS... Select “ON” to carry out data output 
in the AVS format.

● output.AVS.ON.Out_dir... Insert the directory for 
outputting AVS format data. For example, when 
“data” is specified, it is necessary to create the 
“./data” and “./data/avs/” directories in advance. 
The AVS field file is outputted to the “./data/” direc-
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tory under the filename of “data.fld”; the data file is 
outputted to the “./data/avs/” directory under the 
filename of “data_*.dat.” The number of steps is en-
tered in the asterisk *.

● output.AVS.ON.FileType... Select between “Binary” 
and “ASCII” for formatting the AVS data file.

● output.UDF... Select “ON” for output UDF.
　As many pieces of record data of the coordinates 
and velocities of particles as specified in “output.
Num_snap” are stored after “Particles[]” of the out-
put UDF.
　In the section “resume,” select from the following 
options to resume an interrupted calculation for the 
resume UDF:
● resume.caclucation... Select “NEW” to start a new 

calculation. Select “CONTINUE” to restart calcula-
tion after reading the pieces of information concern-
ing the number of calculation steps, particle coor-
dinates, velocity, angular velocity, solvent velocity 
field, and ion density field obtained at the end of the 
previous calculation. The data is saved in a location 
below “resume.CONTINUE.Saved_Data” of the re-
start UDF file. In this case, calculation is resumed 
with the restart UDF created at the end of the previ-
ous calculation being used as the input UDF. How 
to use this input UDF will be described in detail in 
Section 5.5.

3.3.2 Units of Space and Time
　The grid width Δ is used as the unit of length.
　The following points should be noted concerning 
the unit of time:
●A system of units is adopted that makes the relation 
ρ=η=Δ=1 hold in the Navier-Stokes equation.
●When the entries RHO=A, ETA=B, and DX=C are 
made in the input udf file, the maximum wave num-
ber kmax is given using C, with the upper limit of the 
time increment given as Tdump = (A/B)/k2

max on the 
basis of the diffusion time of the momentum. The 
time increment Δt is adjusted by Tdump×factor. How-
ever, the unit for time itself is the same as in the case 
of ρ=η=Δ=1.

4. Electrophoresis of Charged Colloids

　When colloidal particles are dispersed in a solvent 
with very large permittivity such as water, ions are 
emitted from leaving groups on colloid surfaces, with 
the particle surfaces becoming charged. The emitted 
ions are electrostatically attracted to particle surfac-
es, and at the same time, are diffused by thermal fluc-
tuation and form a cloud-like ionic atmosphere called 

an electric double layer around the colloidal particles. 
The properties of a colloidal disperse system in equi-
librium are described by a Poisson-Boltzmann equa-
tion. The Debye-Hückel approximation, obtained by 
linearizing the Poisson-Boltzmann equation, allows 
an unobstructed understanding to be obtained. In 
contrast, in so-called electrokinetic phenomena, such 
as electrophoresis, the behavior of particles and ionic 
distribution is determined by competition between 
hydrodynamic and electrostatic interactions. As a 
result of the competition, the ionic distribution be-
comes incapable of following the motion of particles, 
with electric double layers distorted out of spherical 
symmetry, resulting in a non-equilibrium state. The 
only means to analyze such a complex state is to 
introduce a theoretically simple approximation. In ad-
dition, even computer-based simulation has seldom 
yielded a correct reproduction.
　To overcome this situation, this project involved 
developing a new simulation method called the 
Smoothed Profile (SP) method 5, 10, 6, and 11). 
In the SP method, colloids are handled as particle 
pictures. In contrast, the solvent and ions are pre-
sented as a coarse-grained density field in the state 
of a continuum. In a continuum picture, the interface 
between a colloidal particle and a solvent, usually ex-
pressed through a step function, is expressed safely 
on a fixed orthogonal grid, using an interface func-
tion to overcome difficulties in numerical calculation. 
Accordingly, the SP method uses both particle and 
continuum pictures to describe their degrees of free-
dom and the interaction between them with physical 
correctness. This is an outstanding feature of the SP 
method that allows multi-scaled complex phenomena 
to be analyzed. In addition, the SP method solves 
hydrodynamic interactions by carrying out direct 
numerical calculations of a Navier-Stokes equation 5, 
6). To implement these calculations, we constructed 
a formalism to consistently solve the three degrees 
of freedom, namely, colloidal particles (the Newton’s 
equation of motion), ion distribution (an advection-
diffusion equation), and a solvent velocity field (the 
Navier-Stokes equation), based on the assumption 
of a smooth interface function. Using this, we firstly 
succeeded in simulating electrophoresis quantitative-
ly 11). In the following section, the basic equations 
taken into consideration in KAPSEL are described, 
with a brief mention of the underlying theory.

4.1 Basic Equations
　As described in the Refs. 6, 11), let us take a gen-
eral view of the basic electrohydrodynamics equa-
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tions necessary for simulation. N colloidal particles 
with a radius of a, dispersed in an electrolytic solvent, 
are considered. The permittivity of the solvent � is 
assumed to be spatially uniform. The SP method ex-
presses the interface between a particle and solvent 
in the form of a smooth function φ(r)∈[0,1] of finite 
thickness ξ. On a fixed orthogonal grid, the particle 
domain is expressed by φ=1, the solvent domain by 
φ=0, and the interface domain by 0 <φ< 1. Other 
methods using φ(r) on an orthogonal grid are pro-
posed by Tanaka-Araki 12) and Kajishima et al. 13). 
Introducing an interface function allows remarkably 
improved calculation efficiency in comparison with 
the finite element method using nonstructural lat-
tices. The surface of a colloidal particle is assumed to 
be charged uniformly and the quantity of charge per 
particle to be Ze. In an ordinary continuum picture, 
the particle surface charge distribution is expressed 
using a delta function. Consequently, a suitable 
boundary-compatible lattice is used in the finite ele-
ment method; which significantly encumbers the 
calculation efficiency. In contrast, the SP method also 
uses a smooth distribution for this particle surface 
charge distribution eq(r). For example, when we use 
the differential of the first order of the interface func-
tion φ, eq(r) is expressed as

　　eq(r)=Ze|∇φ(r)|
4πa2 . (23)

　Just as the interface function φ(r) is structured 
such as to be reduced to a step function with ξ→0, 
q (r) is structured such as to be reduced to a delta 
function with ξ→0.

4.1.1 Advection-diffusion Equation
　Let us define the density distribution Cα of α type 
ions with a valence of Zα in the entire calculation do-
main as shown below:
　Cα(r, t)=(1－φ(r, t))C＊α(r, t). （24）
　The domain where ions exist is expressed by (1- 
φ). C＊α (r, t) is the auxiliary variable for calculation, 
being defined as smooth throughout the entire calcu-
lation domain. C＊α  in the colloid domain (φ=1) has 
no physical meaning. The total charge distribution, 
including the particle surface charge distribution, is 
given by

　ρe(r)=eΣ
α

ZαCα(r)+eq(r). (25)

　In the equation, the initial distribution is construct-
ed such as to meet the electrical neutrality condition 
ʃρedr=0.
The time evolution of the auxiliary ion density C＊α  is 
assumed to follow the advection-diffusion equation 

　　∂tC＊α=-∇･C＊α υ+Γα∇･(C＊α∇μα). (26)
　This equation consists of two terms, one express-
ing the advection, due to the solvent velocity field υ, 
and the other expressing the diffusion due to the gra-
dient of the chemical potential μα. Since C＊α  follows 
the advection-diffusion equation, ʃdrC＊α  is conserva-
tive.
　The absence of ion permeation into colloidal par-
ticles is considered to be the condition for the compo-
nent normal to the interface of the ion diffusion flow 
rate to become zero. In other words, it is expressed 
by n ･ ∇μα=0 6, 11). In this equation, n denotes the 
(outward) normal vector on the particle surface. Us-
ing the interface function, n can be expressed in the 
form of n=-∇φ/ | ∇φ | . Γα is the Onsager transport 
coefficient of an α-type ion, being related to the fric-
tion and diffusion coefficients of the ion as fα=1/Γα, 
Dα=kBTΓα. The chemical potential of the ion is as-
sumed to be expressed in the form 16):
　μα=kBT lnC＊α +Zαe(Ψ-E･r). (27)
　In the equation, E denotes the external electric 
field, and the electrostatic potential Ψ(r) is obtained 
by solving the Poisson equation
　�∇2Ψ=-ρe. (28)
　This chemical potential assume a Poisson-Boltzmann 
distribution in equilibrium.

4.1.2 Navier-Stokes Equation
　Solvent flow is incompressible (∇ ･ υ=0). The ve-
locity field υ of a solvent follows the Navier-Stokes 
equation
　ρ(∂t+υ･∇)υ=-∇p+η∇2υ-ρe(∇Ψ-E)+φfp. (29)
　In the equation, ρ, η, and p denote the density,  
the viscosity of a solvent, and pressure, respectively. 
Note here that electrostatic force -ρe(∇Ψ-E) acts on 
the fluid. The external force term φfp ensures the ri-
gidity of a particle. In other words, φfp takes the non-
slip boundary conditions of the particle surface into 
consideration. The details are defined in Refs. 5, 6).

4.1.3 Equation of Motion of Colloidal Particles
　The position, velocity, and angular velocity of the 
ith colloidal particle having mass Mp evolve over time 
according to the equations of motion
　　　R

4

i=Vi, (30)
　　MpV

4

i=FH
i +Fother

i , Ip･Ω
4

i=N H
i . (31)

　In equation (31), FH
i  denotes the force actingon the 

particle induced by the fluid, expressing the momen-
tum balance between the solid and fluid 6); F other

i  de-
notes the force due to the potential between particles, 
such as the Lennard-Jones potential. The rotational 
motion of the particles is also taken into consider-
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ation, though not described here 6). The above are 
the equations necessary for the simulation.

4.2 Electric Double Layer
4.2.1 Poisson-Boltzmann Equation
　The basis for quantitative treatment of the struc-
ture of an electric double layer is the Poisson-
Boltzmann equation. Let us determine the equilib-
rium distribution of ions under equation (27) for the 
case where the external electric field does not exist 
(E=0). When the chemical potential has become uni-
form, that is, μα=constant, we obtain

　C*α(r)=C
_

αexp -( )ZαeΨ(r)
kBT

 (32)

　as the equilibrium ion distribution. This is a 
Boltzmann distribution under the electrostatic poten-
tial Ψ. Combined this with equation (28), called the 
Poisson-Boltzmann equation.

4.2.2  Debye-Hückel Approximation and Debye 
Screening Length

　Let us consider a spherical colloidal particle in 
a z:z-symmetry electrolytic solvent. The Poisson-
Boltzmann equation for this condition is given by 2)

　∇2Ψ(r)=2zeC
_

�
sinh( )zeΨ(r)

kBT
. (33)

　The boundary conditions at a point at infinity are 
Ψ |r=∞=0 and C＊|r=∞=C

_
. The boundary condition on 

the surface of the particle is given by

　∇Ψ|surface=-
σe
�

, (34)

　where the sur face charge density is given by 
σe=Ze/4πa2. In other words, a boundary condition 
of constant surface charge is considered. A method 
of approximation, in which zeΨ/kBT≪1 is assumed 
and equation (33) is linearized, is called the Debye-
Hückel approximation.
It gives

　∇2Ψ(r)=2z2e2C
_

kBT�
Ψ=κ2Ψ. (35)

　In connection with this equation, the constant hav-
ing a length dimension

　κ-1= 1
√‾‾‾̅8πλBz2C

_  (36)

　is called the Debye screening length. In equation 
(36), λB=e2/4πkBTε is called the Bjerrum length. In an 
ordinary electrolyte,

　κ-1= 1
√‾‾‾‾‾̅4πλBΣαZ 2

αC
_
α

 (37)

　holds. Since the system is spherically symmetric, it 
is sufficient to consider the radius r=|r| only, then we 
obtain

　 d2Ψ
dr2 +

2
r
 
dΨ
dr
=κ2Ψ. (38)

　The general solution of this equation is given by a 
Yukawa-type potential

　Ψ(r)=Ψ0
a
r
exp[-κ(r-a)]. (39)

　The electrostatic force arising from colloidal 
charge is screened to the extent of κ-1. the Debye 
screening length κ-1 can be considered the distance 
at which a balance is struck between the effect of the 
Coulomb force, via which a surface charge attracts 
an ion of the opposite sign, and the thermal diffusion 
tending to scratch out the local presence of an ion. 
For this reason, κ-1 can be regarded as the thickness 
of an electric double layer. When the temperature 
is high and hence the thermal energy kBT is large, 
κ-1 becomes large. In addition, as the ionic strength 
(ΣαZ 2

αC
_

α/2) increases, the screening effect increases 
and κ-1 decreases. For example, let us consider the 
bulk salt concentration C

_
 throughout a z:z-symmetric 

electrolytic solvent. With the medium assumed to be 
water with a temperature of 25℃, the Bjerrum length 
is given by λB=0.72nm; substituting the actual value 
into equation (36), we obtain

　κ-1= 0.3
√̅z  C

_ (nm). (40)

　When z=1 and C
_
=0.1M, κ-1=1nm; and when z=1 

and C
_
= 0.001M, κ-1=10nm.

　The surface potential Ψ(r=a)=Ψ0 is determined on 
the basis of the boundary condition dΨ/dr(r=a)= 
-σe/�. Ψ and the surface charge density σe are re-
lated by

　σe=�κΨ0(1+(κa)-1). (41)

　In other words, as the surface charge increases, 
the surface potential increases linearly. The Debye-
Hückel approximation cannot be applied to locations 
where the surface potential is high. In reality, as the 
surface charge increases, the increase in the surface 
potential becomes more difficult. The relation for this 
situation can be obtained by solving the nonlinear 
Poisson-Boltzmann equation. Approximate solutions 
for a 1:1 electrolyte solvent are proposed by Loeb-
Overbeaak-Wiersema 2) and Oshima-Healy-White 
15).

4.3 Backgrounds of Electrophoresis
　When an electric field E is applied from outside, 
a colloidal particle charged to Ze is subjected to the 
electrostatic force ZeE, and starts moving. Although 
the particle is accelerated by the electrostatic force, 
it is subject to viscous resistance from the fluid; 



KONA  No.24  (2006) 175

and reaches the steady velocity V when a balance is 
struck between the electrostatic force and the vis-
cous resistance. Assuming the viscous resistance to 
be Stokes resistance, 6πηaV, this allows the balance 
between forces to be written in the form of

　ZeE=6πηaV. (42)

　From this, the electrophoresis mobility

　V
E
= Ze

6πηa
 (43)

　is derived. However, this is unsuitable, and the 
actual electrophoresis mobility is smaller than this 
value. This is due to the lack of consideration of the 
motion of the ion atmosphere and electrostatic force, 
despite the electrostatic force acting on the ion at-
mosphere around the colloid. Accompanied by the 
motion of the ion atmosphere, colloid migration ex-
hibits a much slower migration velocity. In addition, 
if the electric double layer distorts out of spherical 
symmetry, the resulting force must be taken into 
consideration. This will make theoretical consider-
ation extremely complicated. For this reason, several 
analyses of electrophoresis have been made on sim-
plified models 2).

4.3.1 Smoluchowski Theory
　In the case of κa≫1, where the radius of a particle 
a considerably exceeds the thickness of an electric 
double layer κ-1, Smoluchowski’s equation is appli-
cable. Since the thickness of an electric double layer 
is infinitely small in this case, the particle surface 
can be regarded as a plane with the curvature of the 
particle surface neglected. An external electric field 
Ex, parallel to the plane (assumed to be in the x-direc-
tion), is assumed to be applicable. When the motion 
of the fluid is observed from above the particle, in a 
coordinate system fixed to the latter, the fluid, apart 
from the particle, should have a velocity of－V. Con-
sidering the balance between the viscous resistance 
and the electrostatic force, we obtain

　η
∂2υx

∂y2 =Σ
α

eCαE x=0. (44)

　Since the ion distribution is related to the second 
order dif ferentiation of the electrostatic potential 
through the Poisson equation, the following relation 
holds:

　η
∂2υx

∂y2 =�
∂2Ψ
∂y2 E x. (45)

　Performing integration under the boundary condi-
tions whereby the velocity gradient, potential gradi-
ent, and potential are all equal to zero for y→∞, this 
yields

　η[υx(y)+V]-�EΨ(y)=0. (46)

　Subsequently, we obtain Smoluchowski’s equation

　V
E
＝ �ζ
η  (47)

　because the velocity is zero at the particle surface 
(y = 0). In equation (47), the zeta potential ζ is origi-
nally defined as the potential at the slip plane, but it 
is replaced by the potential at the particle surface Ψ 
(0).

4.3.2 Hückel Theory
　Let us consider a limit opposite to the condition 
represented by Smoluchowski, κa ≪1, at which the 
particle is extremely small compared with the thick-
ness of the electric double layer. In other words, 
when Ze is a limit of a point charge, Hückel’s equa-
tion is applicable. When the potential on the particle 
surface is replaced by the Coulomb potential

　ζ= Ze
4π�a

 , (48)

Hückel’s equation

　V
E
=2

3
 

�ζ
η  (49)

is obtained.

4.3.3 Henry and O’Brien-White Theories
　For an ordinary κa value, Henry’s equation

　V
E
=f(κa)

�ζ
η  (50)

　is known as a coupler of equations (47) and (49). 
f(κa) is called Henry’s coefficient, being defined as 
follows:

Fig. 1　Henry’s coefficient f(κa).
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　f(κa)=1-5exp(κa)E7(κa)+2exp(κa)E5(κa) (51)

　　　 =2
3
+ (κa)2

24
-

5(κa)3

72
-

(κa)4

144
+ (κa)5

144

　　　　　+[ (κa)4

12
-

(κa)6

144 ]exp(κa)E1(κa). (52)

　In equation (51), En (κa) is an exponential-integral 
function of the nth order. Smoluchowski’s equation 
corresponds to f=1(κa→∞) and Hückel’s equation to 
f = 2/3 (κa→0). (Fig. 1)
　Henry’s equation (50) is a linear relation to the 
zeta potential, applicable only when the zeta potential 
is low. As the zeta potential increases, consideration 
of the deformation effect of the electric double layer 
(called the relaxation effect) becomes necessary. Us-
ing numerical analysis, O’Brien and White have pro-
posed, for ordinary κa and ζ values, the relationship 
between the electrophoretic mobility and the zeta po-
tential 16). Subsequently, Ohshima, Healy, and White 
have proposed an analytical equation for the range of 
κa ≥ 10 17).

4.4 UDF Description
4.4.1 Input Parameters
　Selecting “Electrolyte” as “constitutive_eq” allows 
the simulation of motion of charges colloids and an 
electrophoretic phenomenon under an external elec-
tric field15. In the following, the variables to be speci-
fied in an input UDF file are described.

　Enter pieces of information on the solvent and ion 
distribution in the section “constitutive_eq.Electro-
lyte”:
● constitutive_eq.Electrolyte.DX... Grid width Δ as 

the unit quantity for length
●constitutive_eq.Electrolyte.RHO... Solvent density.
●constitutive_eq.Electrolyte.ETA... Solvent viscosity.
● constitutive_eq.Electrolyte.kBT... Thermal energy 

at the temperature T.
● constitutive_eq.Electrolyte.Dielectric cst... Solvent 

permittivity.
● constitutive_eq.Electrolyte.Init_profile... Choose be-

tween “Uniform” and “Poisson_Boltzmann.” When 
you choose “Boltzmann,” note that considerable 

time may be needed in induction periods of simula-
tions to handle a multi-particle problem, in particu-
lar.

● constitutive_eq.Electrolyte.Add_salt... When you 
use “saltfree,” consider a single component of ion 
having the sign opposite to that of the particle sur-
face. If you use “salt,” consider two types of ions, 
positive and negative.

● constitutive_eq.Electrolyte.Add_salt.saltfree.
Valency_counterion... Valency of a counterion.

● constitutive_eq.Electrolyte.Add_salt.saltfree.Onsag
er_coeff_counterion... Onsager transport coefficient 
of a counterion.

● constitutive_eq.Electrolyte.Add_salt.salt.Valency_
positive_ion... Valency of a positive ion.

● constitutive_eq.Electrolyte.Add_salt.salt.Valency_
negative ion... Valency of a negative ion.

● constitutive_eq.Electrolyte.Add_salt.salt.Onsager_c
oeff_positive_ion... Onsager transport coefficient of 
a positive ion.

● constitutive_eq.Electrolyte.Add_salt.salt.Onsager_c
oeff_negative_ion... Onsager transport coefficient of 
a negative ion.

● constitutive_eq.Electrolyte.Add_salt.salt.Debye_
length... Specifying the Debye screening length 
causes the corresponding salt concentration to be 
specified.

● constitutive_eq.Electrolyte.Electric_field... Choose 
between “ON” and “OFF” of the external electric 
field.

● constitutive_eq.Electrolyte.Electric_field.ON... 
Choose between DC (direct current electric field) 
and AC (alternating current electric field).

● constitutive_eq.Electrolyte.Electric_field.ON.DC.
Ex... Intensity of the x-direction electric field; the 
same applies in the case of an alternating current 
electric field.

● constitutive_eq.Electrolyte.Electric_field.ON.DC.
Ey... Intensity of the y-direction electric field; the 
same applies in the case of an alternating current 
electric field.

● constitutive_eq.Electrolyte.Electric_field.ON.DC.
Ez... Intensity of the z-direction electric field; the 
same applies in the case of an alternating current 
electric field.

● constitutive_eq.Electrolyte.Electric_field.ON.AC.
Frequency... Frequency of an alternating current 
electric field.
　The section “particle_spec[],” specifies pieces of 
information on the particle type:
● particle_spec[].Particle_number... Number of par-

ticles.

15 Simulations can be performed also when alternatives to 
the above parameters are selected for “constitutive_eq”
: for example, “Navier_Stokes” for the motion of colloi-
dal particles in a Newtonian fluid, such as gravitational 
sedimentation of particles and “Shear_Navier_Stokes” 
for the motion of colloidal particles in a Newtonian fluid 
under a shear flow condition, rheology of a dispersion 
system, and similar.
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● particle_spec[].MASS_RATIO... Specific weight of a 
particle relative to the fluid.

● particle_spec[].Surface_charge... Total amount of 
particle surface charges.
　Enter the pieces of information on the particle 
radius and interface thickness into the following loca-
tions:
● A_XI... Interface thickness ξ. When “Electrolyte” 

is selected, the differential of the first order of the 
interface function ∇φ is used; consequently, the 
thickness of the smallest interface is ξ=2.

●A... Particle radius.

　The section “gravity,” specifies the pieces of infor-
mation on gravity:
●gravity.G... Gravitational acceleration.
● gravity.direction... Select the direction in which 

gravity is applied.
　Determine the type of the Lennard-Jones potential 
for interparticle force.
● “EPSILON”... Specify the unit for the energy of the 

Lennard-Jones potential.
● “LJ_powers”... Specify the power exponent of the 

Lennard-Jones potential.
　The section “mesh,” specifies the simulation size 
(The current version is compatible only with a peri-
odic boundary condition in a rectangular parallelepi-
ped cell.):
● mesh.NPX... The size in the x-direction is Lx=2NPX.
● mesh.NPY... The size in the y-direction is Ly=2NPY.
● mesh.NPZ... The size in the z-direction is Lz=2NPZ.

　The section “time_increment,” specifies the time 
increment:
● time_increment... When you select “auto,” specify 

the time increment upper limit Tdump=min(ρ/ηk2
max, 

1/kBTΓα k2
max), where kmax is the maximum wave 

number determined by the grid width DX. When 
you select “manual,” specify the value manually.

● time_increment.auto.factor… The time increment 
is specified as Δt=Tdump×factor using “factor,” the 
value to be entered.

● time_increment.manual.delta_t… Enter the Δt 
value manually.

　The section “switch,” specifies the simulation con-
ditions:
● switch.ROTATION... Select “ON” to solve an equa-

tion of motion for particle rotation.
● switch.HYDRO int... Select “Correct” to solve a 

Navier-Stokes equation for a fluid; for “Electrolyte,” 
however, the “Correct” switch is the only one imple-

mented.
● switch.Stokes... Select “with advection” to take the 

inertia term into consideration when solving a Na-
vier-Stokes equation. Select “w/o advection” to per-
form a Stokes approximation not taking the inertia 
term into consideration; for “Shear_Navier_Stokes,” 
however, the option “w/o advection” is not imple-
mentedyet.

● swithch.LJ_truncate... When handling force be-
tween particles arising from the Lennard-Jones 
potential, select “OFF” for a normal form containing 
the attractive force term, “ON” for repulsive force 
not containing the attractive force term, or “NONE” 
when no force is applied at all.

● switch.INIT_distribution... With this switch, se-
lect the initial configuration of par ticles from 
“uniform_random” (random), “random_walk” 
(shifted from a square lattice randomly), “FCC” 
(on an FCC lattice), “BCC” (on a BCC lattice), and 
“user_specify” (the coordinates and velocity are 
user-specified.). When you select “user_specify,” 
enter the initial particle position and velocity into 
“user_specify.Par ticles[].R” and “user_specify.
Particles[].v,” respectively. If the number of lists 
to be entered is smaller than that specified in 
“Par ticle_number,” increase “user_specify.Par-
ticles[]” by carrying out the “Edit → Add an array 
Element” operation on “Gourmet” or edit the UDF 
file directly.

● switch.FIX_CELL... Set the direct current compo-
nent of the full velocity at zero, that is, υk=0=0. To 
introduce gravitational acceleration to measure the 
settling velocity, set this to “ON.”

　The section “output,” specifies the pieces of infor-
mation on the data output:
●output.GTS... Number of data output interval steps
● output.Num snap... Number of times of data output; 

in other words, the number of total steps is speci-
fied by “GTS×Num_snap.”

● output.AVS... Select “ON” to carry out data output 
in the AVS format.

● output.AVS.ON.Out_dir... Insert the directory for 
outputting AVS format data. For example, when 
“data” is specified, the “./data” and “./data/avs/” di-
rectories must be created in advance. The AVS field 
file is outputted to the “./data/” directory under the 
filename of “data.fld”; and the data file is outputted 
to the “./data/avs/” under the filename of “data_
*.dat.” The number of steps is entered in the aster-
isk*.

● output.AVS.ON.FileType... Select between “Binary” 
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and “ASCII” for formatting the AVS data file.
●output.UDF... Select “ON” for output UDF.

　The number of pieces of record data of coordi-
nates and velocities of particles specified in “output.
Num_snap” is stored after “Particle[]” of the output 
UDF.

　In the section “resume,” select from the following 
options to resume an interrupted calculation for the 
resume UDF:
● resume.caclucation... Select “NEW” to start a new 

calculation. Select “CONTINUE” to restart calcula-
tion after reading the pieces of information on the 
number of calculation steps, particle coordinates, 
velocity, angular velocity, solvent velocity field, and 
ion density field obtained at the end of the previous 
calculation. The data is saved in a location below 
“resume.CONTINUE.Saved_Data” of the restart 
UDF file. In this case, calculation is resumed with 
the restart UDF created at the end of the previous 
calculation being used as the input UDF. How to use 
this input UDF will be described in detail in Section 
5.5.

4.4.2 Units of Space and Time
　The grid width Δ is used as the unit of length.
　The following points should be noted for the unit of 
time:

● A system of units is adopted that makes the relation 
ρ=η=Δ=1 hold in the Navier-Stokes equation.

● If the entries RHO=A, ETA=B, and DX=C are made 
in the input UDF file, the maximum wave number 
kmax is given using C, with the upper limit of the time 
increment given as Tdump=(A/B)/k2

max on the basis of 
the diffusion time of the momentum. The time in-
crement Δt is adjusted by Tdump× factor. However, 
the unit for time itself is the same as in the case of 
ρ=η=Δ=1.

●In the case of “Electrolyte,” use either (A/B)/k2
max or 

(1/kBTΓα)/k2  
max as Tdump, whichever is smaller. Use a 

unit for time so that ρ=η=Δ=1 holds.

5 Tutorial

5.1 How to Run KAPSEL
　KAPSEL is executed as follows:
　　 % kapsel -Iinput.udf -Ooutput.udf -Ddefine.udf 

-Rrestart.udf
　KAPSEL is executed by using -I to designate the 
input UDF, -O to designate the output UDF, -D to 

designate the definition UDF, and -D to designate the 
restart UDF. Note that no option can be omitted. The 
restart UDF will be described in Section 5.5.

5.2 Sample Simulations
5.2.1 Particle Dispersion under Shear
　“shear.udf” can be used as a sample input UDF file; 
to be more specific, initially ensure that “./data” and 
“./data/avs/” have been created, and then execute 
the following:
　　 % kapsel -Ishear.udf -Ooutput.udf -Ddefine.udf 

-Rrestart.udf
　In this example (shown in Fig. 2), calculation is 
carried out on the assumption that the mesh size is 
64×64×64, the shear rate S=0.01, the particle radius 
a=4, the interface thickness ξ=1, and the number of 
particles is 288. Under this condition, the particle vol-
ume fraction φ is 0.29.
　W ith “Shear_Navier_Stokes”  se lec ted  as 
“constitutive_eq,” the data as shown below is output-
ted in the standard error output:

#1:dev_sigma_yx 2:shear_rate_obs 3:shear_rate ...
0.00647023 -0.00449194 0.01 ...
.
.
.

　The data in the second and the eighth columns 
show the temporal shear rate and the temporal shear 
stress, respectively. Since the data in the 17th column 
represents the shear strain multiplied by Ly, one may 
draw the stress-strain curve by plotting “-$8” versus 
“-$17/Ly,” where “$n” denotes the data in the nth 
column. The data in each column is accumulated over 

Fig. 2　 Flow of a suspension under shear; arrows indicate the velocity 
field on a plane normal to the flow.
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simulation time excluding the initial one fourth of the 
total duration, and the averaged value is printed in 
the last line.

5.2.2 Electrophoresis: a single particle
　To obtain an example of calculation for the simula-
tion of single-particle electrophoresis, use “sample1.
udf ” as a sample input UDF file; to be more specific, 
first make sure that “./data” and “./data/avs/” have 
been created, and then execute the following:
　　 % kapsel -Isample1.udf -Ooutput.udf -Ddefine.udf 

-Rrestart.udf
　In this example, a 1:1 electrolytic solvent is consid-
ered in a mesh size of 64×64×64, and the calcula-
tion is carried out on the assumption that the radius 
a=5, the interface thickness ξ=2, the colloidal charge 
Z=-100, the electric field Ex=0.1, and the Debye 
screening length κ-1=10. Fig. 4 shows the evolution 
of the migration velocity over time. The figure shows 
that a steady velocity is realized at the point of equi-
librium between the electrostatic force and the fluid 
resistance.

5.2.3 Electrophoresis: many particles
　The simulation of electrophoresis with the number 
of particles assumed to be 32 can be calculated with 
“sample2.udf.” Other parameters are identical to 
those in the previons case where the number of par-
ticles is one.

5.2.4 Electrophoresis: +/- binary particles
　The electrophoresis of a mixed system, in which 
64 positively charged colloidal particles and as many 

Fig. 6　 Positively charged colloidal particles (colored red) and nega-
tively charged colloidal particles (colored blue) in electropho-
retic motion under an external electric field applied in the +x 
direction; positive-signed colloids migrate in the +x direction 
and negative-signed ones in the -x direction.

Fig. 5　 A colloidal particle (colored blue) in electrophoretic motion un-
der an external electric field applied in the +x direction.

Fig. 3　 A colloidal particle (colored blue) in electrophoretic motion un-
der an external electric field applied in the +x direction; in the 
figure, light and shade represent the electric charge density dis-
tribution and the arrows the solvent velocity fields.

Fig. 4　 Evolution of the migration velocity of a colloidal particle over 
time.
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negatively charged particles exist, can be calculated 
with “sample3.udf.” Other parameters are identical to 
those in the previous cases.

5.3 Visualization
5.3.1 Using AVS/Express
　With “output.AVS” set at “ON,” an AVS-format 
file is outputted. Using AVS/Express16 to read the 
“avs_charge.v” file and designating the field file “data.
fld” as the “Read_field” module allows the particles, 
solvent velocity field, and charge distribution to be 
visualized respectively. The particles are displayed in 
colors according to the surface charge value Ze. The 
visualization shown in Figs. 3, 5, and 6 is obtained 
by using AVS/Express with “avs_charge.v.”

5.3.2 Using “Gourmet”
　When one starts up “Gourmet” to read “output.
udf,” loads a Python script “show_field.py” supplied 
with KAPSEL on the Python panel of “Gourmet,” and 
executes “Run,” the graphic window opens to visual-
ize the particles, solvent velocity field, and charge 
density distribution17. And clicking on the playback 
button at the bottom of the graphic window causes 
animation to start. Since particles are visualized on 
the basis of the particle coordinate data outputted 
to the output UDF as record data, setting “output.
UDF” at “ON” is necessary. Since the solvent velocity 
field and the charge density distribution have read 
“Binary” files outputted in the AVS format, it is neces-
sary to set “output.AVS” at “ON” and “output.AVS.
ON.FileType” at “Binary.”

5.4 Plotting Data: gnuplot
　Using “gnuplot18,” it is possible to plot the time se-
ries of the position and velocity of a particle in graph 
form on the basis of the record data outputted to 
UDF 1).

　When one starts up “Gourmet” to read “output.
udf,” loads a Python script “plot.py” supplied with 
KAPSEL on the Python panel of “Gourmet,” and 
executes “Run,” one can create a graph sheet on the 
basis of the record data storing the positions and 
velocities of particles. To plot those data, change the 

check mark placed on “Tree” in the “View” box to 
“Table,” select “GraphSheet” in the list of variables, 
and browse the “GraphSheet” data. Subsequently, 
executing the “Make” operation on the “Plot” panel 
of “Gourmet” and executing the “Plot” operation al-
lows the graph shown in Fig. 4 to be drawn. If an 
excessive number of line types hinders an easy view 
of a graph, one may delete unnecessary portions 
from the “plot” command created in the editor of the 
“Plot” panel. How to call “gnuplot” from “Gourmet” is 
described in detail in Chapter 3 of the document 1).

5.5 Restart UDF
　Select “NEW” in “resume.Calculation” in the input 
UDF and end the calculation in the sequence
　　 % kapsel -Iinput.udf -Ooutput.udf -Ddefine.udf 

-Rrestart.udf
　and the pieces of information concerning the num-
ber of steps, particles, solvent velocity field, and ion 
distribution at the end of the calculation will be out-
putted to “restart.udf.” To restart calculation using 
these pieces of data, follow the steps below:
1. Copy “restart.udf” to “input.udf.”
2. Open “input.udf” on “Gourmet” and select “CON-
TINUE” in “resume.Calculation.”
3. Specify and store the number of steps to be cal-
culated as a single unit after increasing “output.
Num_step.”
4. If the sequence
　　 % kapsel -Iinput.udf -Ooutput.udf -Ddefine.udf 

-Rrestart.udf
　is followed again, the data is read from “input.udf” 
to restart calculation.
5. For both the AVS data and “output.udf,” the output 
data of the resumed calculation can be added with 
the previously calculated data as it is.
6. The data at the completion of calculation is stored 
in “restart.udf” again; therefore, repeating the steps 
above allows calculation to be continued.

5.6 Known Problems
1. When “Electrolyte” is selected for “constitutive_eq,” 
a segmentation error or abortion may occur at the 
time of ending a program run (at the time of ma-
nipulating the restart UDF file) depending on the 
machine used. However, the result of the execution 
itself seems to pose no problems.
2. “show_field.py” seems not to work normally on 
“Gourmet_2003.”
3. KAPSEL that has been built in the Windows Cyg-
win + MinGW environment seems to end due to er-
rors during execution. When “MinGW” is not used, 

16 http://www.avs.com/
17 Versions earlier than “Gourmet_2003” have some 

glitches and it has been shown that this script does not 
work normally. In such cases, use the supplied Python 
script “particleshow.py” for visualization. The solvent 
velocity field and the charge density distribution are not 
displayed; only particles are displayed.

18 http://www.gnuplot.info/
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no problems occur.
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1. Introduction

　In Japan, the amount of fly ash emitted from ther-
mo-electric power stations, etc. stood at approximate-
ly 5,800,000 tons in 1991 and exceeded 10,000,000 
tons in 2000, and is expected to increase dramati-
cally1). Approximately 50% of the fly ash emitted is 
utilized in the cement/concrete industry and civil en-
gineering/construction industry, and the remainder 
is disposed by landfill. The “Law for the Promotion of 
Effective Utilization of Resources” was established in 
Japan in 2000, which designates fly ash as a specified 

byproduct, and promotes the reuse of fly ash to al-
leviate the depletion of resources and environmental 
pollution. In this context, a commercially feasible 
method is needed to be able to recycle fly ash into 
products of greater value2).
　Methods have been proposed for efficient utiliza-
tion of fly ash through the synthesis of zeolite (phil-
lipsite) by hydrothermal treatment3-7). However, be-
cause synthesized phillipsite deposits on the surface 
of unreacted fly ash, it is difficult to separate the phil-
lipsite from unreacted fly ash and obtain a phillipsite 
product featuring sufficiently high performance. An-
other problem is the occurrence of hydroxysodalite 
as a byproduct depending on the properties of the 
fly ash used. However, through studying the effects 
of the particle size and composition of raw fly ash on 
the generation speed and crystal phase of zeolite8) 
and a technique to selectively synthesize only phil-
lipsite from fly ash whose silica content is low9), we 
found that a phillipsite product whose performance 
is equivalent to that of phillipsite synthesized from a 
pure raw material can be stably synthesized with fly 
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ash of various properties.
　In this study, we investigated the effects of the con-
centrations of aqueous NaOH solution used in hydro-
thermal treatment on the crystal phase of the zeolite 
being generated10), and determined the conditions for 
selectively synthesizing phillipsite more rapidly than 
in conventional techniques.

2. Test Method

　As raw powder, the fly ash emitted from Shin-
Onoda Electric Power Station, The Chugoku Elec-
tric Power Co., Inc. was used and silica powder was 
added to the raw fly ash. The properties of these 
substances are summarized in Table 1. The silica 
component in the raw fly ash was 51.0%, which means 
that the silica content in the raw material was rela-
tively low. The dissolution rate constants kSi, kAl at 
373K for soluble Si species (such as silicate ion) and 
soluble Al species (such as aluminate ion) given in 
Table 1 were determined by measuring the time-de-
pendent changes in the concentrations of both chemi-
cal species types CSi and CAl in the aqueous NaOH 
solution prepared by dissolving 40.0 g of the fly ash 
in 1.0 L of 2.0 N aqueous NaOH solution in 313-343K, 
by calculating the dissolution rate constants at vari-
ous temperatures in this temperature range using 
Equations(1)and(2), and then developing an Arrhe-
nius plot from the results of the calculation8).　

dCSi

dt =kSi mFA (CS,Si-CSi) (1)　

dCAl

dt =kAl mFA (CS,Al-CAl) (2)

　where, mFA stands for the mass of fly ash, CS,Si 
means the saturated concentration of soluble Si spe-
cies and CS,Al represents the saturated concentration 

of soluble Al species.
　Also, by approximating, with the equation below, 
the dissolution behavior of silica powder with a solu-
tion prepared by dissolving 8.2 g of silica powder in 
1.0 L of 2.0 N aqueous NaOH solution, the dissolu-
tion rate constant of the silica powder k°Si was deter-
mined9).　

dCSi

dt =k°Si mSi (CS, Si-CSi) (3)

where, mSi represents the mass of silica powder.
　Fig. 1 schematically illustrates the experimental 
apparatus used for the hydrothermal synthesis reac-
tion.First, 40.0 g of raw fly ash or the raw material 
mixture prepared by adding silica powder to raw fly 
ash was suspended in 1.0 L of aqueous NaOH solu-
tion kept at a reaction temperature of 373K, thereby 
hydrothermal treatment was performed. The con-
centration of the aqueous NaOH solution was varied 
from 1.0 to 5.0 N, while the reaction pressure was 
kept at 1.0×105 Pa and the stirrer speed was main-
tained at 250 rpm.After a certain period, the reaction 
vessel was allowed to cool to an ordinary temperature 
in atmosphere, and then the suspension was filtrated. 
The powder product filtered of f was thoroughly 
rinsed with distilled water, and was allowed to dry at 
393K for 48 hours. As a result, the powder product 
consisted of unreacted fly ash and newly generated 
zeolite.
　The properties of the so-obtained powder were 
evaluated based on the ammonium ion equilibrated 
adsorption mass and crystal structure of the powder.
The ammonium ion equilibrated adsorption mass 
was determined by allowing 200 ppm aqueous am-
monium chloride solution to pass a column filled 
with 0.5 g of the product at a rate of 1.0 mL/min, and 
then by measuring the ammonium ion concentration 

Table 1　Properties of tested fly ash and additive silica powder

   (µm)

×
× ×

Fig. 1　Schematic diagram of experimental apparatus.
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of the passed solution with an ion-meter (Horiba, 
F23)9). The crystal structure of the product was de-
termined using an X-ray diffraction system (Rigaku, 
RINT-2000).Furthermore, the Si species concentra-
tion and Al species concentration in the reaction solu-
tion of the hydrothermal treatment (aqueous NaOH 
solution) were measured using an atomic absorp-
tion spectroscope (Shimadzu, AAG-6400G), and the 
measurement values were respectively taken as the 
soluble Si species concentration and soluble Al spe-
cies concentration.

3. Test Results and Discussion

　Fig. 2 provides an XRD peak chart for a product 
that was obtained by subjecting 40.0 g of fly ash alone 
to hydrothermal treatment for 12 hours in 1.5-3.0 N 
aqueous NaOH solution.

The higher the concentration of the aqueous NaOH 
solution used for hydrothermal treatment, the lower 
the peak intensity of the unreacted fly ash. This 
indicates that with a higher concentration of aque-
ous NaOH solution, the proportion of unreacted fly 
ash in the powder product is smaller. In the region 
lower than 2.5 N, the peaks of zeolite are peaks for 
phillipsite (Na6Al6Si10O32-3.5H2O) and hydroxysoda-
lite (Na4Al3Si3O12OH), while at 3.0 N, only a peak for 
hydroxysodalite is present. With a powder product 
obtained through hydrothermal treatment with a 
higher concentration aqueous NaOH solution, the 

peak intensity for hydroxysodalite is higher and that 
for phillipsite is lower.
　Fig. 3 illustrates the interrelation existing with 
the powder product, obtained from 12-hours long 
hydrothermal treatment, among the peak intensity 
of interplanar spacing 4.1 Å ([020]plane) for phil-
lipsite, the peak intensity of interplanar spacing 6.3 
Å ([110]plane) for hydroxysodalite, the ammonium 
equilibrated adsorption mass and NaOH concentra-
tions. With a greater NaOH concentration, the peak 
intensity for hydroxysodalite simply increases. At the 
same time, the peak intensity for phillipsite reaches 
maximum at 1.5 N, and decreases with a higher 
NaOH concentration, and reaches zero at 3.0 N or 
higher NaOH concentration. Since the ammonium 
adsorption mass with hydroxysodalite is much small-
er than that with phillipsite9), the tendency of the am-
monium ion equilibrated adsorption mass is similar 
to the tendency in the variation of peak intensity with 
phillipsite. If the value of peak intensity is taken as 
an index of the mass of produced zeolite, the propor-
tion of phillipsite to produced zeolite is highest with 
hydrothermal treatment with 1.0 N aqueous NaOH 
solution, and the mass of the produced phillipsite is 
greatest when 1.5 N aqueous NaOH solution is used.
　Next, Fig. 4 graphically illustrates the correlation 
between the XRD peak intensity with the powder 
product obtained from the hydrothermal treatment of 
fly ash in 1.0-2.5 N aqueous NaOH solutions and the 
hydrothermal treatment time.

　With either phillipsite or hydroxysodalite, the 
higher the NaOH concentration, the shorter the time 
elapsed before the beginning of crystallization as 

Fig. 2　 XRD peak charts for products treated with various NaOHaq.con-
centrations (Treatment time=12hr).

Fig. 3　 XRD intensity and adsorption mass of NH4+ for products as a 
function of NaOHaq.concentration (Treatment time=12hr).
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well as the time before the completion of reaction at 
which the peak intensity levels off. Also, the gradient 
of peak intensity after the beginning of crystallization 
is greater with a higher NaOH concentration. From 
this finding, it can be judged that a higher NaOH con-
centration leads to a greater powder production rate 
for both phillipsite and hydroxysodalite as well as to 
earlier completion of the reaction. However, it is ap-
parent that a higher NaOH concentration at the same 
time leads to a smaller proportion of phillipsite in the 
zeolite product and a greater proportion of hydroxy-
sodalite, which is a byproduct. One possible reason 
for a smaller production mass with 1.0 N NaOH solu-
tion as shown in Fig. 3 is that the reaction was not 
complete because the hydrothermal treatment time 
was 12 hours.
　Fig. 5 graphically illustrates the correlation be-
tween the mass of the powder product and the hydro-
thermal treatment time. With any NaOH concentra-
tion, the mass of the powder product first decreases 

and then increases as the treatment time elapses.
　After leveling off, the mass remains virtually the 
same with all the NaOH concentrations. However, it 
is apparent that with a higher NaOH concentration, 
the magnitude of reduction in the mass of the pow-
der product is small and the time elapsed after the 
increase in mass has leveled off and until the reaction 
is complete is shorter. These findings indicate that 
the dissolution rates of soluble Si species (such as sil-
icate ion) and soluble Al species (such as aluminate 
ion) released from fly ash are greater with a higher 
NaOH concentration.
　Fig. 6 graphically illustrates the time-dependent 
variation in soluble Si species concentration and 
soluble Al species concentration in the reaction liquid 
resulting from hydrothermal treatment with 1.5-2.5 
N aqueous NaOH solutions. With any NaOH concen-
tration, the concentrations of soluble Si species sim-
ply increase and gradually reach the same value.

　Incidentally, the concentration of soluble Al species 
increases as the treatment time elapses, and eventu-
ally maximizes, and decreases to near-zero. Also, 
with a higher NaOH concentration, the time span 
during which the concentration of soluble Al species 
drops to zero is shorter. These findings indicate that 
zeolite production is promoted with a higher NaOH 
concentration.
　The zeolite generation reaction from fly ash is con-
sidered to consist of a dissolution process for soluble 
Si species and soluble Al species from fly ash, and a 
zeolite generation process with both species. As il-
lustrated in Figs. 5 and 6, when the concentration of 
NaOH used for the hydrothermal process is varied, 

Fig. 4　 Change in XRD peak intensity of products with treatment time 
for various NaOH concentrations.

Fig. 5　 Change in mass of products with treatment time for various 
NaOH concentrations.
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the rates of dissolution of soluble Si species and solu-
ble Al species from fly ash vary. Because of this, the 
reason for the change in the crystal phase of the pro-
duced zeolite depending on the NaOH concentration 

may result from the variation in the dissolution rates. 
We investigated this using the experimental set-up il-
lustrated in Fig. 7. The reaction system comprises a 
main reactor, an Si source reservoir and an Al source 
reservoir. Aqueous SiO2-NaOH solution and aque-
ous Al (OH)3-NaOH solution were poured into the 
main reactor at arbitrary rates with pumps in order 
to simulate the dissolution of soluble Si species and 
soluble Al species from fly ash. Also, the controllers 
were adjusted so that the mass of aqueous NaOH so-
lution in the main reactor was 1.0 L at the time point 
at which the supply of the raw material solutions was 
stopped. Reaction conditions other than those men-
tioned above were the same as those for treatment of 
fly ash. Incidentally, the supply rates for raw material 
solutions were adjusted so that the concentrations 
of soluble Si species and soluble Al species in the 
main reactor, when the hydrothermal reaction did 
not take place, satisfied the variations in concentra-
tions defined by the following equations, wherein KSi 
represents the Si source supply rate constant and KAl 
stands for the Al source supply rate constant.　

dCSi

dt =K Si (CS,Si-CSi) (4)　

dCAl

dt =K Al (CS,Al-CAl) (5)

Hydrothermal synthesis was performed with aque-
ous NaOH solutions of different concentrations while 
the pure raw materials were fed into the main reactor 
under the conditions that satisfied KSi=2.0×10-5s-1 
and KAl=7.2×10-4s-1, total supplied moles number 
MSi=0.12 mol (mSi=7.2×10-3 kg) and total supplied 
moles number MAl=0.11 mol (mAl=8.6×10-3 kg). The 
XRD peak charts for the so-obtained powder prod-
ucts are given in Fig. 8. Note that even though the 
raw material supplying conditions were unchanged, 

Fig. 6　 Change in anion concentration in NaOHaq. with treatment time 
for various NaOHaq.concentrations.

Fig. 7　 Experimental set-up for hydrothermal synthesis from pure raw 
materials.
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powder products of dif ferent crystal phases were 
obtained. That is, the peaks of both phillipsite and 
hydroxysodalite phases are present when 1.5 N aque-
ous NaOH solution was used, while only hydroxyso-
dalite occurred when the concentration of the aque-
ous NaOH solution used was 2.0 N.
　Fig. 9 illustrates the correlation between NaOH 
concentrations and XRD peak intensities of the pow-
der products, in cases where pure raw materials were 
supplied under the same conditions as those for the 
dissolution behavior from fly ash as well as in cases 
where the raw materials supply conditions were as 
summarized in Fig. 8. Under both sets of supply con-
ditions, the peak intensity for phillipsite was low and 
the peak intensity for hydroxysodalite was high with 
a higher NaOH concentration, and, consequently, it 
is apparent that even when the raw material supply 
conditions remain unchanged, hydroxysodalite as a 
byproduct tends to occur with a higher NaOH con-
centration. Judging from these findings, when syn-
thesizing zeolite from fly ash, the dissolution rate de-
pendency of soluble Si species and soluble Al species 
released from fly ash on NaOH concentration does 
not constitute a major cause of NaOH concentration-
dependency of the crystal phase of produced zeolite.
　Next, we studied a method to inhibit the occur-
rence of hydroxysodalite as a byproduct when fly ash 
was subjected to hydrothermal treatment with high-
concentration aqueous NaOH solution. Previously we 
showed that when 2.0 N aqueous NaOH solution is 
used, the occurrence of hydroxysodalite is inhibited 
by adding silica powder of a greater dissolution rate 

into the fly ash of low silica content 8, 9).

In the present study, we prepared 40.0 g of mixture 
by adding silica powder into fly ash, and subjected 
the mixture to 12-hour long hydrothermal treatment 
with aqueous NaOH solutions of various concentra-
tions. Fig. 10 illustrates the interrelation between 
the mass of added silica powder and the XRD peak in-
tensity of the resultant powder products, and Fig. 11 
summarizes the correlation between the mass of add-
ed silica powder and the ammonium ion equilibrated 
adsorption mass for the resultant powder products. 
In hydrothermal treatment with aqueous NaOH solu-
tion of any concentration, the peak intensity for the 
phillipsite in the powder product is higher and the 
peak intensity for the hydroxysodalite is lower with 
a greater mass of the added silica powder. It is also 
apparent that with a higher concentration of aqueous 
NaOH solution, a greater mass for silica powder is 
necessary to inhibit the occurrence of hydroxysoda-
lite. Therefore, even when hydrothermal treatment 
is per formed with a high-concentration aqueous 
NaOH solution, phillipsite only can be selectively 
synthesized by using a raw material consisting of fly 
ash with the addition of silica powder. Incidentally, 
the pattern of ammonium ion equilibrated adsorption 
mass is similar to that for the peak intensity of phillip-
site, and the adsorption mass simply increases with 
a higher NaOH concentration.In addition, the mass 
of ammonium ion adsorption is greater with hydro-
thermal treatment using an aqueous NaOH solution 
of lower concentration.Furthermore, as indicated by 

θ

Fig. 8　 XRD peak charts for products treated with various NaOHaq. con-
centrations (KAl=7.2×10-4 s-1, KSi=2.0×10-5 s-1, MAl=0.11mol, 
MSi=0.12mol, Treatment time=12hr).

×

Fig. 9　 Peak intensity of products synthesized from pure raw materials 
as a function of NaOH concentration for various experimental 
conditions (○□: MSi/MAl=1.2, KSi/KAl=0.11,●■: MSi/MAl=1.0, 
KSi/KAl=0.03).
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the arrows in Fig. 11, the adsorption masses of am-
monium for the powder products at a minimum silica 
powder addition that still inhibits the occurrence of 
hydroxysodalite are almost the same.
　Fig. 12 illustrates the interrelation between the 
hydrothermal treatment time and the peak inten-
sity for phillipsite in the powder product in the case 
where hydrothermal treatment was performed by 
adding the minimum mass of silica powder needed 
for inhibiting the occurrence of hydroxysodalite. 
Similar to the case where fly ash only was used as a 
raw material, a higher-concentration aqueous NaOH 
solution used for hydrothermal treatment leads to a 
quicker start to crystallization, a quicker completion 
of the hydrothermal reaction, and a steeper gradient 
of peak intensity after the start of crystallization.

　Fig. 13 illustrates ammonium ion equilibrated 
adsorption masses with powder products that un-
derwent hydrothermal treatment until the timings 
that are regarded as the completion of the reaction. 
In this chart, the adsorption masses for the powder 
products obtained under various conditions are virtu-
ally the same; therefore, it is possible to obtain pow-
der products of similar adsorptivity not containing hy-
droxysodalite by controlling the proportion of silica 
components in the raw material, regardless of the 
concentration of the aqueous NaOH solution used for 
hydrothermal treatment.
　Based on these findings, we determined the inter-
relation among the NaOH concentration, the silica 
powder mass that must be added to synthesize phil-
lipsite only and the necessary hydrothermal treat-

→→→
Fig. 10　 XRD peak intensity of products as a function of additive silica 

mass for various NaOHaq. concentrations (Treatment time= 
12hr, Fly ash+Silica powder=40.0g).

Fig. 11　 Adsorption mass of NH4+ for products as a function of additive sil-
ica mass for various NaOHaq. concentrations (Treatment time= 
12hr, Fly ash+Silica powder=40.0g).

Fig. 12　 Change in phillipsite peak intensity of products with treatment 
time for various NaOHaq. concentrations 
(Fly ash+Silica powder=40.0g).
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ment time, and the resultant interrelation is summa-
rized in Fig. 14. With a higher NaOH concentration, 
the silica powder mass that must be added to synthe-
size phillipsite only is greater, and the time needed to 
complete the reaction is shorter. Therefore, we can 
selectively synthesize phillipsite in a shorter time by 
adding a greater amount of silica powder into fly ash 
and subjecting the mixture to hydrothermal treat-
ment with high concentration aqueous NaOH solu-
tion.

4. Conclusion

1) With a higher NaOH concentration in the hydro-
thermal treatment liquid, the proportion of phillipsite 
in the powder product will be lower and the propor-
tion of hydroxysodalite will be higher.
2) With a higher NaOH concentration in the hydro-
thermal treatment liquid, the time elapsed before the 
start of the crystallization of zeolite will be shorter, 
and the zeolite crystal generation rate will be greater.
3) Phillipsite only can be selectively synthesized by 
using a raw material comprising fly ash with the addi-
tion of silica powder even when hydrothermal treat-
ment is performed with high concentration aqueous 
NaOH solution, and with a higher NaOH concentra-
tion, the necessary silica powder mass increases.
4) When phillipsite is selectively synthesized by us-
ing a mixture of fly ash and silica powder as a raw 
material, the phillipsite generation rate increases with 
a higher NaOH concentration in the hydrothermal 
treatment liquid, thereby the treatment time can be 
shortened.
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Nomenclature

CAl: concentration of Al[OH]4
- [mol/m3]

CSi: concentration of SiO4
4- [mol/m3]

CS,Al : saturated concentration of Al[OH]4
- [mol/m3]

CS,Si: saturated concentration of SiO4
4- [mol/m3]

kAl: dissolution rate constantof Al[OH]4
-from fly ash

 [kg-1 s-1]
kSi: dissolution rate constant of SiO4

4-from fly ash 
 [kg-1 s-1]
k°Si: dissolution rate constant of SiO4

4-from additive 
silica [kg-1 s-1]
KAl: feed rate constantof Al[OH]4

- [s-1]
KSi: feed rate constantof SiO4

4- [s-1]
mFA: mass of fly ash [kg]
mSi: mass of additive silica powder [kg]
mAl: mass of aluminium hydroxide powder [kg]
MAl: total molar of fed Al[OH]4

- [mol]
MAl: total molar of fed SiO4

4- [mol]
t: treatment time [s]
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1. Introduction

　In material nanotechnology, techniques for ar-
ranging nanoparticles/colloidal particles in a regular 
pattern are required. For example, a two-dimensional 
array (monolayer) involving nanoparticles/colloidal 
particles is used as a mask for lithography1). Meth-
ods for forming a two-dimensional array include the 
Langmuir-Blodgett (LB) process, self-assembled 
monolayer (SAM) process, electrophoretic process 
and liquid membrane process. The liquid membrane 
process in which a colloidal dispersion solution is ap-

plied to and allowed to dry on a solid substrate is a 
promising processes. In a drying process within the 
liquid membrane process, when the liquid membrane 
is thinner than the particle diameter, a meniscus is 
formed between particles, thereby a long-distance at-
tractive force known as a lateral capillary force occurs 
between particles. Mainly by this force, a particle 
group collects through a self-assembly phenomenon. 
Other than the lateral capillary force, various factors 
affect the arrangement structure of a particle group. 
Examples of these factors include the Brownian 
force, frictional drag from a substrate and the DLVO 
force. Clarifying the relation between various factors 
and resultant structures will make it possible to draw 
up a guideline for efficient preparation of material.
　In order to form a colloidal particle membrane 
through a liquid membrane process, two-dimension-
al arrays consisting of polystyrene latex particles or 
protein particles have been produced as in the case of 
a series of studies by Nagayama et al.2-4)

　The correlation between process conditions and 
the structure of particles has been studied5,6); how-
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ever, the various factors that affect the structure have 
not been studied comprehensively because experi-
ments in which each of a plurality of processes is 
independently varied are difficult. Nevertheless, with 
the advance in computer simulations the dynamics 
of particles can now be directly tracked, and a multi-
plicity of processes can be studied while varying par-
ticular parameters independent of other parameters. 
We have simulated a colloidal particle arrangement 
process8-10) based on a liquid membrane process, con-
sidering the Brownian force, frictional drag from a 
substrate and the DLVO force by adopting a discrete 
element method (DEM)7). As a result, we have found 
that the actual arrangement structure quantitatively 
matches those experimentally obtained and have 
shown that this simulation technique is useful as a 
means of estimating the structure of particles. In the 
present study, we focus on the effect of friction from 
a substrate, which poses a significant effect in an 
actual system. We perform a series of calculations 
for particle diameters in a wider range of 10–1000nm 
and varied the decrease rate of liquid membrane 
thickness, and studied the correlation between the 
frictional drags from substrates, particle diameters 
and drying rates of solvents and the structures.

2. Simulation Technique

2.1 Motion equation for particles
　In a system where a group of particles move within 
a plane, the motion equation used for individual par-
ticles in a translational motion is the Langevin’s equa-
tion that is used in nonequilibrium Brownian dynam-
ics11).

　m dvi

dt =Fi -ξvi＋F B
eff (1)

　A rotational motion for individual particles can be 
expressed by the law of angular momentum.

　I
dwi

dt =Mi (2)

　Fi includes an inter-particle contact force, a lateral 
capillary force and a frictional drag from a substrate, 
each considered in the DEM. ξ represents the Stoke’s 
drag coefficient. In our system, the particles are par-
tially immersed in a solvent, and the proportion of 
immersed particles varies depending on the height of 
the liquid membrane. Therefore, we took the propor-
tion of the horizontal projected area of the region of 
the particles immersed in the solvent to the whole 
area as s, and then defined x using the following for-
mula:

　ξ=s×6παη (3)

　For time quadrature of a motion equation, the 
predictor-corrector velocity Verlet method used in 
the molecular dynamics was employed. This scheme 
features the 2nd order accuracy for time steps, and 
can be applied when the force acting on particles, 
determined by calculating the predicted velocity, is 
a function of position-velocity. Thus, this method is 
suitable for our model that incorporates a drag from a 
solvent and a frictional drag from a substrate.

2.2 Forces acting on particles
2.2.1 Brownian oscillating force
　When in a liquid membrane, particles are in con-
tact with a solvent, and are therefore subjected to the 
Brownian force that is derived from the thermal agita-
tion of the solvent. The Brownian force is obtained as 
a probable random force in accordance with normal 
distribution. When the entire surface of individual 
particles is fully immersed in a solvent, the Brownian 
force of particles moving in a two-dimensional plane 
can be expressed by the formulas below:

　〈F B(t)〉=0 (4)

　〈F B(t)・F B(t)〉= 24παηKBT
Δt  (5)

　In a manner identical to that for the Stoke’s drag, 
the effective Brownian force was defined, assuming 
that particles were partially immersed in a solvent, by 
using the following formula:

　F B
eff (t)=s×F B(t) (6)

2.2.2 Inter-particle contact force
　When particles come into contact with each other, 
viscoelasticity occurs between particles. With DEM, 
this force is simulated with the Voigt model, which 
consists of a spring for representing an elasticity 
term and a dashpot for representing a viscosity term, 
wherein the spring and dashpot are situated in paral-
lel. Incidentally, each contact force is determined af-
ter division in the normal direction and the tangential 
direction, wherein a friction slider is inserted in the 
tangential direction to represent the frictional drag 
between particles.

2.2.3 Lateral capillary force
　The lateral capillary force working between two 
particles in a liquid membrane can be, if these par-
ticles are colloidal particles, approximated with the 
following formula12) (Fig. 1).
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　F m= 2πγQ2

L  (7)

　where, Q is a capillary charge, and is defined by 
the formula below:

　Q=rc sinψ (8)

　(where rc stands for the radius of a circle defined 
by the interfaces of three phases (particles, solvent, 
air).) For an actual system, an effective lateral capil-
lary force from a multiplicity of particles needs to be 
calculated. For this purpose, we determined an effec-
tive lateral capillary force, considering the screening 
effect9).
　When the particle diameter is about 10 nm, a liquid 
membrane cannot stably exist on a solid substrate. 
As a result, with a greater inter-particle distance, the 
meniscus will be cut off and the lateral capillary force 
seems to fail to function. Therefore, assuming that 
the meniscus can be approximated with a parabola, 
the meniscus cut-off distance10) is approximated using 
the following formula:

　Lcut= 4h
tanψ＋2rc (9)

　(where h represents the height of interfaces of 
three phases above the surface of the substrate, pro-
vided that the height of the interfaces of three phases 
is assumed to be common with all the particle types.)
　When an inter-particle distance is greater than this 
value, the lateral capillary force is taken as 0.
　When the particle diameter is approximately 1 μm, 
a flat liquid surface seems to occur even though the 
particles are far apart from each other. As a result, 
the meniscus cut-off distance will be underestimated. 
However, in the present study, we studied the effect 
of particle diameter, and concluded that application of 
the same model not governed by a particle diameter 
was needed; therefore, we considered the effect of 
cut-off of the meniscus.

2.2.4 Frictional drag from substrate

　When the vertical component of surface tension 
is not 0, particles receive static friction and dynamic 
friction from a substrate. A DLVO force is present be-
tween a substrate and particles. For convenience, we 
supposed that a substrate was inactive to particles. 
Also, we assumed that the maximum static frictional 
coefficient and the maximum dynamic frictional co-
efficient take the same value, and that the frictional 
drags are governed by the classic Coulomb frictional 
drag. A static frictional drag is represented by the fol-
lowing formula10):

　F f=－F 0　  ； F0＜μpsZ 

　F f=-μpsZ
F0

F0

 ； F0＞μpsZ 

(10)

　At the same time, a dynamic frictional drag is de-
fined as:

　F f =-μpsZ vi

vi
 (11)

where,

　Z=2πγQ (12)

　When the magnitude of the resultant of forces 
other than the frictional drags acting on particles is 
not greater than the magnitude of maximum static 
frictional drag, the particles remain motionless.

2.2.5 Van der Waals force
　Van der Waals force deriving from fluctuation in in-
duced dipole of atoms occurs between particles. The 
magnitude of the van der Waals force working be-
tween particles is defined by the following formula13):

　Fvdw= Aa
12(L-2a)2  (13)

　When particles are situated in a solvent, an elec-
trostatic repelling force acts between the particles. 
In the present study, we supposed that the effect of 
frictional drag from a substrate could be more clearly 
defined through calculation with a purer system, and 
did not included the term for an electrostatic repel-
ling force.

2.3 Simulation conditions

　In the present study, we assumed monodispersed 
colloidal silica particles as colloidal particles and 
water as a solvent*). The calculation cell was in the 
form of a square with one edge measuring 40D, while 
cyclic boundary conditions were set in two directions. 
The number of particles within the cell was adjusted 

Fig. 1　 Capillary immersion force between two particles.
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to 1296. This setting coincided with a coverage ratio 
of 0.702. Table 1 summarizes the calculation condi-
tions including the physical properties of the particles 
and solvents. The actual calculation was performed 
by converting various amounts into nondimensional 
values including representative values of particle diam-
eter α , solvent surface tension γ and particle mass 
m.
　In the initial state, the particles were arranged at 
random and their initial velocity was set to 0 so that 
they did not collide with each other, and the thick-
ness of the liquid membrane was the same as the 
diameter of particles.
　The calculation was repeated until the meniscus 
was cut off with every particle pair as the height of 
the liquid membrane decreased.
　For the present study, the viscous drag from a fluid 
acting on particles was expressed using the Stokes 
drag model. In contrast with an actual system, an 
effective viscous drag is significantly large because 
of factors including the lubrication effect, which is 
important when particles are in closer vicinity. As a 
result, when the Stokes drag model is employed, the 
particle move velocity is overestimated. Incidentally, 
with the our system, the “proportion of particle move-
ment velocity to liquid surface decrease velocity” gov-
erns the degree of aggregation of a particle group. 
Accordingly, we compensated for the overestimation 
in particle move velocity with an increased liquid 
surface decrease velocity of 1.0×10-2 ms-1 in order to 
maintain the above-mentioned proportion at a value 
obtained from the experiment and to quantitatively 

express the self-assembly process of particles during 
the drying process.

2.4 Analysis for arrangement structure

　In order to evaluate particle arrangement struc-
tures, two indices, that is, an ordering factor and a 
nondimensional boundary length, were introduced10).

2.4.1 Ordering factor

　Delaunay triangles are obtained by subjecting an 
arrangement structure to the Voronoi polygonal divi-
sion, and by connecting particles with line segments 
that are vertical to the edges of Voronoi polygons. 
Then, the triangles formed by connecting the centers 
of all the particles involved are gathered, and poly-
gons composed of these triangles are considered. 
If the surroundings of particles are most densely 
packed, the resultant polygons will be regular hexa-
gons. Then, the proportion of the so-formed regular 
hexagons to all the particles is defined as an ordering 
factor.
　We call this index the Isotropic Ordering Factor 
(IOF).

2.4.2 Nondimensional boundary length
　The characteristics of a particular arrangement 
structure that cannot be evaluated with an ordering 
factor can be evaluated using an index that is char-
acterized by the boundary length of an aggregated 
body. To determine the boundary length of an aggre-
gated body, the coordination numbers of the particles 
involved are utilized, wherein a coordination number 
is defined as “a number of other particles with which 
a given particle is in contact”. As to individual par-
ticles, the region not in contact with other particles 
corresponds with the boundary of the aggregated 
body. (A shorter boundary length means more pro-
gressed aggregation with a particle group.) A Non-
dimensional Boundary Length (NBL) is defined us-
ing the following formula:

　NBL= 1
6nΣκ (6－κ)N(κ) (14)

　With formula (14), the solution is 1 with the initial 
state; 0.83 when all the particles take the form of 
dimer; and 0 when all the particles form the most 
densely packed structure.

*) When the solvent is water, the minimum thickness of 
the liquid membrane that can be stably present on a 
substrate is approximately 100 nm, and it is impossible 
to obtain a liquid membrane whose thickness measures 
several nm. For the present study, we assumed a solid 
substrate that had a high-energy surface to allow a sev-
eral nm thick liquid membrane to stably exist.

Table 1　 Physical conditions for the simulations
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3. Result and Discussion

3.1 Examples of arrangement process
　Fig. 2 illustrates several snapshots for the arrange-
ment process where D=100 nm and μps=0.1. (t repre-
sents a nondimensional time, lev a liquid membrane 
thickness and Vmax the absolute value of the maxi-
mum velocity of particles.)
Fig. 3 illustrates the distance-dependency of the 
magnitude of nondimensional forces associated with 
the snapshots in Fig. 3, and Fig. 4 shows plotting of 
the interrelation between the liquid membrane thick-
ness and meniscus cut-off distance. Note that the 
Brownian forces in Fig. 3 are standard deviations of 
force.
Fig. 2(a) illustrates the initial state, where the parti-
cles appear to have been randomly distributed. When 
the liquid membrane thickness drops below the par-
ticle diameter, a meniscus occurs between particles, 
thereby a lateral capillary force acts between par-
ticles. At the same time, because the component per-
pendicular to the surface tension is no longer 0, the 
frictional drag from a substrate also acts on particles. 
Fig. 2(b) is a snap shot for h=1.500. Several particles 
are in contact with adjacent particles, forming dimers 

while most particles remain apart from other par-
ticles. From Fig. 3(b), the lateral capillary force ap-
pears to be dominant; however, because the screen-
ing effect is introduced, the effective lateral capillary 
force is smaller than 1/10 the two-body force. Conse-
quently, the resultant force consisting of the lateral 
capillary force and the Brownian oscillating force is 
not greater than the frictional drag from a substrate, 

Fig. 2　 Snapshots of colloidal particles calculated for D=100nm and μps 
=0.1. (a)h=2.000, (b)h=1.500, (c)h=1.250, (d)h=1.218, (e) h= 
0.976, (f)h=0.692. Fig. 3　 Force curve for D = 100nm and μps=0.1, (a)h=2.000, (b)h= 

1.500, (c) h=1.250, (d) h=1.218, (e) h=0.976.

Fig. 4　 Cut-off distance of capillary immersion force with h.
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and the particles cannot move. With certain particles, 
the resultant force consisting of the lateral capillary 
force and the Brownian force is greater than the fric-
tional drag from a substrate, thereby these particles 
come into contact with adjacent particles. Then, these 
particles remain motionless as they remain in contact 
with other particles owing to the frictional drag from 
a substrate and the van der Waals force.
　When the level of the liquid membrane drops to 
h=1.2 (Fig. 2 (c), (d)), a plurality of regions that 
lack particles occur (voids), and these voids grow 
rapidly.
　In particular, certain particles around these voids 
may have the most densely packed structure. As the 
effect of the lateral capillary force is greater (Fig. 
3(c), (d)), more particles gradually start moving; 
and at the same time, the size of the voids becomes 
greater. In particular, the effective lateral capillary 
force acting on the particles around the voids greatly 
increases, thereby aggregation of particle groups 
occurs. When the height of the liquid membrane 
decreases to about h=0.976, several domains and 
larger voids appear, and aggregation seems to be 
virtually completed. At this time, the Brownian force 
further decreases (Fig. 3(e)). On the other hand, 
when the meniscus cut-off distance drops below two 
times the particle diameter (Fig. 4), the meniscus 
between domains is cut off, the effective lateral capil-
lary force acting on the particles around each domain 
increases, thereby the particles around each domain 
are forced into each domain. Typically by this effect, 
rearrangement takes place, leading to the final state 
(Fig. 2(f)). When Fig. 2(e) is compared with Fig. 
2(f), clearer boundaries are found in Fig. 2(f). For 
a two-dimensionally arranged membrane formed by 

a liquid membrane process too, it seems that when 
the liquid membrane thickness decreases and the liq-
uid membrane between domains is cut off, the grain 
boundaries develop.

3.2  Effect of frictional drag from substrate on 
the arrangement process

　Fig. 5 illustrates a time-dependent change in NBL 
for D=100 nm and μps=0.0–1.0. If there is no frictional 
drag from a substrate (μps=0.0), and when 1.4<h<2.0, 
the NBL simply decreases.
　This seems to be because the particle groups come 
into contact with each other owing mainly to the later-
al capillary force, and once the particle groups are in 
contact with each other, the van der Waals force acts 
between the particles, thereby the particles do not 
come off from other particles. Then, domains consist-
ing of the most densely packed particle groups are 
formed, and aggregation does not progress further; 
as a result, the value of NBL remains unchanged. 
However, the NBL again decreases when 0.8<h<1.0. 
This seems to be because, as mentioned in Sec. 3.1, 
a meniscus between domains is cut off, leading to de-
velopment of particle rearrangement in the domains.
　If a substrate provides drag and when 1.9<h<2.0, 
the NBL temporarily decreases, and then remains 
at a particular value. This is because the effective 
lateral capillary force does not exceed the frictional 
drag from a substrate, and, as a result, the particles 
remain motionless. Then, when the thickness of the 
liquid membrane decreases and the effective lateral 
capillary force exceeds the frictional drag from a sub-
strate, aggregation proceeds. However, with a greater 
μps, the start of domain formation delays. In other 
words, the meniscus cut-off distance is shorter and 

Fig. 6　 NBL with h for D = 10nm and μps=0.0 - 1.0.Fig. 5　 NBL with h for D = 100nm and μps=0.0 - 1.0.
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the time elapsed before completion of drying is also 
shorter, the NBL in the final state is much greater.
　Fig. 6 illustrates time-dependent change in the 
NBL for D=10 nm and μps=0.0–1.0. Regardless of 
whether or not the frictional drag from a substrate is 
present, the NBL drops to about 0.4 when 1.9<h<2.0. 
This is because many particles are in contact with 
each other due to the Brownian force to form a net-
work structure. At this time point, however, there are 
few domains that are most densely packed. If μps=0.0, 
0.1 or 0.25, and when 1.2<h<1.5 and the effective lat-
eral capillary force is greater, the formation of denser 
domains begins.
　Consequently, the NBL again decreases, and drops 
to about 0.10. On the other hand, if μps=0.5 or 1.0, and 
when h<1.4, progress of aggregation is slower. Never-
theless, when compared with the case where D=100 
nm, and when μps is the same, the case where D=10 
nm exhibits an apparently smaller NBL in the final 
state as well as the formation of domains.

3.3  Effect of frictional drag from the substrate 
and particle diameter on the arrangement 
structure

　Fig. 7 shows snapshots for the terminal state for 
D=10 or 100 nm, μps=0.0, 0.25 or 0.5. For μps=0.0 (Fig. 
7(a)(i), (b)(i)), no significant difference is found 
between the case with D=100 nm and the case with 
D=10 nm, and there are a plurality of domains and 
voids with both cases.
　When D=100 nm, the region of domains is smaller 
with greater μps (Fig. 7(a)(ii), (iii)). With greater μps, 
the height of the liquid membrane, which is mainly 
governed by the lateral capillary force, is smaller. 
More specifically, the meniscus cut-off distance is 
smaller and the time span where aggregation devel-
ops is shorter; as a result, drying ends though the 
formation of domains does not fully take place.
　When D=10 nm and even though μps=0.25, larger 
domains exist (Fig. 7(b)(ii)). At μps=0.5, the domains 
are smaller (Fig. 7(b)(iii)) but are still larger com-
pared with the case for D=100 nm. This is because 
the Brownian force exceeds the frictional drag from a 
substrate, and, as a result, the particles move at ran-
dom, promoting aggregation.
　Consequently, although a frictional drag from a 
substrate is present, greater domains are formed.
　Fig. 8 illustrates the dependency of IOF on a sub-
strate frictional drag coefficient in the final state for 
D=10-1000 nm and μps=0.0-1.0. If D>50 nm, the IOF 
value decreases with a greater μps and becomes closer 
to 0. Incidentally, if D=10 nm, and when 0.0<μps<0.25, 

the IOF value is greater than 0.35, and larger do-
mains are formed. When μps>0.5, the IOF value is 
smaller; however, the IOF value for a same μps is 
still significantly large. In other words, the motion 
of particles is inhibited by a frictional drag from the 
substrate; when D<25 nm, the effect of the Brownian 
force is significantly exhibited, and the ordering fac-
tor increases. In our study, the effect of the Brownian 
force was apparent only in the case of D<25 nm. It 
may be possible to determine conditions that allow 

Fig. 8　 IOF of the final siate for D = 10 -1000nm and μps = 0.0 - 1.0.

Fig. 7　 Snapshots of colloidal particles at the final state. 
(a) D = 100nm. (ⅰ)μps = 0.0, (ⅱ)μps = 0.25, (ⅲ)μps = 0.5 ; 
(b) D = 10nm. (ⅰ)μps = 0.0, (ⅱ)μps = 0.25, (ⅲ)μps = 0.5.

(a) (ⅰ)(a) (ⅰ)

(a) (ⅱ)(a) (ⅱ)

(a)(ⅲ)(a)(ⅲ)

(b) (ⅰ)(b) (ⅰ)

(b) (ⅱ)(b) (ⅱ)

(b)(ⅲ)(b)(ⅲ)

μps
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the formation of greater domains in the cases where 
the particle diameter is 25 nm or greater, by search-
ing for the conditions that allow the Brownian force 
to work effectively.

3.4  Effect of frictional drag from the substrate 
and the liquid membrane thickness de-
crease speed on the arrangement structure

　Fig. 9 illustrates the time-dependent change in 
the NBL for the liquid membrane thickness decrease 
rates of 1.0, 2.0 and 5.0×10-3 ms-1 when D=100 nm 
and μps=0.1. With a lower liquid membrane thickness 
decrease rate and when 1.9<h<2.0, the degree of de-
crease in NBL is greater.
　This is because more particles come into contact 
with other particles due to a longer time in which the 
Brownian force can work efficiently. Then, the NBL 
remains at a constant value, and again decreases 
when 1.3<h<1.4. With the same h, a lower liquid 
membrane thickness decrease rate leads to a lower 
NBL value.
　Fig. 10 shows the IOF values of the arrangement 
structures obtained from D=100 nm, μps=0.1 and 1.0. 
As to two frictional coefficients, a lower liquid mem-
brane thickness decrease rate leads to a greater IOF 
value. It appears to be possible that by further de-
creasing the liquid membrane decrease rate, domains 
are formed that are comparable with those formed 
when there is no frictional drag from a substrate.

3.5  The coefficient of friction between the sub-
strate and particles in the experiment

　In the present study, we examined the effect of the 
friction from a substrate on arrangement structures 

of particles. The coefficient of friction between col-
loidal particles in liquid and a substrate as well as the 
mechanism of friction between colloidal particles in 
liquid and a substrate are unknown. One example 
of results from studies in this field is a report where 
frictional drags between latex particles (particle 
diameter 100 or 300 nm) and a mica substrate in 
water were measured by LFM (Lateral Force Micros-
copy)14). According to this report, if a frictional drag 
is compatible with Coulomb’s law, the frictional coef-
ficient should be in the order of 1. The reason why 
the frictional coefficient takes such a value, although 
a mica substrate is very smooth in the atomic order, 
is unknown. And, it is likely that with other systems 
too (in particular, systems with rough-surfaces sub-
strates), the coefficient of friction between particles 
and a substrate is not 0. Therefore, we cannot ignore 
the effect of the substrate involved.

4. Conclusion

　We have modeled an arrangement process for col-
loidal particles with a liquid membrane process, and 
have studied the effect of frictional drag from a sub-
strate on arrangement structure of particle groups. 
When a particle diameter is 100 nm or greater, the 
frictional drag from a substrate inhibits movement 
of the particles, thereby the coefficient of friction be-
tween a substrate and particles significantly affects 
the arrangement structure. On the other hand, when 
a particle diameter is about 10 nm, the Brownian 
force promotes particle movement, thereby densely 
packed domains are obtained even though the fric-
tional drag from a substrate is present. Even if the 
ordering factor is otherwise small, the drying rate 
may be lowered so that the forces including a lateral 
capillary force are allowed to act on particles for a 

Fig. 9　 NBL with h for D=100nm, μps=0.1 and Vevap = 1.0 × 10-3-1.0×
10-2 m s-1.

Fig. 10　 IOF for D = 100nm, μps= 0.1, 1.0 and Vevap = 1.0 ×10-3 1.0×10-2 
m s-1.
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sufficiently long time so as to improve the ordering 
factor.
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Nomenclature

 A Ⅱa maker constant of a particle [J]
 a radius of a particle [m]
 D diameter of a particle [m]
 I inertial moment of a particle [kg・m2]
 F B Brownian force acting on a particle [N]
 F B

eff  effective Brownian force acting on a particle [N]
 Fo Total force acting on a particle except friction
 [N]
 Fi external force acting on a particle [N]
 F m capillary force acting between two particles [N]
 F f frictional force from a solid substrate [N]
 FvdW van der Waals force acting on a particle [N]
 Hc height of meniscus [m]
 k coordinate number [-]
 kB Boltzmann constant [J・K-1]
 L inter-particle distance [m]
 Lcut cut-off distance of capillary force [m]
 m mass of a particle [kg]
 M rotational moment of a particle [kg・m2・s-2]
 n number of particles [-]
 N(k)  number of particles, the coordinate number of  

which is k [-]
 Q capillary charge [m]
 rc radius of contact circle of three-phase interface
 [m]
 s  he ratio of the part of a particle immersed in liq-

uid to that of the whole particle [-]
 T absolute temperature [K]
 Δt iteration time [s]
 vi velocity of the i-th particle [m・s-1]
 γ surface tension of liquid [N・m-1]
 Ψ meniscus slope angle at three-phase interface
 [s-1]
 μps frictional Constant between a particle and a sub-
strate [-]
 v velocity of a particle [-]
 ω angular velocity of a particle [s-1]
 ζ coefficient of Stokes drag force [kg・s-1]
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1. Introduction

　In order for a functional material associated with 
a powder material to function as designed, the indi-
vidual particles consisting of the powder material are 
required to possess the intended characteristics. To 
achieve this, many studies have been conducted on 
particle configuration control techniques for control-
ling chemical composition, size and size distribution, 
surface parameters and shapes of particles, under 
the unique concept of “particle design”1). Among the 
important particle parameters, particle shape is par-
ticularly important as it significantly affects physical 
and chemical characteristics including fluidity, solu-
bility and the electromagnetic characteristics of pow-
der materials. In this context, there have long been 

attempts at controlling particle shapes to provide 
particles in powder materials with useful functions in 
various industrial fields including photographic mate-
rials2), magnetic materials3) and medicine4).
　For precision control of particle shapes, industrial 
crystallization techniques are used which employ 
crystal habit modifiers that can offer relatively di-
verse variations in crystal shapes. However, though 
used in a diverse range of industrial fields, crystal-
lization techniques require many sequences of trial 
and error processes to determine specific industrial 
crystallization conditions that help provide intended 
crystal shapes since shape change mechanisms for 
particles crystallized with crystal habit modifiers are 
unknown. This issue arises from insufficient molecu-
lar level elucidation in crystal growth mechanisms5). 
Recent reports state that in crystallization processes, 
solute clusters occur, and deposit on crystal surfaces, 
thereby significantly affecting crystal growth6), 7).
　Therefore, for the elucidation of crystal shape 
change mechanisms with crystal habit modifiers, a 
microscopic study into cluster formation in a super-
saturated solution is necessary.
　To this end, by performing a crystallization ex-
periment and by adopting the molecular dynamics 
technique that can provide microscopic information, 
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we studied the effect of crystal habit modifiers on the 
shapes of crystals that grew in solutions. First, we 
studied the effect of crystal habit modifiers on the 
shape change of crystals using a fluidized crystal-
lizer, determined the interrelation existing among the 
parameters of clusters occurring in a supersaturated 
solution (cluster size, number of occurring crystals, 
etc.), supersaturation ratio and crystal habit modifier 
types, and then through MD simulation, studied the 
supersaturation state that is difficult to observe by 
experiments as well as the solution structures result-
ing from the addition of crystal habit modifiers.

2. Experiment Method

2.1  Crystallization for sodium chloride crystals
　The fluidized crystallizer for our experiment is 
schematically illustrated in Fig. 1. This apparatus 
consists of a head tank, a cooler and a crystallization 
tank. Sodium chloride (purified salt from The Salt 
Industry Center of Japan, purity 99.5%) was dissolved 
in 8×10-3 m3 of distilled water to provide a mother 
liquor. During the experiment, the mother liquor was 
kept at 303K, and excess sodium chloride crystals 
were placed at the bottom of the head tank so that the 
mother liquor remained a saturated aqueous solution. 
Then, the saturated aqueous solution was converted 
into a supersaturated aqueous solution by cooling it 
from 303K to 297K, and the resultant supersaturated 

aqueous solution was supplied to the crystallization 
tank.
　The aqueous solution overflowing from the tank 
and the crystallization tank was recovered in the 
mother head tank and again converted into a satu-
rated aqueous solution whose temperature was 303K. 
In the crystallization tank, 20×10-3 kg of sodium 
chloride seed crystals, whose size and shape were 
adjusted as required, were placed in the crystalliza-
tion tank. The flow rate was adjusted to a constant 
level at 0.3×10-3 m3/min such that the seed crystals 
could float in the crystallization tank. Under these 
conditions, the seed crystals were allowed to grow, 
and then a crystal habit modifier was added, thereby 
change in crystal shapes was studied. The conditions 
of the experiment are summarized in Table 1. The 
crystal habit modifiers were Cu2+ and Mn2+ as cations 
and NO3

-, Cl- and SO4
2- as anions. The purity of each 

crystal habit modifier was 99.9% (Kojundo Chemical 
Laboratory), and was added in the amount of 0.01 
M in the form of salt (MX, M=Cu2+, Mn2+, X=SO4

2-, 
NO3

-, Cl-).

2.2  Interfacial energy measurement by thermal 
analysis

　Cluster parameters were determined through ther-
mal analysis during a cooling process for supersatu-
rated solutions containing crystal habit modifiers8). 
The analyzer was a differential scanning calorimeter 
DSC (MAC Science, Model DSC3300S). With the 
analyzer, aqueous sodium chloride (Kojundo Chemi-
cal Laboratory, purity 99.98%) solution containing 
a crystal habit modifier was analyzed. First, 1.00×
10-9-3.00×10-9 m3 of aqueous sodium chloride solu-
tion saturated at 323K was loaded into a platinum 
specimen cell, and the cell was set in the calorimeter. 
To allow the existing cluster in the solution to be fully 
disaggregated, the cell was maintained for 5 minutes 
at 353K which was 30K higher than the saturation 
temperature, and was quenched at the rate of 0.33 
K/s.
　During this course, crystallization heat occurred 
while the crystals precipitated from the resultant 

Table 1　Operating condition on fluidized crystallizer

Radius of seed crystal 2.50-3.00 (10-4m)
Crystallization time 1.08 (104s)
Crystallization temperature 300±3 (K)
Flow rate 5.0 (10-6m3/s)
Supersaturation ratio 1.8×10-3 (-)

Fig.1　Schematic diagram of experimental apparatus
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supersaturated solution, thereby the calorimetric 
change was measured.

3.  Behavior of Aqueous Sodium Chloride Solu-
tion Investigated by MD Simulation

　Interaction potentials between the water and ion 
and between the ion and ion were calculated with the 
equations below, and the parameters proposed by 
Koneshan et al. were adopted9).

　u(rij)=4εij

┌
│
└（

σij

rij）
12

 -（σij

rij）
6┐
│+
┘

qiqj

rij
 (1)

　σij = 
(σi+σj)

2
 ,  εij = √ε‾i εj  (2)

The first term in the right-hand member in Eq. (1) 
represents the Lennard-Jones potential. The second 
term stands for the Coulomb potential, and was cal-
culated with the Ewald method, where i and j stand 
for the ion type and rigid body molecule type, respec-
tively. εij and σij are amounts having an energy unit 
and a length unit, respectively, and were determined 
according to the Lorentz-Berthelot law provided by 
Eq. (2). The parameters are listed in Table 2.
　A translational motion of particles was defined by 
applying Newton’s equation of motion to numerical 
integration by the velocity Verlet method, while a 
rotational motion was defined by subjecting Euler’
s equation of motion to numerical integration by the 
leap-frog method. Periodic boundary conditions were 
applied to the cell, and the SPC/E rigid body rota-
tor model (Extended Simple Point Charge model), 
which well simulates a liquid structure and diffusion 
constant, was adopted for the water molecules9). The 
time interval for one step was 0.1 fs. The length of the 
basic cell was assumed to be 22.5×10-10 m, and the 
calculation was executed for 4.5 M saturated solution 
and 6.5 M, 9.0 M, 12.0 M and 15.0 M supersaturated 
aqueous sodium chloride solutions. To investigate 
the ef fect of crystal habit modifiers, calculations 
were made for Cu2+ and Mn2+, each with the 9.0 M 

aqueous sodium chloride solution. The concentra-
tion of each Cu2+ and Mn2+ was set to 0.01 M, and the 
solution containing Cu2+ and the solution containing 
Mn2+ were each allowed to reach the thermal equilib-
rium state at a particular temperature, and were then 
cooled down. Additionally, to investigate the effect 
of periodic boundary conditions, a series of similar 
calculations were performed for settings where the 
length of the basic cell in a 9.0 M supersaturated 
aqueous sodium chloride solution was assumed to be 
52×10-10 m, thereby the dependency of cluster sizes 
and size distribution on the cell size were studied.
　The potential parameters of Cu2+ and Mn2+ used 
as crystal habit modifiers in the present study were 
determined through an interpolation or extrapolation 
technique, based on the σ values and radii of the ions 
whose parameters were reported9).

4. Result and Discussion

4.1 Result of experiment
4.1.1 Shape change of sodium chloride crystal
　Fig. 2 shows an SEM photograph of a sodium 
chloride crystal obtained from an aqueous solution 
to which manganese sulfate as a crystal habit modi-
fier was added. The crystal shape of sodium chloride 
generally varies from regular hexahedron to octahe-
dron when a crystal habit modifier is added10). In the 
present study, the process of change in crystal shape 
into an octahedron was also verified. As for the three 
lattice planes of the sodium chloride crystal, that is, 
the {111}, {110} and {100} plane, the speed of crystal 
growth is slower in this order. In other words, the 

Table 2　Pair potential function paramenters for aqueous NaCl solution

Atom/ion σ(10-10m) ε(kJ/mol) Charge(e)

O 3.169 0.6502 -0.8476
H ― 0.4184 +0.4238

Na+ 2.583 0.4184 +1.0
Cl- 4.400 0.4184 -1.0

Cu2+ 1.832 0.4184 +2.0
Mn2+ 1.501 0.4184 +2.0

Fig.2　SEM photograph of NaCl grown in aqueous solution with MnSO4
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crystal growth with the {100} plane is slowest, and 
this plane occurs as the outer shape of the crystal. To 
sum up, sodium chloride crystals are usually regular 
hexahedrons consisting of {100} planes. The reason 
why the crystal shape of sodium chloride changes 
when a particular crystal habit modifier is added to 
a site of crystal growth is because the crystal habit 
modifier is adsorbed in the step of a particular lat-
tice plane, leading to variation in the relative ratio of 
growth speeds of the lattice planes10). Fig. 3 illus-
trates the result of X-ray diffraction for sodium chlo-
ride crystals when manganese sulfate as a crystal 
habit modifier was added to seed crystals. The X-ray 
diffractometer was the RINT2500 from Rigaku. Since 
a new peak occurred when manganese sulfate was 
added, it seems that the shape of the sodium chloride 
crystals varied owing to the deposition of Mn2+ on 
the crystal surface.

4.1.2 Formation of cluster
　To be able to determine cluster parameters from 
the results of thermal analysis with a DSC, the rela-
tion between the measurement result and the cluster 
parameters needs to be clarified. As plotted in Fig. 4, 
a segment up to the formation of the critical nucleus 
is defined as a cluster8), 11), and the maximum values 
for the radius and total number of constituent ions for 
the critical cluster immediately before nucleus for-
mation as well as the excess free energy at that time 
point are taken as the cluster parameters.
　In order for a cluster to occur in a supersaturated 
solution, the energy barrier Δg defined by the follow-
ing equation needs to be exceeded11).

　Δg=4πr2σs-nkT ln(C/C *)  (3)

where, Δg; free energy dif ference associated with 
the formation of a cluster, r: radius of the cluster, σs; 
interfacial energy of the cluster, n; number of solute 

molecules constituting the cluster, k; Boltzmann 
constant, T; saturation temperature, C: solute concen-
tration, C *; saturation concentration. If the volume 
of one solute molecule is taken as v, then n can be 
defined as:

　n= 
4πr3

3v
  (4)

If Eq. (4) is substituted in Eq. (3), and when Δg takes 
a maximum value, then dΔg/dr=0. Therefore, the ra-
dius of cluster rc in the critical state can be expressed 
by the following equation:

　rc=2σsv/kT ln(C/C *)  (5)

If the increase in the resultant maximum of Δgmax can 
be expressed as:

　Δgmax=4πrc
2σs-

4πrc
3kT

3v
ln(

C
C * )  (6)

As a result, the supersaturation dependency of n and 
Δgmax can be defined as:

　n=
┐
│
┘

┌
│
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2σsT
kT ln(C/C *)

34π
3v , Δgmax=

┐
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┘

┌
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└

v
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216πσs
3

3
�
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By determining the interfacial energy σs, the cluster 
parameters can be calculated. The nucleation rate RN 
can be expressed as follows8):

　RN=kNexp
┌
│-
└ （16

3 ）（ σs

kT）
3 ┐

│
┘

π v
ln(C/C *)

2
   (8)

Incidentally, when assuming that N critical clusters 
occur in a solution whose volume is V during a wait-
ing time θt from the start of cooling to the occurrence 

Fig.3　XRD patterns for NaCl

Fig.4　Classical theory of nucleation
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of clusters, the nucleation rate RN can be expressed 
by the following equation:

　RN= 1
V

Nobs

θt

�
 (9)

Therefore, if both members in Eq. (9) are converted 
into logarithms and Eq. (8) is substituted, the follow-
ing equation will be obtained:

　logθtV=-log
kN

Nobs
+ 1

2.303
・16

3
π （ v

ln(C/C *)）
2

（ σs

kT）
3

  (10)

Consequently, by plotting the relation between θtV 
and 1/log2(C/C *), and by reading the inclination of 
the resultant straight line, the interfacial energy σS 
can be determined.
　Fig. 5 illustrates the relation between θV and 1/
log2(C/C *) for pure aqueous sodium chloride solu-
tion. The thus-obtained interfacial energy was sub-
stituted in Eqs. (6) and (7), and the resultant cluster 
parameters are listed in Table 3. From this result, 
it is understood that the average number of solute 
molecules that constitute a sodium chloride cluster 
is 3.7. According to the report of Rajiv et al., the ap-
proximate number of solute molecules that constitute 
a sodium chloride cluster is 412), and this agrees with 

well the result of our experiment.
　Fig. 6 shows the result obtained from the addi-
tion of copper sulfate as a crystal habit modifier. The 
cluster parameters for this case were determined 
and the result is summarized in Table 3. The cluster 
size with the addition of a crystal habit modifier is 
apparently larger than the cluster size without the 
addition of a crystal habit modifier. When the effects 
of two cation types are compared with each other, the 
addition of Mn2+ resulted in a larger cluster size com-
pared with the addition of Cu2+. Also, from the aspect 
of anion types, the cluster size is greater in the order 
of SO4

2-, NO3
- and Cl-. These results are microscopi-

cally discussed in Sec. 4.2.4 using the MD simula-
tion technique.

4.2 Simulation results
4.2.1 Validity of simulation method
　To investigate the validity of the MD simulation 
method used for the present study, we determined 
the pair distribution function and mean square dis-
placement between Na+ and Cl- in 4.5 M equilibrated 
saturated aqueous sodium chloride solution. Fig. 7 
provides the result of pair distribution function, while 
Table 4 lists dif fusion coefficients of Na+ and Cl- 
ions obtained from the inclination of mean square 
displacement. These values well match the values 
in the previous work13), and this fact means that our 
simulation technique and the parameters adopted are 
relevant.

4.2.2 Effect of supersaturation on clusters
　Cluster formation in a solution is triggered by con-
centration fluctuation of solute molecules. Thus, it is 
possible that a portion of extremely high concentra-

Table 3　Values of clusters parameters

S=1.015 σ(104J/m2) 2r(10-10m) n(-) Δg(10-22J/ion)

Pure NaCl 5.70 4.51 3.7 1.22
Cu(NO3)2 14.7 11.6 62.4 20.7
CuCl2 14.5 11.5 60.3 20.0
CuSO4 15.2 12.1 69.8 23.2
Mn(NO3)2 20.0 15.8 157.9 52.4
MnCl2 18.4 14.5 122.4 40.6
MnSO4 22.0 17.4 210.8 69.9

Fig.5　Relationship between 1/log2 C/C *and θtV in NaCl solution

Fig.6　 Relationship between 1/log2 C/C *and θtV in NaCl solution with 
CuSO4
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tion can locally exist. Solutions whose concentration 
ranged from 4.5 M to 15.0 M were cooled down, and 
the resultant pair distribution functions between Na+ 
and Cl- are plotted in Fig. 8, and the similar func-
tions between O- and Na+ are shown in Fig. 9. With 
higher concentrations, the first peaks in pair distribu-
tion functions between Na+ and Cl- are apparently 
greater. In contrast, the first peaks in pair distribu-
tion functions between O- and Na+ are smaller with 
higher concentrations.
　This seems to be because the respective ions in so-
dium chloride having hydration structure in a lower 
concentration became dehydration as the concentra-
tion increased, resulting in cluster formation. There-
fore, we investigated the numbers of clusters and 
size distributions of clusters with lower and higher 
concentrations. The results are summarized in Figs. 
10 and 11. Note that the clusters in our simulation 
are defined as particles in the first peaks in pair distri-
bution functions. The time-dependent change in the 
numbers of clusters is apparent in Fig. 10. In other 
words, the formation and disintegration of clusters 
always continue to occur in a supersaturated solution. 
With a higher concentration, the distribution of clus-
ter sizes tends to be larger.

4.2.3 Effect of cell size
　Calculation was performed with 9.0 M supersatu-
rated solution in a system having a large cell size. 

Fig.7　 Pair distribution function for sodium ion-chloride ion in 4.5M 
equilibrium NaCl solution

Table 4　Diffusion coefficient D in 4.5M aqueous NaCl solution at 298K

Na+(10-9m2/s) Cl-(10-9m2/s) H2O(10-9m2/s)

present work 0.67 0.76 1.42
reference13) 0.64 0.78 1.45

Fig.10　Time dependence of total number of clusters

Fig.11　Size distribution of clusters at 1000000 step

Fig.8　 Pair distribution function for sodium ion-chloride ion at each con-
centration

Fig.9　 Pair distribution function for sodium ion-oxygen ion at each con-
centration



KONA  No.24  (2006) 209

First, the time-dependent change in the numbers of 
clusters is illustrated in Fig. 12, and the resultant 
cluster distributions are shown in Fig. 13. The num-
bers of clusters decreased with a larger cell size. This 
seems to be because a smaller system was affected 
by periodic boundary conditions. However, Fig. 13 
shows that there was a little change in the size dis-
tribution of clusters. As a result, it should be under-
stood that the results obtained from our simulation 
provide quantitatively useful information.

4.2.4  Effect of crystal habit modifiers on clus-
ter formation

　Based on the above-mentioned findings, we per-
formed simulation with 9.0 M supersaturated aque-
ous sodium chloride solution to which Cu2+ or Mn2+ 
as a crystal habit modifier was added. Fig. 14 sche-
matically illustrates the state of the solution contain-
ing added Cu2+. Fig. 15 shows a comparison of pair 
distribution functions between Na+ and Cl- with pure 
9.0 M aqueous sodium chloride solution and pair dis-
tribution function with aqueous sodium chloride solu-
tion containing a crystal habit modifier. Compared 
with the pure aqueous sodium chloride solution, the 

Fig.12　Time dependence of total number of clusters

Fig.13　Size distribution of clusters at 1000000 step

Fig.15　 Comparison of pair distribution function between pure NaCl 
solution and solutions with modifier

(a) NaCl solution

H2O

Cu2+

Cl-

(b) Without water

Cu2+

Na+

Cl-

Cu2+

Na+

Cu2+

Fig.14　Effect of habit modifiers for NaCl solution in MD simulation
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solution containing a crystal habit modifier features 
an apparently greater first peak in pair distribution 
function. This is because the formation of clusters 
is promoted by an added crystal habit modifier. Fig. 
16 provides a comparison in the total numbers of 
clusters, and Fig. 17 shows a comparison in the size 
distributions of clusters. As a result of the addition of 
a crystal habit modifier, the total number of clusters 
is greater. From this fact, we were confident that the 
addition of a crystal habit modifier contributes to an 
increase not only in the total number of clusters, but 
also in the crystal sizes. Incidentally, from Fig. 14, 
cluster formation is very much apparent around a 
crystal habit modifier. In other words, the reason why 
the addition of a crystal habit modifier causes clus-
ters to grow larger is that Na+ and Cl- ions approach 
crystal habit modifier ions, thereby forming clusters. 
Also, we confirmed through the behavior of ions in 
the simulation that when Mn2+ was added, dramatic 
cluster formation occurred around Mn2+ ions.
　That is, the larger cluster sizes with the addition of 
Mn2+ shown in Fig. 17 appear to result from strong 
attraction by the Mn2+ ions. This Cation effect well 
matches the finding obtained from the DSC.

5. Conclusion

　Using a fluidized bed crystallizer, we performed a 

series of crystal growth experiments with aqueous 
sodium chloride solution types containing a crystal 
habit modifier (MX, M=Cu2+, Mn2+, X=SO4

2-, NO3
-, 

Cl-). During this process, the anion and cation types 
in the crystal habit modifier were systematically 
varied. The surfaces of the resultant crystals with an 
X-ray diffraction analysis technique, were analyzed 
and, as a result, found that the surface of each crystal 
incorporated anions of the crystal habit modifier, and 
the shape of each crystal was changed. Also, cluster 
parameters with a DSC were measured, and, as a 
result, learned that a crystal habit modifier can in-
crease the numbers of ions that constitute clusters.
　Furthermore, we investigated cluster formation 
in various solutions by adopting an MD technique. 
First, considering localized fluctuation in concentra-
tion, MD simulation for cluster formation with sever-
al supersaturated solutions were performed, thereby 
learning that the total number of clusters increases 
and size distribution is wider with a greater super-
saturation ratio.
　We also clarified that like in a series of experi-
ments, the addition of a crystal habit modifier causes 
cluster formation to be promoted and the numbers 
of ions constituting the clusters to increase, and in 
terms of the effect of cations, that the cluster size 
around the crystal habit modifier ions is greater with 
the addition of Mn2+ as compared with the addition of 
Cu2+. From the above-mentioned findings, it should 
be understood that clusters deriving from a crystal 
habit modifier significantly affect shape change in 
crystals. This information is extremely useful in par-
ticle shape control with a crystal habit modifier.
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Nomenclature

C ：concentration of NaCl [kg/m3]
C * ：equilibrium saturation concentration [kg/m3]
D ：diffusion coefficient [-]
k ：Boltzmann constant [J/k]
m ：exponent number [-]
n ：number of molecules in a critical nucleus [-]

Fig.16　Time dependence of total number of clusters

Fig.17　Size distribution of clusters at 1000000 step
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Nobs ：number of nuclei for θ [-]
q ：electrical charge [-]
r ：radius of nucleus [m]
rc ：radius of critical nucleus [m]
RN ：nucleation rate [-]
t ：crystallization time [s]
T ：absolute temperature [K]
v ：volume of crystal [kg/m3]
V ：volume of vessel [kg/m3]
θt ：waiting time [s]
φc ：Coulomb energy [eV]
σ	 ：parameter related to ion radius [m]
σs ： specific energy of crystal compared with its so-

lution [J/ion]
Δg ： free energy change in formation of a critical 

nucleus [J/ion]
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1. Intoroduction

　It is known that grinding is one of unit operations 
with the lowest energy ef ficiency. Grinding aids 
which can improve the efficiency of the grinding re-
markably with a small amount addition should more 
positively be applied to the grinding operations, es-
pecially to dry ultrafine grinding with higher energy 
consumption, from the viewpoint of energy conser-

vation. Although the greatest problem in the use of 
grinding aids is contamination of product ground 
by additives, it can be solved through selecting or 
designing an appropriate additive that has no detri-
mental effect on downstream processing or the final 
product. 
　In the cement industry, grinding aids have been 
studied and used practically for a long time. However, 
grinding aids have scarcely been utilized in fields 
other than the cement industry, because of the unde-
sirable contamination of the product and the lack of 
instruction in application of grinding aids. In most of 
the studies on grinding aids, the effects of grinding 
aids have been discussed to get the fine powders of 
micron sizes, but there are only a few reports1, 2) as to 
ultrafine powders with submicron size.
　In our laboratory, the effects of various liquid ad-
ditives on dry ultrafine grinding of some minerals, 
such as feldspar3), quartz4) and alumina5), have been 
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investigated to apply grinding aids to dry ultrafine 
grinding process. In this paper, the same experi-
ments on limestone were successively carried out to 
accumulate the data of additive effects and to investi-
gate the addition methods of additives. Furthermore, 
the measurements of the temperature and pressure 
in grinding pot were also attempted to elucidate the 
behavior of limestone powder and additive molecules 
in grinding pot during grinding.

2. EXPERIMENTAL

　A grinding apparatus and grinding conditions were 
the same as used in the previous paper5). The appa-
ratus was a vibration rod mill with two grinding pots 
with an internal volume of about 1.0 liter. Grinding 
media loaded in the pot were rods with dimensions 
of 11×11 mm in diameter and length. Both the pots 
and the rods were made of silicon nitride for the 
importance of wear-resistance. A desired amount 
of solid sample (weight 89.4g, fractional sample fill-
ing 0.11) were charged to the pot filled with rods 
(weight 1371g, fractional rod filling 0.8). The addition 
methods of additives were carried out by two ways, 
a collective addition of the whole amount at the start 

of grinding and stepwise addition of a small amount 
(1ml) every one hour. All the experiments were con-
ducted in a batchwise closed system for a required 
time considering the volatilization of additives and 
moisture in atmosphere. 
　A solid sample used in this work was limestone 
from Okayama and its density was 2.70×103 kg/
m3. The sample was crushed previously with a jaw 
crusher and a stamp mill, and then was prepared to 
particle size below 200mesh (74μm). The specific 
surface area of the limestone sample before grinding 
was 9.89×102 m2/kg. Three kinds of alcohols and 
two kinds of glycols were used as liquid additives, 
as shown in Table 1. These additives were special 
grade reagents (Kanto Chem. Co., Inc.) and used 
without further purification. 
　After grinding for a required time, the specific 
surface area of the ground products sampled by cone 
and quartering was measured by the BET adsorption 
method (Micromeritics Co., Flowsorb II). The tem-
perature degassing before the measurement was 200
℃.
　The temperature in grinding pot, as shown in 
Fig. 1, was measured by setting a thermocouple, 
which did not touch the grinding pot wall and rods, 

Table 1　Liquid additives used

additives Molecular 
formula

Molecular 
weight

Boiling 
point[K]

Methanol CH3OH 32.0 337.8

Ethnol C2H3OH 46.1 351.5

1-Propanol (CH3)2CHOH 60.1 370.2

Ethylene glycol HOCH2CH2OH 62.1 470.4

Propylene glycol CH3CH(OH)CH2OH 76.1 460.5

Membrane filter & Silicone rubber

Thermocouple Cold junction

Recorder
Pressure
sensor

Pot cover
(stainless steel)

O-Ring

O-Ring

6mm

Grinding pot

Receiver

13mm15mm

Fig. 1　 Measurement method of the pressure and temperature in grinding pot.
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through a silicone ling packed the grinding pot. To 
measure the gage pressure in grinding pot a small 
pressure sensor (Yokogawa M&C Co., FP-201) was 
also attached to center in the pot cover made of stain-
less steel. Data of temperature and pressure obtained 
were recorded to a industrial chart multi-recorder 
(Yokogawa Electric Co., μR1000) and a pen recorder 
(Yokogawa Electric Co., Type3066), respectively.

3. RESULTS AND DISCUSSION

3. 1 Effect of liquid additives as grinding aid
　Figs. 2 and 3 show the variations of the specific 
surface area of limestone as a function of grinding 
time at the various addition amounts (1～8ml) of 
methanol and ethanol, respectively. Each plot in the 
figures is an independent experiment. The result 
without an additive (0ml) is also shown in these 
figures. The specific surface area without an addi-
tive was at most about 8.5 times as large as the area 
before grinding over the grinding time from 4-8 h, 
and hardly increased with subsequent grinding and 
inversely decreased. On the other hand, the results 
with alcohol additives indicated that both two al-
cohols were effective as grinding aids and that the 
specific surface areas increased with an increase in 
the addition amount of alcohol at the same grinding 

time. However, at all addition amounts of additives 
the increasing rate of specific surface area gradu-
ally slowed down at long grinding time, and then the 
specific surface area maintained a constant value or 
decreased. Although the maximum value of specific 
surface area and the grinding time at the maximum 
value differed with the amount of additives, the both 
showed a tendency to increase with the amount of 
additive. These agreed roughly with the results on 
three organic oxides in previous papers3-5).
　Fig. 4 shows the variations of the specific surface 
area of limestone as a function of grinding time at 
the dif ferent addition amounts of ethylene glycol. 
From Fig. 4, ethylene glycol was found to be one of 
effective grinding aids as well as alcohols. We also 
confirmed the effectiveness of grinding aid for pro-
pylene glycol. At the addition amount of 8 ml the spe-
cific surface area after grinding for 72 h, which was 
not shown in Fig. 4, was almost equal to that at the 
grinding time of 48 h. Consequently, the maximum 
value of specific surface area with ethylene glycol 
was estimated to reach at the grinding time between 
48 h and 72 h, which was the same as that with alco-
hol additives. The horizontal solid lines at the specific 
surface area of 11000 m2/kg in Figs. 2, 3 and 4 were 
equivalent to the specific surface area diameter of 
around 0.2 μm assuming ground limestone particles 
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Fig. 2　 Variations of specific surface area of limestone as a function of 
grinding time with the addition amount of methanol.

Fig. 3　 Variations of specific surface area of limestone as a function of 
grinding time with the addition amount of ethanol.
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to be spheres. Thus, the ultrafine grinding of lime-
stone implied to be achieved sufficiently in this work.
　Fig. 5 shows the relationships between the maxi-
mum specific surface area and the weight percent-
age of amount of additives for limestone sample. 
The results with propylene glycol are not contained 
in the figure because the specific surface area does 
not reach clearly a maximum value. As can be seen 
from the figure, the maximum specific surface area 
obtained with any additive was found to be linearly 
proportional to the amount of additives within the ex-
perimental range in this work. The slope of lines dif-
fered with the kinds of additives and the slopes with 
alcohol additives were larger than that with glycol. 
These tendencies were also in accord with results in 
the previous papers3-5).

3. 2  Ef fect of addition method of liquid addi-
tives

　The effect of grinding aids is not only to increase 
the maximum specific surface area, but also to in-
crease a grinding rate at the initial stage of grinding. 
From Figs. 2, 3 and 4, the initial grinding rate was 
found hardly to change with the different amount of 
additives. In general, a whole amount of grinding aids 
have been collectively added at the start of grind-
ing, but in this work a novel addition method which 

stepwise added a small amount of additives, 1ml, was 
attempted to investigate the effect of the addition 
methods of additives.
　The results with methanol additive are shown in 
Fig. 6. The Data with stepwise and collective addi-
tion of methanol are represented by broken lines 
and solid lines, respectively. When the total amount 
of additives was the same, the specific surface areas 
with stepwise addition were larger than that with col-
lective addition at the grinding time longer than 4 h. 
The results with ethanol additive showed also a simi-
lar tendency. It was found that the stepwise addition 
method could reach a certain value of the specific 
surface area with the shorter grinding time. The ef-
fect of stepwise addition is considered to be due to 
the favorite dispersion state of additives in the initial 
grinding stage. Therefore, it is suggested that the 
addition method, which increases the amount of ad-
ditives with the increasing the specific surface area, 
may be more advantageous.
　Fig. 7 shows the scanning electron micrographs 
of limestone before and after grinding for 24h： (a) 
original before grinding; (b) after grinding without 
an additive; (c) after grinding with collective addition 
of 3ml methanol; and (d) after grinding with stepwise 
addition of 3ml methanol. For the product without an 
additive (b), a large amount of the agglomerates of 
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the fine powder ground were observed. On the other 
hand, there were hardly agglomerates in the prod-
ucts with methanol additive (c) and (d), and  those 
micrographs revealed the presence of limestone pow-
der with submicron size. Compared with the collec-
tive addition method, the stepwise addition method 
was found to give the fineness and good dispersion of 
product ground.

3. 3  Ef fect of liquid additive on cr ystalline 
structure of product

　The cr ystalline structure of limestone ground 
with collective addition of ethanol was examined by 
means of a powder X-ray diffraction apparatus. Fig. 
8 shows the variations of peak intensity ratio in (104) 
lattice plane, which had the greatest diffraction in-
tensity, with grinding time. The intensity ratio was 
taken as the value divided by the intensity before 
grinding. The parameter in figure was the amount of 
ethanol. In ordinary grinding operation, the crystal-
linity of solid sample lowered and the peak intensity 
decreased as the grinding proceeded. From the Fig. 
8, the intensity ratios in all cases decreased with 
grinding time, especially the intensity ratio without 
an additive remarkably decreased at the grinding 
time of 8h. After grinding for 8h, the specific surface 
area without an additive must reach a maximum, 
when the grinding in pot will be in equiliburium. On 
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Fig. 6　 Effect of the addition method of methanol on specific surface 
area of limestone.

Fig. 7　 Electron scanning micrographs of limestone before and after grinding for 24 hours,  (a) before grinding (b) after grinding without additives (c) with 
collective addition of methanl (d) with stepwise addition of methanol.

(a) Limestone powder before grinding (b) Product without additives

(c)  Product with collectively addition of menthanol (3ml) (d) Product with stepwise addition of menthanol (3ml)



KONA  No.24  (2006)218

the other hand, the decrease in intensity ratios with 
ethanol additive was found to be smaller than that 
without an additive at the grinding time longer than 
8h. Although the specific surface area with ethanol 
additive was about twice that without an additive at 
the grinding time of 24h because the addition of etha-
nol promoted the grinding of limestone, the decrease 

in the intensity ratio was inversely controlled. With 
ethanol additive, the crystallinity of limestone de-
graded to some extent when the specific surface area 
reached a maximum at the grinding time longer than 
about 48h. This suggested that the grinding energy 
is dissipated to degrade the crystalline structure of 
limestone when the grinding is in equiliburium or 
negative grinding occurs.

3. 4  Variations of temperature and pressure in 
grinding pot

　In vibrating ball mill, most of the mechanical ener-
gy given to grind a solid sample converts into a ther-
mal energy due to the collision and rubbing between 
solid sample and grinding media, grinding media 
themselves, and pot wall and media6). Fig. 9 shows 
the results of the temperature measurement in the 
grinding pot when the different amount of ethanol 
was collectively added. The variations of temperature 
were shown as the temperature dif ference with a 
room temperature. Four photographs of (a) - (d) in 
Fig. 9 were the inside state of the pot immediately 
after grinding at each grinding condition. Without 
ethanol additive, the temperature in the pot increased 
rapidly with the grinding time from the start of grind-
ing and rose to about 39℃ at the grinding time of 5h, 
which was about 18℃ in terms of the temperature 
difference with room temperature. The high temper-
ature difference was kept on until grinding finished. 
The specific surface area without ethanol reached a 
maximum at grinding time of 4h and then grinding 
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scarcely proceeded. Consequently, it is considered 
that a rise of temperature in pot is attributed to the 
grinding equilibrium at the initial grinding stage. In 
the photograph (a) without ethanol after 16h, in fact, 
the thick coating layer of limestone powder was ob-
served on the pot inside wall and grinding media.
　On the other hand, it was found that the tempera-
ture difference at the various amount of ethanol was 
remarkably lower than that without an additive. The 
specific surface area at the addition amount of 1ml 
and 3ml reached a maximum at the grinding time of 
16h and 48h, respectively, and the temperature differ-
ences gradually increased with grinding time since 
then. Although at the addition amount of 8ml the 
specific surface area hardly increased at the grinding 
time longer than 48h, a negative grinding phenom-
enon did not appear clearly and the coating layer 
of limestone powder on the pot wall and grinding 
media could not confirm also, as can be seen from 
Fig. 9 (d). It is obvious that the ethanol addition 
contributed to keeping the dispersibility of limestone 
powder and controlled the agglomerate of powder 
themselves and the adhesion of powder to pot wall. 
Thus, the variation of temperature in pot was found 
to reflect adequately the grinding state in pot during 
grinding.
　Fig. 10 shows measurement results on the tem-
perature (broken line) and pressure (solid line) in 
the grinding pot with the collective addition of etha-
nol 1ml and 3ml. The abscissa of the figure is the 
grinding time, and left and right ordinates show the 
gage pressure and temperature in pot, respectively. 
We traced the temperature and pressure change in 

the pot added methanol, which was set in a constant 
temperature tank, and confirmed the validity of a 
trial pot cover prior to grinding experiments. As the 
temperature in pot increased after the start of grind-
ing, as can be seen in the figure, the pressure with 
each amount of methanol also increased rapidly be-
cause the vapor pressure of methanol increased. At 
the addition amount of 1ml the specific surface area 
reached a maximum at the grinding time of about 8h. 
The temperature increased also up to the grinding 
time of 8h, but the pressure rapidly decreased after 
grinding for about 2h. Although the pressure in pot 
without grinding increases in proportional to the tem-
perature rise, the reduction of pressure with grind-
ing can be explained by the adsorption of methanol 
molecules on the fresh surface of limestone created 
by the grinding. In the case of 1ml addition, the pres-
sure in pot became lower than atmospheric pressure 
at the grinding time longer than 8h and then showed 
a constant pressure regardless of some variations 
of the temperature. This indicates that methanol 
molecules adsorbed on limestone powder surface do 
not desorb, that is, methanol molecules chemisorb 
evidently. In the experiment at the addition amount of 
1ml, in fact, the pot cover could not be opened easily 
due to the lower of pressure in pot after grinding.
　The maximum specific surface area at the addition 
amount of 3ml reached at the grinding time of 24h. 
Then, the temperature in pot was relatively stable 
around 15℃ , but the pressure in pot was gradually 
decreased and kept at a constant pressure at the 
grinding time longer than 40h. In the case at the ad-
dition amount of 5ml and 8ml, whose data were not 
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Fig. 10　Variations of the temperature and pressure in grinding pot as a function of grinding time with the addition of methanol.
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shown here, the greater amount of methanol, the 
higher initial pressure in pot. The change of pres-
sure, however, was found to maintain a constant 
if there was no change of temperature in pot. The 
methanol molecules, therefore, will evaporate by the 
corresponding amount to the quantity of molecules 
adsorbed on powder. The results with ethanol ad-
ditive showed also a similar tendency to those with 
methanol additive.

4. CONCLUSION

　The dry ultrafine grinding of limestone was carried 
out with the liquid additives, three alcohols and two 
glycols, and the influence of the amount and addition 
method of additives on the grinding effect was inves-
tigated by using a vibration rod mill. The temperature 
and pressure in grinding pot was also measured to 
elucidate the behavior of solid sample and additive 
molecules. The results obtained are as follows:
1) All additives used are satisfactorily effective as 
grinding aids, and the ultrafine grinding of limestone 
is easily achieved by means of additives.
2) The maximum specific surface area with additives 
is proportional to the amount of the additive within 
the experimental range in this work.
3) To increase the initial grinding rate, the stepwise 
addition method of a small amount of additive is 
more effective rather than adding the whole amount 
at once at the start of grinding.

4) The degradation of crystalline structure of lime-
stone can be controlled by the addition of liquid addi-
tives.
5) The grinding status can be estimated by moni-
toring the changes of temperature and pressure in 
grinding pot during grinding.
6) The additive molecules are chemisorbed on the 
fresh surface of limestone created by the grinding.
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1. Introduction

　Materials with bulk, plate, thin films, powder, or 
straight fiber-like morphologies are now commonly 
available. However, Substances or materials with 3D-
helical/spiral structure are not commercially avail-
able. Recently, the vapor growth of helical-coiled 
carbon nanotubes or nanofibers are reported and 
have attracting attentions in biotechnology and nano-
technology. Motojima and coworkers have prepared 
regularly coiled carbon fibers (carbon microcoils, 
“CMCs”) with 3D-helical/spiral structures with high 
reproducibility and high coil yield, and the prepara-
tion conditions, microstructures, growth mecha-
nisms, and some properties were intensively exam-
ined. These results are comprehensively introduced 
in reviews1-3).

　In this review, we will briefly introduce the prepa-
ration processes, morphologies, microstructures, 
and some properties of the CMCs and ceramic mi-
crocoils/microtubes. We also introduce the potential 
applications of the CMCs.

2.  Preparation and morphology of carbon 
microcoils (CMCs)

　The carbon microcoils (CMCs) is obtained by the 
catalytic pyrolysis of acetylene at 700-800℃. The 
CMCs grew vertically on the substrate surface on 
which catalyst powder was painted. On the other 
hand, the irregular CMCs with larger coil diameters 
and larger coil gap; super-elastic CMCs, than that 
of regular CMCs grew horizontally on the substrate 
surface. Using Fe-based alloys, Au, Pd/Pt, etc., as a 
catalyst, a single-helix CMC with large coil gap can 
be obtained. Under optimum reaction conditions, the 
purity or content of the CMCs in the deposits was 
almost 100%.The micro-coiling morphology of the 
CMCs is formed by the rotation of a catalyst grain 
that is exclusive growing point for the CMCs. The 
coiling (rotating) speed is about one cycle per second 
around the coil axis. The CMCs with various coiling 
morphology; regular coils, irregular coils, double 
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coils, single coils, twist nanocoils, etc., can be ob-
tained depending on the reaction conditions. Almost 
all of the CMCs are double-coiled forms in which two 
fibers entwine with each other such as the double he-
lix structure of a DNA. The amount of the CMCs hav-
ing right- and left-clockwise coiled forms are about 
the same. There are two forms of a carbon fiber cross 
section from which the CMC is formed; circular or el-
liptic-forms, and rectangular or ribbon-like-forms. We 
call the former coils as “circular-coils” and the latter 
coils as flat coils. Fig. 1a shows regular double-helix 
circular CMCs with a constant coil diameter of 5 μm 
and without any coil gap throughout one coil. Fig. 
1b shows the regular double-helix flat CMCs with a 
constant coil diameter of 10 μm. The CMCs has gen-
erally high elasticity and can be extended up to 2-15 
times original coil length and then elastically con-
tracts to an original coil length, depending on the coil 
diameters, fiber diameters and cross section forms of 
carbon fibers from which coils is formed. Generally, 
the circular coils have higher elasticity than that of 
flat coils. Fig. 2 shows the pulverized CMCs (CMC 
powder) with short coil length of 15-25 μm using a 
high speed smashing machine. The CMC powder is 

embedded into polymer matrix to form CMC/poly-
mer composites of various forms of beads, sheets, 
filaments, etc., for various applications. It was found 
using XRD, Raman scattering, electron diffraction, 
and TEM examinations that the as-grown CMCs have 
almost amorphous structures comparable to that of 
activated carbon. It was also found that the as-grown 
CMCs can be graphitized by high temperature heat-
treatment, and the graphite coils with herring born 
structure is obtained at above 2500℃ heat-treatment.

3. Modification of CMCs to various ceramic coils

　The as-grown CMCs can be easily vapor phase 
metallized and/or nitided to form micro-coils of metal 
carbides and nitrides with full preservation of the 
coiling morphology of the CMCs. Using very regular-
coiled carbon coils without a coil gap, micro-tube of 
MCx/C (carbon coil) /MCx～MCx (MCx: metal car-
bide) or MNx/C/MNx～MNx (MNx: metal nitride) can 
be obtained. These modification processes is shown 
in Fig. 3. Fig. 4 shows TiO2 microcoils obtained by 
CVD coating of TiO2 layers on the CMCs templates 

Fig. 1　Rupture terminals of double-helix CMCs.
(a) Circular CMCs, 　(b) flat-CMCs.
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Fig. 3　 Modification process of CMCs to graphite coils and various ce-
ramic coils/tubes.

Fig. 2　Pulverized CMCs (CMC powder) .
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followed by oxidation process.

4. Properties

4.1 Composition and physical properties
　The as-grown carbon coils is composed of 97.2～
98.2 wt% C, 0.6～1.0 wt% O, 1.0～1.4 wt% H, 0.08~0.09 
wt% S and 0.25 wt% Ni. Table 1 shows density, spe-
cific surface area, and average pore size.

4.2 Electric Properties
　The bulk (powder) electrical resistivity of the as-
grown CMCs decreases with increasing the bulk den-
sity, and is 1-10Ω・cm for 0.3 g/cm3 and 0.1- 0.2 Ω・
cm for 0.6 g/cm3. The resistivity of the bulk carbon 
coils can be decreased steeply with the surface coat-
ing by carbon, TiC, TiN, ZrC, NbC, or TaC, but not 
by graphitizing at high temperature heat-treatment. 
The as-grown CMC can be easily elastically extended 

under small applied load. The electrical resistivity 
linearly increases by the extension and decreases by 
the contraction, probably caused by the formation of 
inner stress under the extension process.

4.3 Electromagnetic properties
　It is reasonably considered that micro-coiling mor-
phology of the CMCs is the most effective and ideal 
one for the generation of inductive current by Fara-
day’s Law under the irradiation of electromagnetic 
(EM) wave resulting in effective absorption of EM 
wave. Fig. 5 shows the reflection loss of EM waves 
of 10-110 GHz region by the CMC (1wt%) /PMMA 
foamed plate. It can be seen that the reflection loss 
shows above -20 dB (above 99 % absorption) at wide 
frequency ranges of 50-110 GHz. These results indi-
cate that the carbon coils is a promising candidate as 
a novel EM absorber, especially in the GHz range, 
because of its micro-coiling morphology. The thin 
sheet containing CMCs (10 wt%) /PMMA beads was 
heated in a microwave oven (2.45 GHz) and the heat 
increase by the absorption of EM waves were mea-
sured by a IR thermography. It was observed that the 
temperature increased at each separations of 60 mm 
from the right side, and no temperature increases 
was observed between them. The separation was 
responsible to a half wavelength of 2.45 GHz. That is, 
microwave and their distribution within a microwave 
oven can be visualized by CMCs sheets, while the 
EM wave cannot be observed by naked eyes.

4.4 Chemical properties
　The carbon coil becomes oxidize at about 450℃ 
in air, and the weight significantly decreased with in-
creasing temperature and burn out at 700℃ . On the 
other hand, the graphite micro-coils obtained by the 

Table 1　 Density, specific surface area an pore diameter of the as-grown 
carbon coils

External
EM field
(AC, 60 Hz)

Bias
valtage
(V)

Density
(g/cm3)

Specific
surface area
(m3/g)

Pore
dismenter
(nm)

with without
DC650

AC1300

1,7234
1,8398
1,8019
1,7431

100-140 3～4

without without
DC 650
AC1300

1,7431
1,7978
1,7901

70-130 3～4

Ref.
(carbon filters)

nanotubo
VGCF
PAN
Pitch

2,0817
1,7402
2,0154

20-30
2-10
1-10

μ
μ μ
μ μ

μ μ

Fig. 5　Reflection loss of CMC (1wt%) /PMMA foam.

Fig. 4　 Coiled TiO2 microtube obtained by a CVD coating of TiO2 layers 
on CMC-template.
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heat treatment of as-grown carbon coils at 3000℃ for 6 
hrs in CO+CO2 becomes oxidize at about 700℃ in air.

4.5 Bio-activation properties
　The highly-purified as-grown CMCs were added 
in skin cell (Pam 212) and collagen (mRNA) and the 
propagation or activation effect of CMCs were exam-
ined. It was observed that the skin cell formation was 
promoted by 160% versus control (without addition 
of CMCs) by the 1000 ng/ml addition. The collagen 
formation was also increased by 1.14 times versus 
control by the 1000 ng/ml addition. These results 
suggest that the CMCs can effectively activate the 
cell propagation. Accordingly, as-grown CMCs are 
commercialized as an additive in cosmetics.

4.6 Tactile and nearness sensing properties
　The CMCs have high elasticity and can be easily 
extended and contracted under small applied loads. It 
was found that electrical parameters such as resistiv-
ity (R), inductance (L), capacitance (C), impedance 
(Z), phase angle (θ) changed under the extension 
or contraction. The elastic CMCs was uniformly em-
bedded into elastic polysilicone, and the change in 
electrical parameters were examined under applied 
small loads. Fig. 6 shows the change in L parameter 
of the CMC (1wt%)/ polysilicone elements under ap-
plied load. It can be seen that the large change in L 
signal under applied 1mgf is observed, and the signal 
strength increases with increasing applied load. The 
change in electrical parameters was also observed 
in accessing of some substances. That is, the CMC/
polysilicone elements have high tactile and nearness 
sensing property comparable to human skin, and the 
detection limit is below 1mgf (ca.1Pa).

5. Conclusions

　Carbon microcoils (CMCs) have an interesting 

3D-helical/spiral form with a coil diameter of mi-
crometer orders and a coil length of mm orders. The 
CMCs can be easily pulverized without rupturing 
their coiling morphologies. The pulverized CMCs 
are generally embedded into polymer matrix to form 
CMC/polymer composites for using in various ap-
plications. The CMCs and ceramic microcoils have 
many novel functionalities, and are very interested 
as a possible candidate for electromagnetic absorb-
ers, remote microwave heating elements, microwave 
visualization materials, hydrogen absorber, field emit-
ter, micro sensors, chiral catalyst, capacitors, energy 
converters, etc.
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Information Articles

The 40th Symposium on Powder Technology

　The 40th Symposium on Powder Technology was 
held on August 29, 2006 at Hotel Laforet Tokyo in 
Tokyo under the sponsorship of the Hosokawa Pow-
der Technology Foundation and with the support of 
Hosokawa Micron Corporation. The symposium was 

very successful as usual with the attendance of 151 
including 26 academic people. The main subject was 
“Processing and Applications of Nanoparticles as a 
Key to Practical Use of Nanotechnology”.

The 40th Symposium on Powder Technology

Subject: Processing and Applications of Nanoparticles as a Key to Practical Use of Nanotechnology

Session 1  Chairperson: Prof. Ko Higashitani (Kyoto Univ.)
 Manufacturing Process of Pharmaceutical Mi-
croparticles Assisted with Nano-structure Con-
struction
　(KONA Award Lecture)

Organic-Inorganic Nano-Hybrid Materials

Prof. Yoshinobu Fukumori
(Kobe Gakuin Univ.)

Prof. Yoshiki Chujo
(Kyoto Univ.)

Session 2  Chairperson: Prof. Makio Naito (Osaka Univ.)
 Preparation of Electronic Ceramic Dick Layer of 
Fine Particle Crystalline by Dry Process and Its 
Application
 Application of Porous Materials to Electro-
chemical Functional Interface Prepared by Using 
Nanoparticles

Prof. Mitsuteru Inoue
(Toyohashi Univ. of Technology)

Prof. Kiyoshi Kanemura
(Tokyo Metropolitan Univ.)

Session 3  Chairperson: Prof. Kiyoshi Nogi (Osaka Univ.)
 Nanoparticles Fine Pitch Wiring for Printed Elec-
tronics
 Development and Application of Nanoparticle 
Dispersion and Composite Process

Prof. Katsuaki Suganuma
(Osaka Univ.)
Dr. Takehisa Fukui
(Hosokawa Powder Technology Research Institute)
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　KONA Award sponsored by Hosokawa Powder 
Technology Foundation is given to the scientists 
or groups who have achieved excellence in the re-
searches related to the basic powder technology. The 
14th award has been presented to Professor Yoshi-
nobu Fukumori of Kobe Gakuin University.
　Prof. Fukumori received his M.S and Ph.D from 
Kyoto University in 1971 and 1977. In 1976 he joined 
the Faculty of Pharmaceutical Science of Kobe 
Gakuin University. In 1995 he became a full professor 
of Kobe Gakuin University. His research activity is 
concerned with spouted bed processing of micro par-
ticles and development of micro and nano-particulate 
systems fro drug delivery. The fluidized/spouted 
bed coating processes are favorably applied to phar-
maceutical particles. He has been producing many 
types of functional pharmaceutical particulate system 
for the purpose of ef ficient drug delivery, includ-
ing the enteric-coated particles and the sustained-, 
prolonged- and delayed-release systems. However, 
the current coating technology has a limit in the size 
of the particles that can be processed. He has been 
established and well experienced only for particles 
larger than 200μm. The extension of the coating tech-
nology to a smaller size range has been challenged 
by him and his group. The research that he has made 
so far are as follows:
• Analysis of agglomeration phenomena of fine par-

ticles ;
◯�Optimization of coating operations and processor 

construction ;

◯Development of large-scale processor ;
◯Additives and formulation for coating fine particles;
◯Release modifiers for microcapsules ;
◯�Novel aqueous polymeric suspensions for coating 

fine particles ;
◯Micro-agglomeration technology ;
　 　The results of these researches have been ap-

plied for developing various controlled-release sys-
tems such as 
◯�Thermo-sensitively drug-releasing microcapsules 

with nano-structured membranes and with multi-
layered structure ;
◯�Biodegradable, biocompatible microcapsules of 

proteins ;
◯�Microparticles carrying nanoparticulate drug to be 

nano-dispersed in GI tract ;
◯�Colon-specific delivery system for peptides ;
　 　Further, his micro and nano-particle processing 

technology has been applied to drug/atom deliv-
ery systems for cancer therapies as follows :
◯�Delayed-releasing, self-dispersable microcapsules 

for cancer chemoembolization therapy ;
◯�Microcapsules for gadolinium neutron capture 

therapy of cancer ;
◯�Lipid nanoparticles for i.v. injections in gadolinium 

neutron capture therapy of cancer ;
◯�Chitosan nanoparticles for i.t. injections in gado-

linium neutron capture therapy of cancer.
　 　The 14th KONA Award has been given to his re-

markable achievement of many years.

The 14th KONA Award
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