ISSN 0288-4534
CODEN: KONAE7

KONA

POWDER AND PARTICLE

10,281 2003)

Published by Hosokawa Powder Technology Foundation

TEM image of biodegradable polymeric PEG-PLGA nano-spheres (See Page 3)

now available online — www.kona.or.jp



N
e
s
KIS

POWDER AND PARTICLE

http://www.kona.or.jp

KONA is a refereed scientific journal that pub-
lishes articles on powder and particle sciences and
technology. KONA has been published annually
since 1983 in Japan. KONA is distributed to
researchers, members of the scientific community,
universities and research libraries throughout the
world.

About the Cover of Journal “KONA”

The Chinese character “00” is pronounced
“KONA” in Japanese, and means “Powder”.
The hand written “%%” is after the late Mr.
Eiichi Hosokawa, founder of the Hosokawa
Micron Corporation.

Hosokawa Micron Corporation and its R&D Center

Editorial Board
Y. Tsuji

P
&b
0.>”

Editor in Chief
(Osaka Univ., JAPAN)

Asia/ Oceania Editorial Board

Y. Kousaka

Masuda
Emi

. Higashitani
Nogi
Fukumori
Hidaka

. Takahashi
. Rhodes
Kang

W. Tanthapani-
chakoon

T. Yokoyama

XZTZTEXRAARIT

M. Naito
Secretariat
T. Kawamura

(Emeritus Professor of Osaka Prefecture Univ.,
JAPAN)

(Kyoto Univ., JAPAN)

(Emeritus Professor of Kanazawa Univ., JAPAN)
(Kyoto Univ., JAPAN)

(Osaka Univ., JAPAN)

(Kobe Gakuin Univ., JAPAN)

(Doshisha Univ., JAPAN)

(Nagoya Institute of Technology, JAPAN)
(Monash Univ., AUSTRALIA)

(Chungnam National Univ., KOREA)

(National Science and Technology Development
Agency, THAILAND)

(Hosokawa Powder Technology Research Insti-
tute, JAPAN)

(Osaka Univ., JAPAN)

(Hosokawa Powder Technology Foundation,
JAPAN)

Europe / Africa Editorial Board

E. Forssberg
W. Peukert
S.E. Pratsinis
H. Kalman
J.F. Large
N.Z. Lyakhov
M. Ghadiri
Secretariat
P. van der Wel
P. Krubeck

Chairman (Univ. Lulea, SWEDEN)

(Univ. Erlangen, GERMANY)

(ETH Zirich, SWITZERLAND)

(Ben Gurion Univ., ISRAEL)

(Univ. de Tech. de Compiégne, FRANCE)
(Institute of Solid State Chemistry, RUSSIA)
(Univ. of Leeds, UNITED KINGDOM)

(Hosokawa Micron B.V. NETHERLANDS)
(Hosokawa Micron GmbH, GERMANY)

Americas Editorial Board

B.M. Moudgil

D.W. Fuerstenau

R. Flagan

R. Hogg

D.J.W. Grant

A.l. Hickey

F. Concha

S.B. Savage
Secretariat

C.C. Huang

Chairman (Univ. of Florida., U.S.A))

Vice Chairman (Univ. of California, U.S.A.)
(California Institute of Technology, U.S.A.)
(Pennsylvania State Univ., U.S.A.)

(Univ. of Minnesota., U.S.A.)

(Univ. of North Carolina, U.S.A.)

(Univ. of Concepcion, CHILE)

(McGill Univ.,, CANADA)

(Hosokawa Micron Powder Systems, U.S.A.)

m Publication Office

Hosokawa Powder Technology Foundation (Japan) in Hosokawa Micron

Corporation

No. 9, 1-chome, Shoudai Tajika, Hirakata-shi, Osaka 573-1132, Japan

m Notes

o Hosokawa Powder Technology Foundation has entrusted the editorial
duty to the editorial board organized by the Council of Powder

Technology, Japan.

(Complimentary Copy)

Printed in Japan



The Letter from the Editor

Yutaka Tsuji
Editor-in-Chief

KONA No.23 (2005)

I am pleased that KONA No.23 has been issued in due course as usual.
If you look at the KONA editorial board shown in the back cover, you
will find a minor change in the Asian and Oceania members. That is,
Prof. Y. Kang (Chungnam National Univ., Korea) and Prof. M. Rhodes
(Monash Univ., Australia) have joined us as new editorial board mem-
bers. Both professors have taken over from Prof. S. H. Kang (Korea) and
Prof. P. Arnold (Australia), respectively. | should like to express sincere
thanks to Prof. S. H. Kang and Prof. P. Arnolds for their devoted cooper-
ation in KONA for many years.

In this Letter from the Editor, allow me to write something about
language problems which many non-native speakers of English have.
Research is not completed before writing reports or papers. Needless
to say, the language to be in use is English in KONA as in almost all
international journals in the world. The language handicap is serious for
non-native speakers of English. I myself am non-native of English and so
I really understand and feel this handicap.

The language handicap is most apparent in debating in an interna-
tional meeting where the common language is English. Native speakers
and non-native speakers are not in the same position. If you assimilate
this handicap to a sport, the situation is similar to the case where a right
handed player of tennis is forced to use the left hand in play. Compared
with the case of debating, the handicap in writing is lighter, but still the
writing skill greatly reduces under the condition that mother language is
prohibited. Delicate or sophisticated expressions are difficult for lack of
vocabulary. Above all, it takes a long time for them to translate their arti-
cles from the mother language to English. Sometimes researchers can
not afford to spend much time to translate their papers and are eager to
advance in their work. As a result, many researchers of non-native of
English are satisfied with writing articles in their mother language dif-
ferent from English. Many good works have not published in English.
They remain unknown in other countries.

Fortunately, KONA has an unique editorial system to be a truly
international journal. We have three regional editorial boards in the
world: American Board, Europe/African Board and Asian/Oceania
Board. The three regional boards cover very wide areas in the world. In
some areas, English is spoken and in other areas, not spoken. Each
board has the responsibility to collect good articles from the region.
Good articles which have not written originally in English are published
in KONA as translated articles in English. The mission of an interna-
tional journal is to find out qualified information from every corner of
the world and provide such information to other world. As the editor-in-
chief, I will endeavor to make KONA continue to perform this important
mission.
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HISTORY OF THE JOURNAL

KONA journal has been published by the Council of Powder
Technology, Japan. (CPT), from No.1 to No.12 issues, under the
sponsorships of Hosokawa Micron Corporation (No.1 to No.9)
and Hosokawa Powder Technology Foundation (No.10 to No.12).

The CPT has been established in 1969 as a non-profit organiza-
tion to enhance the activities of research and development on
powder science and technology in Japan under the sponsorship of
Hosokawa Micron Corporation. In 1983, the CPT has decided
to issue an international journal named “KONA”, which publishes
the excellent articles appeared in Japanese journals concerning
powder science and technology, after translated into English,
throughout the world. After the seventh volume issued in 1989,
the CPT has changed its policy to internationalize the “KONA”
from the 8th issue (1990) and on by incorporating the monographs
originally written in English from the authors throughout the
world. Immediately, the present editorial board including Asian,
Americas’ and European Blocks has been organized.

From the 13th issue and on, the Hosokawa Powder Technology
Foundation has taken over the role of KONA publisher from the
CPT in 1995 (No.13) and the Foundation has entrusted the editor-
ial duty to the present KONA editorial board organized by the CPT
without requesting any shift in our present editorial policies. This
switching of publisher has been simply and only to make the aim
and scope of the Foundation definite. Essentially no change has
been observed in continuously editing and publishing this journal
except in the designation on a part of the journal cover.

AIMS AND SCOPE OF THE JOURNAL

KONA Journal is to publish the papers in a broad field of
powder science and technology, ranging from fundamental princi-
ples to practical applications. The papers discussing technological
experiences and critical reviews of existing knowledge in special-
ized areas will be welcome.

These papers will be published only when they are judged, by
the Editor, to be suitable for the progress of powder science and
technology, and are approved by any of the three Editorial Com-
mittees. The paper submitted to the Editorial Secretariat should
not have been previously published except the translated papers
which would be selected by the Editorial Committees.

CATEGORY OF PAPERS

= Invited papers
Original research and review papers invited by the KONA
Editorial Committees.

« Contributed papers
Original research and review papers submitted to the KONA
Editorial Committees, and refereed by the Editors.

= Translated papers
Papers translated into English, which were previously publi-
shed in other languages, selected by the KONA Editorial
Committees with the permission of the authors and / or the
copyright holder.

SUBMISSON OF PAPERS
Papers should be sent to each KONA Editorial Secretariat.
= Asia / Oceania Editorial Secretariat
T. Kawamura
Hosokawa Micron Corporation Micromeritics Laboratory 1-9,
Shoudai Tajika, Hirakata 573-1132 JAPAN
= Europe / Africa Editorial Secretariat
Dr. P. van der Wel or Mrs. P. Krubeck
Hosokawa Micron GmbH
Welserstr. 9-11, 51149 KdIn
P.O. Box 920262, 51152 Kd&ln
GERMANY

= Americas Editorial Secretariat
C.C. Huang, Ph.D.
Hosokawa Micron Powder Systems
10 Chatham Road, Summit, NJ 07901 USA

PUBLICATION SCHEDULE
KONA is published once a year.

SUBSCRIPTION

KONA is distributed free of charge to senior researchers at
universities and laboratories as well as to institutions and libraries
in the field throughout the world. The publisher is always glad to
consider the addition of names of those who wish to obtain this
journal regularly to the mailing list. Distribution of KONA is made
by each Secretariat.

Free electronic publication of KONA is available in
http://www.kona.or.jp

INSTRUCTIONS TO AUTHORS
(1) Manuscript format
= Two copies should be submitted to the Editorial Secretariat, in
double-spaces typing on pages of uniform size.
= Authorship is to give author’s names, and the mailing address
where the work has been carried out on the title page.
= Abstract of 100-180 words should be given at the beginning of
the paper.
= Nomenclature should appear at the end of each paper.
Symbols and units are listed in alphabetical order with their
definitions and dimensions in Sl units.
= Literature references should be numbered and listed together
at the end of paper, not in footnotes. Please give information
as in the following examples:
1) Carslaw, H.C. and J.C. Jaeger: “Conduction of Heat in
Solids”, 2nd ed., Clarendon Press, Oxford, England (1960).
2) Howell, PA.: US Patent, 3,334,603 (1963).
3) Rushton, J.H., S. Nagata and D.L. Engle: AIChEJ., 10. 294
(1964).
4) Seborg, D.E.: Ph.D. Dissertation, Princeton Univ,, N.J., U.S.
A. (1969).
Original figures with each single copy should be submitted, on
separate sheets. Authors’ names and figure numbers are
marked in the corner.
Figure numbers and captions are listed on a separate sheet.
Place of figure insertion is to be indicated in the margin of the
manuscript.
Tables should be typed on separated sheets.
Author’s short biography and photograph should be attached.
For data and text submissions we accept PC-format floppy and
CD-ROM discs with unformatted text files in ASCII code. Files
in Microsoft Word format are also acceptable. When submit-
ting images, please insure that the files are compatible with
Adobe Photoshop and have a resolution of at least 350 dpi.
(2) Reprints
The authors shall receive 50 free reprints. Additional reprints
will be furnished when ordered with return of galley proofs.
Publication policy
Original papers submitted for publication become immediately
the property of the CPT and remain so unless withdrawn by the
author prior to acceptance for publication or unless released by
the Editor. The original papers in KONA should not be repro-
duced or published in any form without the written permission
of the CPT. CPT does not claim the copyright for translated
papers.
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Development of deliver system for genes and drugs using PEG-PLGA nano-spheres
as a carrier material, prepared by Emulsion Solvent Diffusion (ESD) method

H. Tsujimoto, K. Hara and Y. Tsukada
Beauty Science Laboratory
Hosokawa Powder Technology Research Institute

N2 Ve VAVAVAVAV

PEG-chain PLGA-chain

(Average particle size 35nm)

PLGA

Hydration sphere of PEG
Gene related materials or drugs

The photograph shows a TEM image of biodegradable polymeric PEG-PLGA nano-spheres, PEGylated
poly(lactic-co-glycolic acid), as siRNA carriers having approximately 35nm in average particle size measured by
dynamic light scattering method.

The PEG-PLGA nano-spheres having core shell structure as shown in Figure, which could be used to prepare
the stealth nano-particles or long-circulating nano-particles for the delivery of genes and drugs, was made by a
novel physicochemical process using Emulsion Solvent Diffusion (ESD) method in the aqueous PVA solution with
1 to 5% siRNA, DAN plasmid, GFP plasmid, NFkB Decoy Oligonucleotides or other types of gene related materi-
als loading depending upon the preparation conditions.

We succeeded encapsulating various gene related materials and drugs into the PEG-PLGA nano-spheres
prepared by the ESD methods, which can fuse with cell membrane to efficiently introduce genes and drugs into
cells. We newly discovered that this nano-spheres become very effective carrier for the delivery of gene related
materials both in cytoplasm of cultured cells and in various tissues, which leads to new gene therapy development
applied to the intractable human diseases.

The Beauty Science Laboratory of Hosokawa Powder Technology Research Institute has proposed variety
types of biodegradable polymeric nano-spheres and devoted itself to the research and development of the
advanced gene & drug delivery systems using several nano-spheres’ composite technologies.

KONA No.23 (2005)
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T. Yokoyama?

Hosokawa Powder Technology Research Institute*
C.C. Huang

Hosokawa Micron Powder Systems**

Abstract

The nanoparticle technology, relating to the preparation, characterization, processing, and
applications of nano-sized particles, plays an increasingly important role in the emerging nano-
technology. Although the nanoparticles have many unique functional properties superior to the
coarser particles, they also suffer from dispersion and stability problems because of their strong
cohesiveness and high specific surface areas. To make the best use of nanoparticles and solve their
application problems, the development of nanomaterial processing techniques is essential.

New chemical synthesis methods for producing nano-sized oxides particles in the gas phase and
producing biocompatible polymeric nano-composite particles in the solution phase were elucidated
in the paper. In addition, mechanical breakdown method (e.g. nano-grinding) was briefly dis-
cussed. Furthermore, newly developed dry particle processing systems for making high perfor-
mance nanocomposites as well as their applications in Fuel Cells, Drug Delivery Systems, and

Cosmetics were introduced.

Key words: Nanoparticles, Nanotechnology, Nanocomposite, Fuel cell, Drug delivery system

1. Introduction

The nanotechnology has drawn much attention
since the beginning of this century as the critical
technology to advance industrial outputs and to
extend human life in the 21st century. Developing
commercial applications of nanotechnology, the nano-
sized particles play a significant role because of their
unique functional properties.

The definition of nanoparticles depends on their
applications. In general, nanoparticle refers to the par-
ticle having a size smaller than 100 nm. However, it
could be, in the narrow sense, less than around 10 nm
as its physical properties, such as melting point, differ

T Accepted: August 23, 2005
* 9, Shodai-Tajika 1-chome, Hirakata, Osaka 573-1132, Japan
** 10 Chatham Road, Summit, NJ 07901, USA
1 Corresponding author
TEL: 072-855-2307 FAX: 072-855-2561
E-mail: tyokoyama@hmc.hosokawa.com

KONA No.23 (2005)

from those of the bulk solids. On the other hand, par-
ticles ranging from nm to one pm could also be called
“nanoparticles” in the broader sense. In this paper,
the particles less than the shortest wavelength of visi-
ble light (around 400 nm) are called “nanoparticles”,
which are finer than the so-called “submicron parti-
cles”.

The technology to prepare, characterize, process
and apply these nanoparticles is called “Nanoparticle
Technology”, which is expected to be one of the key
technologies to materialize the commercial applica-
tions of nanotechnology. In fact, nano-sized particles,
such as ink, pigment, carbon black, fine silica etc., are
not new to some industries and have been used as
additives to improve product structure and qualities.
The nanoparticle technology is to bridge the new
nanotechnology applications and the traditional pow-
der technology.

In this paper, the nanoparticle technology for the
production of nanoparticles and nanocomposites and
their applications are to be discussed.
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$?~ N%noparticles can be produced by the break-down

(top-down) or the build-up (bottom-up) method. In
this paper, the production methods were discussed
according to their working environments, i.e. the
solid, liquid or gas phase, as shown in Fig. 1.

1) Solid phase method

The most popular way to break-down solid materi-
als is the grinding method. The sizes of ground prod-
uct have been getting finer and finer since long.
Thirty years ago or so, the dry grinding limit of min-
eral materialsY was around few microns. However,
the grinding limit was reduced down to the submi-
cron range with the development of compression-
shear type ultra-fine grinding mills? in early 1980’s.
Furthermore, the nanosized products were reported
by using wet grinding with ball media mill® in late
1990’s.

However, it was also understood that the grinding
process could reach its finest possible product size
(so-called grinding equilibrium), after that the size of
the ground product increased with an increase in the
grinding time because of particle agglomeration. It
was also experimentally proven that the smaller the
grinding media and the maximum force exerting on
them were, the finer was the grinding equilibrium
diameter as shown in Fig. 2%, as long as the grind-
ing intensity given by the grinding media was large
enough to break the particles. Becker et al. also con-
firmed this phenomenon in terms of the grinding

intensity®. Nowadays, fine ceramic beads below 30
pm are available for nano-grinding applications.

In addition to the grinding intensity, the physico-
chemical conditions of the grinding processes could
affect the outcomes of nano-griding. Fig. 3 showed
that the size reduction of products stopped at a cer-
tain grinding time, but its particle size could further
be reduced when the pH value of the slurry was
adjusted to better disperse the particles in it. The pH
value of the slurry could be controlled by measuring
its zeta potential®.

2) Gas phase method

A number of methods are available to prepare the
nanoparticles in the gas phase using chemical reac-
tions or physical state changes. The gas phase methods
can generally produce higher quality nanoparticles
but at a lower capacity in comparison to the solid
phase and liquid phase methods because of their
extremely low bulk densities. Nearly 20 years ago, we
developed a system to produce metallic nanoparticles
using the evaporation method with the plasma-arc?.
This lab-scale system produced nano-sized metallic
particles at a rate of tens of grams per hour for usual
metals such as iron and cupper.

The new gas phase method we recently developed
is based on the plasma assisted chemical reaction
technique. The liquid mixture of raw materials is fed
together with the reaction gas into the combustion
chamber, where the raw materials are gasified and
the nanoparticles are generated by the chemical reac-
tion in the gas phase with the assistance of plasma
emission. The critical step of this method is to collect

Nano Particle (nm)
1 [10 [100

1

Micron Particle (um)
[10 [100

’ Break-Down Method ‘

Dry : Media Mill, Jet Mill, Grinding Mill, etc.

Atomization {

) I
_ Wet : Media Mill, Liquid Jet Mill, etc.

Build-Up Method

Physical
Gas phase
synthesis

: Resistance Heat, RF Inductive Heat,
Laser, Electron Beam, Plasma, Sputtering, etc.

Plasma, Laser, etc.
| g

Physical
Liquid phase
synthesis

: Freeze Drying, Emulsion Drying,

{ Chemical : Electric Furnace, Combustion,
{ Spray Dryi‘ng, Thermal Decomposition, etc.

Chemical : Precipitation, Hydrolysis, Alkoxide, Sol Gel,
Hydrother‘mal, Polymerization, etc.

1

v

Fig. 1 Production methods for nano particles and micron particles
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Fig. 2 Correlation between the grinding equilibrium diameter
(Xeq) and the maximum force exerting on a single grind-
ing ball (Fg) in the planetary ball mill

the nanoparticles by rapid quenching before the
occurrence of any grain size growth or particle agglom-
eration. Our pilot-scale system has the advantage of
producing various kinds of high-purity nanoparticles
at a rate of several kgs per hour, depending on the
type of materials and their particle size requirements.
Based on the BET specific surface area measure-
ment, nanoparticles in tens of nanometers have been
produced by this system. In some cases, nanoparti-
cles, such as ceria, less than ten nanometers could be
obtained as well.

The other advantage of the newly developed system
is to produce nanoparticles consisting of multi-compo-
nents with three structural patterns, as shown in
Fig. 4. The pattern a) is the particle of uniform struc-
ture, such as solid solutions or compounds, made of
mutually soluble components. The pattern b) is the
core-shell structure consisting of the core particles
covered by another shell component. The pattern c)
is the finely dispersed nanocomposites, where oxide
nanoparticles are scattered in the matrix material. In
principle, these patterns are formed depending on
raw materials and their concentrations during the par-
ticle formation. But, the ratio of individual compo-
nents can be widely varied to optimize the quality of
the final products.

3) Liquid phase method

There are also various methods, such as evap-
oration decomposition, crystallization, precipitation,
sol-gel process, polymerization etc., can be used to
prepare nanoparticles in the wet phase. Their produc-

KONA No.23 (2005)
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Fig. 3 Change of product particle size, zeta-potential and pH-
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tion rates are normally higher than the gas phase
method and suitable for mass production. Many types
of nanoparticles, not only ceramics but also organic
polymers, can be produced by the liquid phase
method. However, the nanoparticles tend to agglom-
erate during the drying process if dry powder is
desirable.

One of the liquid phase methods for nanoparticle
production we are recently involved in is the spherical
crystallization of polymeric nanoparticles by using
emulsion solvent diffusion technique, originally devel-
oped by Kawashima et al®. With this method, the
polymer, such as PLGA (Poly Lactide-co-Glycolide) is
first dissolved in a solvent, such as the mixture of ace-
tone and ethanol. The solution is then introduced into
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b) Core-shell type
(ZrO2-Si0y)
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c¢) Finely dispersed type
(Al-Ca-Ti-Si-Zr oxide)

Fig. 4  Structural patterns of nanocomposite particles

Self-emulsification
by rapid diffusion
(Marangoni effect)

Freeze drying

!

Drug loaded PLGA NS

LR
"0

Counter diffusion
& evaporation of
solvents

(@

powder

Drug loaded PLGA NS
suspension

Core-shell type
(Ordered mixture type)

Fine particles dispersing type
(Matrix type)

Fig. 5 Process for production of drug encapsulated PLGA NS (nanospheres) by the spherical crystallization method
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Wat&b%ltB\ﬁQ/A to make polymeric nanoparticles in
éh?sgﬂ%nsion by the crystallization mechanism, as
wn in Fig. 5. The PLGA nanoparticles produced
y this method are in the spherical shape and have a
narrow particle size distribution with a median diame-
ter of about 200 nm (Fig. 6). When a drug is dissolved
in the solvent with the PLGA, drug encapsulated
biocompatible PLGA nanoparticles can be produced.
The applications of these nanoparticles for DDS

Fig. 6

PLGA nanospheres made by the spherical crystallization
method

P
o

(Drug Delivery Systems) will be discussed in the
later section.

3. Fabrication of nanocomposites

It is well known that composites can create superior
functional and structural properties of materials.
Fig. 7 showed the typical methods to fabricate parti-
cle composites®. The composites could be made by
intercalation in the nanometer scale.

The nanocomposite particles can be prepared by
the methods such as gas phase reaction or crystalliza-
tion as discussed in the previous sections. In those
cases, the particle size of the nanocomposites ranges
from tens to a few hundreds of nanometers. On the
other hand, micron-sized composite particles consist-
ing of nanoparticles can also be produced efficiently
by mechanical processing. For example, fluidized-
bed granulation method and the like can produce
nanocomposite particles from tens of microns to mm.

Although the nanoparticles have unique properties
and big potential for many new applications, they are
usually difficult to handle because of their strong
cohesiveness, low flowability, and low stability. The
search for a way to overcome the handling problem
becomes a priority in the commercialization of nano-
particles. Making nanocomposites is often a good
solution to the problem, because it can modify parti-

Particle size

Production methods

1A

Inclusion in crystal structure

intercalation in layer structure

Encapsulation in molecular structure

1nm
Doping of fine particles

L

inclusion in porous structure
inclusion in amphiphilic molecule

gas penetration, CVD

—

Surface modification

liquid penetration

sol-gel

supercritical fluid

surface reaction, adsorption

=

—

1pum
Mechanical particle bonding

Dry/wet agglomeration

1 mm

Melt-extrusion/grinding

L
4E finely dispersed particle composite
mechanical alloying

surface crystal growth
fine particle coating

core-shell composites

powder agglomeration

emulsified suspension agglomeration
liquid-liquid boundary
solid-liquid boundary

encapsulation —[

polymeric composites, etc.

Fig. 7 Methods to make composite particles
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$?~Q cah%e in the wet or dry phase as described below.

1) Dry method

Nanoparticles have low stability and tend to agglom-
erate or make aggregates because of their strong
cohesiveness and high surface areas. It is usually not
easy to disperse them, especially in a solid mixture.
Recently, new machines and systems, based on MCB
(MechanoChemical Bonding) Technology were devel-
oped to address these application problems. The MCB
Technology is to create direct solid bonding between
fine particles by the mechanical energy without using
any binders, which may further be assisted by addi-
tional physical energy such as plasma and the like.
The plasma has the function of cleaning particle sur-
faces and enhancing the strength of the solid bonding.
The plasma assisted MCB system is called Nanocular,
which can make nanocomposite materials continu-
ously. The plasma effect during the mechanical treat-
ment was confirmed by studying the photo-catalytic
characteristics of the nano titanium dioxide'®. Fig. 8
showed the batch type lab-scale Nanocular for the
purpose of research and development of new materi-
als.

Fig. 8 Lab-scale Nanocular for applying MechanoChemical

Bonding (MCB) with the plasma assembly

12

Another system developed based on MCB mechani-
cal treatment alone is called Nobilta!®, which can
impose high mechanical energy intensity on the mater-
ial mixtures. Although the Nobilta is a batch system,
it is designed to handle various types of materials.

The degree of particle bonding in the nanocompos-
ites can be evaluated by the particle size analysis,
BET specific surface area measurement'?, image
analysis of particle cross-section with electron micro-
scope®®, photo-correlation of elements', sieving sep-
aration of core and guest particles, and so on. The
BET measurement is chosen to use in this study,
because it is often applied in the nanoparticle charac-
terization. As shown in Fig. 9, the raw material mix-
ture consisted of SiO, with an average particle size of
26 um and TiO, nanoparticles with a nominal diame-
ter of 15 nm at a mass ratio of 10 to 1. The specific
surface area of the powder mixture decreased with
the increase of mechanical energy input, which indi-
cated the progression of bonding the nano TiO, onto
the surface of SiO, particles. Particle bonding perfor-
mances of three different batch types of equipment,
as shown in Fig. 10, were compared in this study. The
Cyclomix is a high-speed powder mixer based on the
impact and shearing mechanisms; the MechanoFusion
AMS system is a particle-bonding machine having a
rotating chamber with stationary press heads; and,
the Nobilta is specially designed to give high specific
energy input on the powder mixture. The test results
showed that the Nobilta could reduce the specific
surface area of powder mixture from about 11.0 m?/g
to about 1.0 m?/g, which was nearly that of starting

12

S e . Ra.W material : SiO; : TiO,=10: 1 (weight ratio)
[ ]

10" e o

e e Cyclomix

8 r 5] .

]
. MechanoFusion
[}
(]

BET (m?/g)
(2]
T

4 o o
Nobilta
2+ . © © 9 o
BET of SiO; only o
0 1 1 1 1
0 2 4 6 8 10

Energy consumptionx10° (J/kg)

Fig. 9 Effect of particle bonding on the BET specific surface
areas of powder mixtures
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a) High-speed powder mixer, Cyclomix

b) Compression-shearing type particle com-
posing machine, MechanoFusion system

c) A New particle processing
machine, Nobilta

Fig. 10 Mechanical processing machines for particle bonding

SiO, particles, very quickly and effectively in compar-
ison to the other two machines.

2) Wet method

With this method, nanocomposites are produced
from the suspension or slurry containing nanoparti-
cles via a drying process. The dry nanocomposites
can be obtained by spray drying of mixed material
suspension or by coating the core particles with the
suspended materials as the shell particles. In this
case, the dispersion of the nanoparticles and homo-
geneity of the components in each nanocomposite
particle are important to insure the product quality.
One of the useful machines for this application is the
Agglomaster, which is a fluidized-bed type granulator
with spray drying assembly'® and pulse-jet mecha-
nism for better dispersion of particles®®). Using this
machine, granules having an average size of tens of
pm with various interesting granule structures can
be obtained because of the simultaneous granulation
and particle dispersion during the drying process'”.
Fig. 11 showed an example of composite particles
made of platinum-doped nano-sized carbon black and
resin using the Agglomaster. This material was suc-
cessfully used to improve the electro-conductivity and
catalytic characteristics of the electrode for high per-
formance fuel cells. This method can modify particle
surfaces for various functional applications as well.

KONA No.23 (2005)

Fig. 11  Example of composite particles made of platinum-doped

nano-sized carbon black and resin using the fluidized-bed
granulator (Agglomaster)

4. Applications of nanoparticles

The nanoparticles have many unique features com-
paring to the bulk solids because of their particle size
effect and high surface reactivity. They can be used in
various applications, such as batteries, sensors, cata-
lysts, paints, inks, films and plastics, cosmetics, nano-
biotechnology and so on. A few highlighted examples
were discussed below.
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1) Fuel\@gll S
ggepceék‘%‘a clean energy generator and expected

NI .
uiq\&ndely in the near future. Among several differ-
$?~ entﬁtypes of fuel cells being developed, the SOFC
\l»o (solid oxide fuel cells) has the highest energy effi-
ciency, but its conventional operating temperatures
have been as high as 800 to 1000°C, which requiries
expensive seals and insulation materials for the cell
construction. The SOFC anode electrode is usually
made of YSZ (yttria-stabilized zirconia) — NiO cermet.
For developing high performance SOFC, it is neces-
sary to create large reaction area with high reactivity
in the electrode and to achieve low internal resistance
and good morphological stability of the fuel cell at the
elevated temperatures, while securing the passages of
gases and liquid reactant. Therefore, porous elec-
trodes made of well-dispersed fine particles is highly
desirable. However, sintering “green” anode elec-
trode often causes the grain sizes of fine NiO to grow.
This leads to the formation of large Ni particles in the
anode and results in inhomogeneous electrode struc-
ture. It was experimentally confirmed that bonding
the YSZ nanoparticles on the surfaces of NiO parti-
cles using the above-mentioned MCB system could
suppress the grain size growth of Ni and improve the
power density of SOFC and its stability to a great
extent'”). Fig. 12 showed the microstructure of the
Ni-YSZ cermet anode fabricated from NiO-YSZ com-
posite particles processed by the MCB technology.

In concert with the thin solid electrolyte, the SOFC

1um

Fig. 12  Ni-YSZ cermet anode fabricated from NiO-YSZ compos-
ite particles

14

using MCB treated electrode materials was found to
have exceptional performance at 700°C, which could
significantly reduce the manufacturing costs of the
SOFC. Fig. 13 showed the performance improve-
ment of our prototype SOFC. As seen in the figure,
the anode polarization of MCB treated SOFC was
remarkably reduced at 800°C comparing to that of the
conventional SOFC at the same temperature. In addi-
tion, it was still better than the conventional one even
at 700°C.

2) DDS and cosmetics

Site specific drug delivery has been investigated for
a while. One of the recent developments is to use bio-
compatible PLGA polymeric nanoparticles, as men-
tioned in the previous section, for the applications of
DPI (dry powder inhalation). It is known that the
absorbance of nanoparticles in the human body is
much higher than that of micron-sized particles, but
the nanoparticles tend to agglomerate, stick to the
drug capsule, and adhere to the throat and trachea of
the patient during pulmonary drug administration.
They cannot effectively reach the depth of human
lung. Therefore, it is necessary to make coarse
agglomerates having a diameter of 30~50 um for easy
handling while allowing the inhaler to break them
down to several um, suitable for pneumatic-conveying
to the lung. The micron-sized agglomerates are fully
dispersed to their original nanoparticles in the lung.
Fig. 14 showed an example of the functional compos-

0.8
Conventional anode, 800°C
,®

~ 061 L 4
> 14
5 ¢
.
S 04F 2
> [
g * 700°C
=)
o
c
<

0 0.2 0.4 0.6 0.8 1 12
Current density (A cm™2)

Fig. 13 Performance comparison of SOFC anode fabricated by
MCB treated NiO-YSZ composite particles to that by the
conventional powder mixture
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Surface treatment for redispersion

Oil soluble drug

Ca. 200 nm

Drug encapsulated PLGA nanosphere

Fig. 14  Structure of functional composite particle consisting of drug encapsulated PLGA nanospheres

ite particles consisting of drug encapsulated PLGA
nanospheres and the photo of composite agglomer-
ates. For this application, both dry and wet methods
for making nanocomposites as mentioned previously
were applied. Test results showed that the respirable
fraction of the drug could be improved from less than
10% to over 40% by using PLGA nanocomposites in
vitro study with a cascade impactor'®. In addition, the
drug efficacy was found significantly improved with
the use of insulin encapsulated PLGA polymeric nano-
particles. Fig. 15 showed the blood glucose level of
rats after introducing insulin via different drug admin-
istration methods. The drug efficacy could be evalu-
ated by calculating the area between the initial blood
glucose level and that after insulin administration in
the figure. It was confirmed that the therapeutic effi-
cacy of using drug encapsulated nanoparticles could
be 1.6 times of that applying insulin solution injec-
tion'®. This might attribute to the controlled release
effect of the PLGA co-polymer, which gradually decom-
posed in the water by hydrolysis.

The nanocomposite particles can also be used as
transdermal drugs and cosmeceuticals. Fig. 16
showed the amount of ascorbic acid in the dermis of
human skin®® as a function of time after applying
pro-vitamin C. It clearly indicated that applying the
pro-vitamin C encapsulated PLGA nanoparticles could
produce much more reduced form vitamin C in the
dermis than using pro-vitamin C liquid suspension.
The reduced form vitamin C is known to prevent the

KONA No.23 (2005)

oxidation of biological tissues caused by the UV radia-
tion and to suppress the generation of melanin pig-
ment, which causes black spots on the skin. It also
promotes the formation of collagen to reduce the
wrinkles for anti-aging applications. The reason for
the differences in the vitamin-C absorption attributed

Blood glucose level (%)

—4 0 4 8 12 16 20 24
Time (h)

Fig. 15 Change of blood glucose levels by different insulin
administration methods (<>): Composite particles with
insulin encapsulated PLGA nanospheres, (O): intra-
venous administered insulin solution, (CJ): intratracheally
administered insulin solution, (A): intratracheally admin-
istered saline solution as control group. Dose of insulin:
3.0 IU/rat. N=6, significantly different from control
group ("p<<0.05, “"p<0.01, ""p<0.001, student t-test).
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Fig. 16 Comparison of the amount of ascorbic acid in the dermis
delivered by the PLGA nanoparticle and liquid suspen-
sion

to the excellent skin permeability of PLGA nano-
sphere, which was used as a carrier of pro-vitamin C.
The pro-vitamin C has poor skin permeability because
of its hydrophilic characteristics. It was also found
in-vitro that the pro-vitamin C encapsulated PLGA
nanoparticles could remarkably reduce the DNA
damage on the skin caused by the UV radiation.

5. Conclusion

Although nanoparticles have a lot of unique prop-
erties and present great potential for many applica-
tions, the relationship between the material properties
and product performance has to be established to
justify their usages. While nanoparticle production
had impressive progress in the past few years, the
nanoparticle technology is still in its infancy. It is nec-
essary to demonstrate the benefits of nanoparticles to
the commercial products before their commercializa-
tion. Therefore, the technologies relating to the nano-
particle characterization, design, modification, and
processing will play an important role in the nanopar-
ticle commercialization; and, the nanoparticle technol-
ogy is expected to further develop rapidly in all the
industries handling fine particles in the near future.
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Modelling of Particulate Processes’

M. Kraft

Department of Chemical Engineering

University of Cambridge*

Abstract

We review models and numerical methods used in flame synthesis of organic and inorganic
nanoparticles. We discuss a general model in which particles form in the gas phase and grow
through mass-adding surface reactions, condensation, and coagulation. They shrink or reshape by
sintering and mass-abstracting surface reactions. The model is formulated in terms of a population
balance which can incorporate a range of levels of detail, i.e. a varying number of internal coordi-
nates. These coordinates can not only describe the geometry of a particle but also its chemical com-
position or age. In the simplest version a particle is modelled as a sphere whereas in the most
complicated form a particle is modelled as an agglomerate of smaller or primary particles where the
geometrical shape is known exactly. For these population balance models a number of different
numerical approaches exist. We review the method of moments, sectional, finite element, and Monte
Carlo methods and give examples of their applications in flame synthesis. Different strategies for
coupling a population balance to laminar and turbulent flows are reviewed. For turbulent flows the
closure problems arising from chemical reactions and the population balance are briefly discussed.
We then summarize the literature on nanoparticle modelling from laboratory to industrial scale and
highlight important areas for future research.

Key words: Nanoparticles, Modelling, Numerical methods

1

Introduction

prove yields or product quality and to avoid particle

In this article we review models of combustion syn-
thesis of nanoparticles and the numerical methods
used to solve them. Nanoparticles can be found in
everyday life, for example as pigments, reinforcement
material, or even in sunscreen. They are produced
on a million ton per year scale and the industrial
processes are well established. Also, based on recent
research efforts, it is believed that nanoparticles hold
great promise for future applications. However, there
are also major concerns about the environmental
and specifically human health effects of nano-particle
emissions, for example from diesel engines. To im-
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emissions, numerical modelling has been extensively
used. In this paper we shall discuss models and
numerical methods for two types of nanoparticles.

Organic nanoparticles come in two forms namely
carbon black and soot. Carbon black is a name for a
well-defined industrially manufactured product which
is produced at a rate of several million tons per year.
Amongst a variety of applications it is used as filler
and reinforcement material with the properties of the
individual particles determining their application.
There are several production routes which all involve
combustion of gases and liquids. The most important
is the furnace process in which liquid hydrocarbons
are sprayed into the exhaust of a turbulent lean nat-
ural gas flame. Soot on the other hand is an unwanted
product of combustion, mainly in diesel engines. New
emissions regulations make it necessary to reduce
the amount of soot formed during combustion drasti-
cally.
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T{;@ age@ of inorganic nanoparticles is much
gr@atg(@'l‘wo main routes of synthesis are in use:

oﬂ“ g‘@k-phase chemistry synthesis and flame synthesis.

n many cases flame technology has been identified
to be superior as it is a direct, continuous process
with little waste and by-product generation''®. For
this reason we only examine models which have been
developed for flame synthesis. Important inorganic
nanoparticles are titania, fumed silica, and alumina
powders. However there are many others and recently
the number of ceramic powders has grown as a result
of new applications, for example as catalysts and sur-
face coatings. These powders are mainly produced
similar to carbon black by spraying metal oxide pre-
cursors into a high temperature reaction zone.

Two very important aims which one hopes to
achieve with the knowledge gained through model-
ling are the improvement of yield and quality of prod-
ucts and the scale-up of new processes from a
laboratory or bench scale level to an industrial level.
In both cases the model needs to capture the impor-
tant physics and chemistry of the formation of
nanoparticles, their interactions with each other and
with the surrounding gas phase, and their transport
through surrounding media. This requires detailed
models of the chemical reactions, the population of
particles and for the mostly turbulent transport.
Despite recent progress in some of these areas the
predictive power of the current models remains poor.

In the research community it has been recognized
that it is necessary to study systems which are sim-
pler than a spray injected into a reactor of complex
geometry and in which the flow is turbulent. For this
reason a number of laboratory experiments have
been developed, the simplest being a shock tube;
other experimental configurations include plug flow
reactors, jet stirred reactors, premixed flames, coun-
terflow and axisymmetric co-flow diffusion flames.
Whereas for industrial applications only simplified
models are available there exist detailed models
for the laboratory scale experiments. The findings
obtained from these experiments and attempts to
model them are summarized in a number of text
books and review articles. These are excellent
sources of further information on nanoparticles and
their applications and a selection is discussed below.
The books by Seinfeld and Pandis'®® and Williams
and Loyalka!® are comprehensive treatises on the
transport of aerosols and gas phase chemistry in the
atmosphere. Although these books do not treat the
industrial application of nanoparticles directly they
contain a lot of material which is relevant to their

KONA No.23 (2005)

modelling. The book by Friedlander3” is also a classic
text and is more relevant to nanoparticles as it con-
tains details on population balance modelling, in par-
ticular on agglomerate formation and restructuring. A
more general text on population balances is the book
of Ramkrishna® which describes several numerical
techniques for population balance problems each of
them relevant for the modelling of nanoparticle pop-
ulation dynamics. Important review articles in the
area of soot include the articles by Kennedy*® and
Bockhorn'® which contain comprehensive collections
of references but also describe a number of empirical
and detailed soot models. In addition, the book on soot
formation edited by Bockhorn®® is recommended. It
contains a collection of papers which address all the
important issues concerning the modelling and mea-
surement of soot in a variety of reactors, from lab-scale
up to diesel engines. In the area of inorganic nanopar-
ticles, the papers by Pratsinis and co-workers® 9266
include a number of interesting references for experi-
mental and modelling work. For educational purposes
the article by Rosner®), the excellent brochure on
carbon black from Degussa’™ and the chapter on car-
bon black in Ullmann’s Encyclopedia of Industrial
Chemistry*? are recommended.

The aim of this paper is to provide an up-to-date
review of the literature which is concerned with mod-
elling of organic and inorganic nanoparticle popula-
tion dynamics considering both models and numerical
methods. A variety of numerical approaches are dis-
cussed. A distinction is made between detailed mod-
els describing particle inception, their growth, and
their change in structure and models which describe
particle transport in laminar and turbulent flows.

The paper is structured as follows. First, a general
model for a population of nanoparticles is presented
which assumes no spatial gradients in any of the physi-
cal quantities. Then different numerical approaches
for population balances are reviewed. The next sec-
tion presents different strategies for coupling the pop-
ulation balance equation with the fluid flow equations
in laminar and turbulent flows. A number of applica-
tions are presented in the next section. Finally, some
new areas for future research are identified.

2 Outline of a General Model

We first lay out a general model for the population
dynamics of nanoparticles as displayed in Fig. 1. We
assume that all precursors and particles are in a
perfectly mixed control volume which means that
there are no gradients in any of the physical quanti-
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ties con(t\a;geddn\ﬁﬁls volume. The model is defined as
followé’, o
Oﬁ*- ividual nanoparticles may be completely de-
\ﬁscribed by elements of some type space E on
which addition corresponding to coagulation is
defined.
= The nanoparticle population is described at time t
by the number n(t, x) per unit volume of particles
of type x€E.
= n evolves according to the discrete Smoluchowski
coagulation equation:

%n(t, X)= Kt(x)-i-ng s§'>(x))(n(t, -))+|(t, x). (D)

In these definitions we make the implicit assump-
tion that E is countable so that summations are mean-
ingful. This assumption is common in the literature
but not essential and can be removed by replacing the
sums with integrals. The (time dependent and non-
linear) coagulation operator K is then defined by

K(net ))=3 5

y, ZEEy+z=x

— 2 Ki(x, y)n(t, )n(t, ). 2

yEE

Ke(y, In(t y)n(t, 2)

The first sum represents coagulation to form parti-
cles of type x and the second loss of particles of type x
due to coagulation. K(x, y) defines a map from the
concentrations of particles of types x and y to their
coagulation rate at time t given by KX, y)n(t, x)
n(t, y). K is known as the coagulation kernel.

Surface reactions, condensation, and sinter-
ing which only involve one physical particle at a time
are described by the linear operator S defined by

sP0(n(t )= ¥ AP ()=x)nt N-B )n(t, 1),
yEE (3)

where | €U. U is an index set for a process or a type
of event which is either one element of a set of sur-
face reactions, sintering steps or condensation steps.
ﬂf')(x) is the rate at which a particle of type x under-
goes the change of index | at time t. g(')(x) is the result
of a particle of type x undergoing an event of index I.
If a surface reaction removes a particle from the pop-
ulation the function will take the special value 0 in E.
We allow for g(') to be a random function. Note in the
deterministic case the probability P in (3) reduces to
an indicator function. For example, in the case of x
describing the number of monomers in a particle
then the addition of a monomer is given by g(y)=y+1.
Models for sintering and surface reactions will be dis-
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Fig. 1 Schematic of processes in nanoparticle flame synthesis.

cussed below.

The particle inception I(t, x) is the rate at which
particles of type x enter the system at time t.

As boundary conditions generally we will use n(0,
X)=ny(x) for all x€E.

2.1 Representations of nanoparticles

Nanoparticles can be modelled using different
degrees of detail which is specified by the set E. In
the following, three examples for the set E are given.
The models discussed in this paper will either be
identical to or are combinations of the following
examples.

The Primary Particle Model is the most detailed
particle model discussed in the literature. There, a
nanoparticle is described as an unordered finite
sequence of ‘primary particles’ and their locations
e.g. displacement from the first particle in the list. Pri-
mary particles can be characterized as spheres of
constant density described by, say, mass but can also
contain additional information as for example chemi-
cal composition of the surface of a primary particle.
The number of internal coordinates is the length of
the sequence times the number of particle attributes
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The simplest and most widely used model is the
Coalescent Sphere Model in which all particles are
assumed to be spheres of common density. It is then
convenient to describe a particle in terms of the num-
ber of monomers. Addition is defined just as for the
natural numbers: the result of the coagulation of two
spheres is a new sphere with volume equal to the sum
of the volumes of the initial spheres, i.e. coagulation is
completely coalescent. The internal coordinate of the
nanoparticle is its volume or number of contained
monomers.

A slightly more detailed model with two internal
coordinates is the Surface and Volume Model.
Here we say that a particle is described by volume
and surface area. We define addition componentwise,
i.e. volume and surface area of the new particle are
the sums of the volumes and the surface areas of the
interacting particles respectively and hence coagula-
tion is modelled without any coalescence. It is an
intermediate stage between the Primary Particle
Model and the Coalescent Sphere Model. Processes
like sintering, condensation, or surface reactions can
transform the volume to surface ratio of an aggregate.
The definition of g(') is non-trivial even with a clear
picture of the underlying chemical processes.

2.2 Gas phase chemistry

The gas phase chemistry leading to organic soot
and Polycyclic Aromatic Hydrocarbons (PAH) has
been subject of research for a long time because the
combustion of hydrocarbons is so important for many
technical and chemical applications. Gas phase chem-
istry models used for modelling soot and carbon
black can be found in 121, 3, 96).

The gas phase chemistry leading to inorganic
nanoparticles is far less well understood and it is very
clear that this is an important field of future research.
Kinetic data for SiO, particles formed from SiH,4 can
be found in 60). Reference 113) contains data on
the formation of titania particles (TiO,;) made from
tetraisopropoxide and reference 93) contains data if
TiCly is used as precursor. Simple models for the gas
phase chemistry describing the formation of Fe,O3
particles from Fe(CO)s can be found in 38, 77).

2.3 Particle inception

Particle inception is probably the most difficult part
when modelling nanoparticle synthesis. It is fair to
say that it is still not really understood. One approach
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to model particle inception for inorganic nanoparti-
cles is to apply the theory of homogeneous nucleation
of Vollmer-Becker-Ddring-Zeldovich which dates back
to the early thirties of the last century. In their model
supersaturated vapor containing monomers and sub-
critical clusters of molecules collide to form stable
clusters of molecules which exceed a critical radius.
This critical radius depends on the surface energy,
the volume of the formed structure, the temperature
and the degree of supersaturation. The surface energy
for clusters of such small size is not known and is usu-
ally estimated from bulk properties. These estimates
can deviate from the true values by orders of magni-
tude. Unfortunately surface energies can only be
measured for clusters which are significantly larger
than the critical size and therefore cannot provide suf-
ficient accuracy. However, molecular dynamics simu-
lation can be used to calculate the properties of a
critical cluster, for instance surface tension. These
simulations are computationally very expensive and
contain significant approximations.

For the simulation of SiO, and TiO, the critical clus-
ter size has been determined by homogeneous nucle-
ation theory using bulk properties to be not more
than one molecule in 60). However in a more recent
paper Artelt et al.9 studied the effect of varying sur-
face energy on the critical particle diameter and pro-
posed that the size of critical clusters can exceed one.

The nucleation of organic nanoparticles is believed
to be different but also still unknown. The inception
species for the first soot particles are polycyclic
aromatic hydrocarbons (PAH). The model in 3), also
called ABF model, which is widely used in the com-
bustion community, assumes that the first particles
form when two pyrene molecules collide. In this
model every collision leads to successful formation of
a soot particle. Despite the simplicity of this assump-
tion the prediction for number density and soot vol-
ume fractions in premixed laminar flames are within
an order of magnitude of the experimental observa-
tions. A more refined model is that of Frenklach and
Wang®® where a population balance of PAHs of differ-
ent sizes is considered which form a soot particle on
collision.

More recently, quantum mechanic calculations
have been used to shed light on the problem of parti-
cle inception. Appel et al.¥ argue that dimers should
be stable under flame conditions if the interaction
energy in the dimer is larger than the internal energy
of the two molecules. The result of their quantum
mechanical calculations indicate that PAH dimers
larger than the pyrene dimer are sufficiently stable to
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gg@l\é\r dynamics to study the collision of two

of species as small as pyrene can survive long enough
to evolve into soot nuclei. Violi*® combines kinetic
Monte Carlo simulations on a mesoscopic level with
molecular dynamics simulations to study the for-
mation of the first soot particles from PAHs. She
explains successfully the difference in H/C ratio, par-
ticle sphericity, and depolarization ratio as a function
of the fuel properties. Despite first success of molecu-
lar dynamics modelling the time scales on which
these calculations are carried out are in the order of
nanoseconds which is too short to bridge the time
gap necessary to establish the statistics of collision.
Fortunately new experimental data on particle size
distribution down to very small particle sizes are
available for validation®*® and will help in gaining a
better understanding of particle inception.

2.4 Coagulation

The model for particle coagulation depends on the
choice of the particle model and on the physical
conditions like temperature and pressure of the envi-
ronment the particles are in. The coagulation kernel
K determines the rate of collision of two particles.
For nanoparticles even in turbulent flows Brownian
coagulation is the mechanism with which particles
coagulate. In 14) it is shown that for typical flame con-
ditions the Brownian collision frequency is dominat-
ing over the Saffman Turner collision frequency
which describes the collision frequency of particles
due to turbulence. Brownian coagulation is modelled
by the Fuchs kernel, e.g.t?>%"8) which covers differ-
ent regimes classified by the Knudsen number, the
ratio of twice the gas mean free path to the particle
diameter. The free mean path of course depends on
temperature and pressure of the particle surrounding
gas. The different regimes are the continuum, slip-
flow, transition, and free molecular regime where at
one end of the spectrum, in the continuum regime,
particles perform a Brownian motion and on the other
end of the spectrum, in the free molecular regime,
particles perform a free flow followed by a collision
type of movement. In addition to these kinetically
derived collision frequencies an enhancement factor
due to van der Waals forces between the particles
needs to be accounted for 43). These forces lead to
coagulation of particles even if they do not collide but
get “close enough”.

The collision diameter which appears in the coagu-
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lation kernel is unknown except for the very simple
Coalescent Sphere Model where all particles are
spheres. The collision diameter depends on the frac-
tal dimension of the aggregate which is formed. The
fractal dimension can be obtained from Monte Carlo
simulations. In the continuum regime the diffusion
limited cluster-cluster aggregation model (DLCA)
gives a fractal dimension of 1.80. For the free molec-
ular regime, the prevailing in atmospheric flames,
the ballistic cluster-cluster aggregation model (BCA)
leads to a slightly higher fractal dimension of 1.94.

However, sintering, surface growth, or condensa-
tion can change the fractal dimension significantly.
Mitchell and Frenklach™ 7® developed a Monte Carlo
method including coagulation and surface growth.
Using the BCA model, i.e. assuming a particle sticks
rigidly at the first point of contact to a target particle,
they performed surface growth on each primary par-
ticle in the target particle by integration, losing the
discrete nature of the surface events. The collision
diameter and fractal dimension was then obtained
from the target particle.

In 103) a Monte Carlo simulation of aggregation
and sintering is performed. Similar to the approach
above a target particle is allowed to coagulate with
other particles. The authors then employ a ‘shrinking
back backbone’ approach to change the surface to vol-
ume ratio and therefore the particles’ fractal dimen-
sion.

Very recently Balthasar et al.!® combine the ap-
proach developed in 76) with a Monte Carlo algo-
rithm developed in 40) to simulating for the first time
a full population of nanoparticles using the Primary
Particle Model for a nonpremixed laminar flame.

The most important result of the above-mentioned
simulations is that the fractal dimension of nanoparti-
cles changes in time depending on surface growth,
coagulation, and sintering. The detailed simulations
can then be used to extract a functional relationship
for the change of fractal dimension and therefore col-
lision diameter with the aim to include this informa-
tion in a simpler Surface and Volume Model.

2.5 Surface reaction

In order to model surface reactions accurately it is
necessary to understand the gas-phase chemistry and
the chemical composition and area of the surface of
the nanoparticles. In many applications surface reac-
tions play a very important role. Along with particle
sintering which will be discussed later surface reac-
tion can significantly change the fractal dimension of
a particle. Unfortunately the importance on the one
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N @hh‘ the case of carbon nanoparticles the number of
\“active sites has been observed to reduce as a function

of the age of a soot particle in a premixed laminar
flame. In 3) a measure for surface reactivity was
introduced and fitted to a number of experiments. In
107) the surface reactivity has been associated to the
age of the soot particles which accounts for the change
of the surface chemistry of each particle. However,
this very simplistic model needs to be replaced by a
more detailed one in which the chemical composition
of the particles’ surface is known.

In a series of papers® 323 Frenklach and co-work-
ers used a kinetic Monte Carlo technique to study
this deactivation of surface reactivity on soot parti-
cles. The fluctuations of the spatial structure of PAHs
on the surface of the particles are responsible for the
deactivation of active surface sites. However these
findings have not been implemented in a population
balance model.

The number of papers which present models for
surface growth of inorganic nanoparticles is quite
small (e.g. see 92) and references therein). Here, not
only the chemical nature of the active sites needs to
be known but also an accurate model for the change
of the surface through sintering needs to be in place.

2.6 Condensation

Particle condensation is a process in which a chem-
ical species from the gas phase sticks to the surface
of a particle not through chemical reactions but
through the weaker van der Waals force. A typical
example for condensation is the attachment of PAHs
on a soot particle’s surface. In the case of soot or car-
bon black this can be a significant growth process.
Typically species that play a role in the particle incep-
tion mechanism, like PAHSs, are likely to condense on
a particle’s surface. For laminar flames where the
particle inception zone is very thin condensation is
less likely to play an important role in particle growth.

2.7 Sintering

The driving force for the sintering of nanoparticles
is the reduction of potential energy due to the decrease
in surface area. A lot of research has been carried out
to understand sintering of metallic particles. How-
ever, there are much fewer papers on nanoparticles
that simultaneously perform sintering and coagula-
tion.

One of the most widely used sintering models in
population balances has been introduced by Koch and
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Friedlander® 2, The model is based on the Particle
Volume Surface model where a particle with a surface
to volume ratio equivalent to an agglomerate of pri-
mary particles changes its surface area at a character-
istic sintering time to the surface area of a perfect
sphere while keeping its density constant. For some
nanoparticles, e.g. Si-particles the driving force for
this physical mechanism is grain boundary diffusion.
This simple model describes only the later stages of
the sintering process sufficiently well where the parti-
cles are close to spherical. Structural changes are not
taken into account.

To obtain deeper understanding of the structural
changes, and therefore the changes in fractal dimen-
sion over time, Monte Carlo simulations have been
performed by a number of research groups. Pratsinis
and co-workers® carried out one of the first Monte
Carlo simulations considering coagulation with simul-
taneous restructuring due to sintering. They exam-
ined two-dimensional clusters with finite binding
energy using random particle walks on the surface of
these clusters. This model is able to reproduce at
least qualitatively the influence of residence time and
temperature on nanoparticles formed in a reactor.
Much more recently Schmid et al.’*® presented a
very detailed Monte Carlo simulation of agglomera-
tion and sintering where the particles are shrunk
along a common backbone and the overlapping vol-
ume is then distributed over the accessible surface.
Depending on the sintering time the fractal dimensions
vary from 1.86 to 2.99. They established a functional
relationship for the change of the fractal dimension
over time and used this relationship in a simpler pop-
ulation balance model®.

3 Numerical Methods

The numerical solution of equation (1) is a very
challenging problem for several reasons. The two
most important ones are the large size of the system
of ordinary differential equations and the nonlinearity
of the coagulation operator (2). For example in the
case of the coalescent sphere model the difference
between the smallest and largest particle sizes and
therefore the size of (1) can easily be several orders
of magnitude. Surface reactions and particle inception
can also cause severe numerical challenges. In this
section we shall discuss different strategies to obtain
meaningful numerical solutions to (1) despite these
difficulties.

23

|/
I

»‘}
%)

D

l’"'t



Q@“Y&@E\

o

£
3.1 Mg&%d&f\?noments

Ege'bm%ﬂ%'d of moments (MOM) is computation-
most efficient approach to obtain a numerical
apﬁ“roximation to the moments of a population bal-
ance. For this reason this method is often used when
simulating problems where transport of particles in a
flow with complex geometry is essential. In the area
of nanoparticle modelling two techniques have been
used so far. The first technique used by Frenklach
and co-workers is the method of moments with inter-
polative closure (MOMIC)3. The second approach is
based on the quadrature method of moments which
is a more recent technique based on the work of
McGraw™,

In the first instance MOMIC has been developed to
describe the formation and oxidation of soot particles.
In its early form the method is based on a univariate
description of spherical soot particles in the free mol-
ecular regime, for instance in 36) MOMIC is used to
simulate the formation of soot in a burner stabilized
premixed ethylene flame where the soot moments
are calculated in a post processing step. In this work
two sets of moments of the size distribution of PAH
and the size distribution of soot particles are solved
simultaneously. Some theoretical remarks on the
validity of the MOMIC approach can be found in 33).
Numerical tests of the accuracy of the interpolative
closure are contained in 12) for inorganic and in 41)
for organic nanoparticles. For unimodal particle size
distributions where no surface reactions that reduce
particle size are present MOMIC produces excellent
results being accurate and fast. The method has been
extended to include coagulation in the transition and
the continuum regime and taking into account the
aggregate structure of soot particles by introducing a
preset size for a primary particle in an agglomerate*?,
In the latest development in MOMIC a shape descrip-
tor, which is related to the surface fractal dimension,
is used to model the aggregate structure of soot parti-
cles using particle volume and particle surface area®.

An alternative approach for obtaining the moments
of the PSD is the quadrature method of moments
(QMOM)™. There the moments are calculated as-
suming the PSD can be represented as weighted
multi-dimensional Dirac delta function. The weights
and the nodes are then chosen to satisfy the transport
equations for the moments of the PSD. The advan-
tage of this approach is that due to the choice of delta
functions there exists no closure problem. Rosner and
co-workers use this method to simulate uni-variate
and bivariate population balances to model alumina
nanoaggregate evolution in counterflow diffusion
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flames. The bivariate model includes coagulation and
sintering of the particles. In 98) Rosner uses a Monte
Carlo method to validate this approach and discusses
the role of mixed moments in QMOM. Despite the
success of this method Marchisio and Fox® point out
two main problems with QMOM. First, the solution of
the transport equations for the moments of the PSD
makes it difficult to treat systems where the dis-
persed-phase velocity strongly depends on the internal
coordinates and more importantly for multivariate
systems the QMOM becomes numerically very chal-
lenging. The authors present an improved approach
called the ‘direct quadrature method of moments’
(DQMOM) which is computationally more attractive
and allows the extension to more internal variables.

Despite all the computational advantages there are
some shortcomings associated with the method of
moments. The most significant shortcoming is the
non-uniqueness of the reconstruction of the particle
size distribution function, i.e. the PSDF is not avail-
able. As a consequence, reactions that take place on
the particles’ surface which lead to decomposition of
particles back to the gas phase can only be incorpo-
rated with additional model assumptions.

3.2 Sectional methods

Sectional methods (SM) are widely used to solve
population balance equations. There the size spec-
trum is divided into a set of size classes. One distin-
guishes between zero-order and higher-order methods.
Higher-order methods use low order polynomials to
represent the particles within each section and can be
regarded as a simple form of finite element methods
which will be discussed in the next section. They can
suffer from stability problems and artificial dispersion
whereas zero-order methods are more robust. There
the computational domain is divided into rather small
intervals in which the solution is approximated by
step functions. For each interval one obtains an ordi-
nary differential equation which is coupled to the
neighbors depending on the discretization scheme
used. Batterham et al.'® divide the size domain in a
geometric series of 2 and derive a numerical scheme
which is mass conserving. Hounslow et al.** extend
this method using a correction to conserve particle
number and particle mass. Litster et al.’? modified
this method by introducing an adjustable geometrical
size discretization so that higher moments and self-
preserving shape of the PSD is correctly predicted.
However, there are large numerical errors in the pres-
ence of discontinuities and surface growth. To alleviate
the problem with numerical diffusion in the presence
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set of properties is conserved. All these methods are
compared by Vanni**® for a comprehensive set of test
cases. Pope and Howard®® couple a sectional model
to a detailed gas phase mechanism to calculate the
soot particle size distribution in a CSTR. Sectional
methods have also been developed for bivariate popu-
lation balance equations. Based on a model by Koch
and Friedlander*® Xiong and Pratsinis?®® present a
two-dimensional particle size distribution including
particle volume and particle surface as internal vari-
ables. The numerical method is based on a sectional
approach which conserves volume. Nakaso et al.”™
also use a two-dimensional discrete-sectional repre-
sentation of the size distribution solving the aerosol
general dynamic equation for chemical reaction, ag-
glomeration, and sintering. However, the use of these
methods has been limited by their high computa-
tional cost. Hence in 78) a number of approximations
to the detailed two-dimensional model in 128) are
made. The most important being the introduction of
constant average coagulation coefficients and employ-
ing look up tables. Also a volume correction term was
introduced that ensured the conservation of both
number and mass.

An alternative to bivariate population balances with
volume and surface area as internal coordinates is to
average the surface area information for each volume
section turning a bivariate population balance into two
univariate population balance. Different strategies are
used to do this. Tsantilis and Pratsinis''® proposed a
sectional method in which they assumed that particle
surface area in a given section decreases monotoni-
cally due to sintering and solved two sets of equations
for particle volume and surface area using the sec-
tional method developed in 44). This method is applied
in 113) to simulate titania particles and compared
with the bivariate model. Recently, Jeong and Choi*®
used a single surface fractal dimension to correlate
particle volume and area in a given interval to sim-
plify the bivariate model of Xiong and Pratsinis'® to
two sets of one-dimensional equations for particle vol-
ume and surface area. A slightly different approach
has been developed by Park and Rogak®” where the
agglomerate volume and the number of primary par-
ticles within an aggregate is tracked. This model con-
siders the effect of surface growth due to ultrafine
particle deposition on the primary particle size. Wen
et al.®*) combined this with moving sections as well

KONA No.23 (2005)

as the addition of new sections for incepted particles
and applied it to model soot formation in a plug flow
reactor. In each section the number of soot clusters
and the number of primary particles is stored.

3.3 Finite element methods

An alternative to sectional methods are the more
sophisticated finite element methods. In the finite ele-
ment approach the solution of the population balance
is expanded in a series of polynomials. For the coeffi-
cients of this expansion a set of equations has to be
solved which is obtained by inserting the expansion
into the population balance equation. Various meth-
ods can be derived by a different choice of basis
functions, nodes, and time stepping schemes. The
mathematical discipline of functional analysis pro-
vides the theoretical framework with which errors
can be estimated. This is of course a very attractive
feature of finite element methods.

In the early 1990s, Deuflhard, Bornemann, and
Wulkow at the ZIB in Berlin® 2420 developed a dis-
crete Galerkin h-p method for the simulation of mole-
cular weight distributions in polymerization reactions.
Wulkow commercialized this idea and successfully
implemented an algorithm in his software product
PREDICI*?9,

The structural similarities between the population
balances in polymerization and nanoparticle dynamics
then led to the development of the software package
PARSIVAL, a new dynamic flow sheet simulator espe-
cially suited for process units which are modelled by
population balance equations. This new approach is
based on a fully adaptive Galerkin h-p method with an
automatic error control for time discretization as well
as for the discretization of the property coordinate.
The minimization of the required number of degrees
of freedom is combined with an adaptivity in time and
internal coordinate. Details of the numerical proce-
dure are given in 127). Recently, PARSIVAL has been
extended to solve bivariate population balances but no
examples involving the simulation of nanoparticles
are available in the open literature.

PARSIVAL and PREDICI are employed not only
in industry but also by several research groups.
Appel and Bockhorn used the PARSIVAL to simulate
soot particle size distributions in laminar premixed
flames®. Artelt, Schmid, and Peukert>® have been
using PARSIVAL for modelling Si production. They
incorporated the mean value of fractal dimension into
their model as well as the agglomerate collision diam-
eter and the number of primary particles. Not using
PARSIVAL or PREDICI but based on Wulkow’s earlier
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work, \{\@govowgrnatz and co-workers employed a

fl%@@]e@@'ﬁt code to simulate the formation of soot
ck tubet?. 80),

$?~ Fr‘?dependent of the work that originated in Berlin,

also in the early 1990s, Sabelfeld and co-workers from
Novosibirsk in Russia'® 52 developed a finite element
approach using a local set of either B-spline or
Hermitian spline basis functions. For the time step-
ping they employ an explicit scheme with enlarged
stability region. This method has been applied to
aerosol dynamics describing SiH, decomposition in a
quartz reactor®. Nicmanis and Hounslow in Cam-
bridge developed a finite element method to calculate
the steady state of a general population balance equa-
tion®%-82, In 83) some error estimates are derived for
this method. Although this method has not been
applied to nanoparticle dynamics the authors make
some comparison to sectional methods finding the
finite element approach numerically more accurate.

More recently, Liu and Cameron®® presented a
wavelet based approach which has been validated
against analytical solutions. Wavelets are a special
choice of basis function and provide through their
multiresolution properties a number of advantages.
They seem particularly suited for modelling bimodal
particle size distributions. However, up to now this
technique has not been used for modelling nanoparti-
cle population dynamics.

3.4 Monte Carlo methods

An alternative to sectional methods for solving the
population balance equation are Monte Carlo (MC)
methods. They are easy to implement, can account
for fluctuations, and can easily incorporate several
internal coordinates. In the case of nanoparticle mod-
elling the number of particles is so large that the fluc-
tuations in particle numbers can be neglected.

Monte Carlo methods used to obtain approxima-
tions to the solution of equation (1) are all generaliza-
tion of the classic Marcus-Lushnikov process™ %),
The theory of probabilistic methods related to coag-
ulation is reviewed in 2). One of the first applications
of Monte Carlo methods to the solution of the
Smoluchowski equation was presented in 39). In this
very influential work Gillespie used a Direct Simula-
tion Monte Carlo (DSMC) method to simulate the
dynamics of aerosol particles. Around the same time
Ramkrishna and co-workers presented a Monte Carlo
method for population balance equations®®. %),

The DSMC algorithm works as follows. First, a nor-
malization volume is chosen; then the solution to the
population balance equation is approximated by N

26

particles. The normalization volume plays the role of
a numerical approximation parameter and determines
the error between the approximation and the solution
to (1). This particle system evolves in time mimicking
the physical nanoparticle system. For a waiting time 7
nothing happens. Then one of the following events,
particle inception, coagulation/coalescence, surface
growth, or sintering takes place depending on their
probability, i.e. on the rate of the corresponding
processes. The particle system is modified accord-
ingly and the new probabilities are calculated. Then a
new waiting time is determined.

Over the last decade the DSMC has been improved
by several research groups in the engineering com-
munity. Most of these improvements can be classified
as variance reduction techniques. Matsoukas and
co-workers developed a constant number algorithm
for coagulation'®®, coagulation and fragmentation®®,
and 59) contains an extension to other source terms
and discusses a variation to the constant number
approach namely a constant mass approach which is
found to be superior. Maisels et al.®” discuss a parti-
cle doubling strategy to reduce variance for simulta-
neous nucleation, coagulation, and surface growth.

Independently of those efforts MC methods have
been developed by mathematicians and physicists
mainly to simulate problems arising in nuclear weapon
development and space programmes. In Russia proba-
bility theory was applied to aerosol transport quite
early. In the mid-eighties Sabelfeld and co-workers in
Novosibirsk developed a weighted MC method that
made use of an acceptance rejection method also
called fictitious jumps to speed up the algorithm. The
idea is based on the acceptance rejection technique
introduced by John von Neumann where the coagula-
tion kernel is replaced by a majorant. This leads to
more events/jumps but some of them are rejected to
correct the overall number. This method is computa-
tionally attractive if the majorant reduces the numeri-
cal effort when choosing the collision pairs. In 101)
Sabelfeld and co-workers publish in English a variety
of techniques that significantly improve the standard
DSMC techniques. They not only use a constant
majorant kernel but also discuss a more sophisticated
version of the particle doubling technique, introduce
a weighted particle method for variance reduction
and discuss the Nanbu type stochastic algorithm.
These methods are nothing else but a mathematically
rigorous way of describing what is known in the engi-
neering community as time driven, event driven, con-
stant number and constant volume methods.

An important contribution to the field has been
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Fig. 2 Two-dimensional TEM-style projection of a sample parti-

cle taken from premixed laminar ethylene flame simula-
tion (Provided by Neal Morgan).

made by Wolfgang Wagner and his student Andreas
Eibeck. Motivated by Wagner’s work on the Boltzmann
equation they refined the method of fictitious jumps
by introducing more effective majorants® for the
coagulation Kernel and, more importantly, managed
to prove rigorously the convergence?”-5" of their sto-
chastic simulation procedure for (1). This algorithm
will be called direct simulation algorithm (DSA) in
this paper. Other interesting convergence results
and algorithms are published®* 224257, One choice
of weighted MC methods deserves more attention.
Based on work by Babovsky” Eibeck and Wagner
developed a mass flow algorithm (MFA)? which is
in many cases more efficient than DSA' and can
be generalized to include particle inception, surface
growths? ™, and sintering*??. Kolodko and Sabelfeld,
now also at WIAS, discuss MFA as a special case of a
general class of stochastically weighted algorithms
and perform some numerical experiments to compare
the different methods®.

KONA No.23 (2005)

Monte Carlo methods can be easily extended to
multiple internal coordinates and for this reason they
have been employed to simulate various systems of
nanoparticles. Akhtar et al.V included two internal
coordiantes to describe the restructuring of the parti-
cles and showed the time evolution of the mass fractal
dimension. Tandon and Rosner studied a very similar
system using the technique of fictitious jumps with a
constant majorant for the coagulation sintering equa-
tion''?, Methods introduced by Wagner have been
applied to inorganic nanoparicle dynamics in 41, 40,
123) and organic nanoparticles in 12, 107).

Monte Carlo methods have also been used to model
coating of nanoparticles. For example in 26) the en-
closure of Fe,O3 by SiO, is studied. There a popula-
tion balance within a population balance is modelled.
In 53) a DSMC algorithm is applied to model the coat-
ing of particles by aggregation. However, in the paper
not much detail on the technique is given.

Monte Carlo methods have also been used to simu-
late the growth of single aggregates and study the
effect of surface growth or sintering on the fractal
dimension and other properties of the aggregate.
For example, Mitchell and Frenklach™ developed a
Monte Carlo method to study soot agglomeration and
surface growth of a single particle. A similar study
but for inorganic aggregates which change through
sintering has been performed in 103). So far a full
simulation of aggregation of thousands of aggregates
has to not been feasible due to excessive computa-
tional demands. However, for the first time, in 13)
efficient majorants*® and a ballistic MC algorithm
including surface growth’® have been combined to
simulate a full population balance of soot particles in a
premixed laminar flame. Fig. 2 shows a two dimen-
sional projection of a soot particle from a premixed
laminar ethylene flame simulation.

4 Transport of Nanoparticles

So far we have only discussed models based on the
assumption that the physical quantities do not vary in
space. In practice this is of course never the case and
therefore the models need to include the transport of
particles due to convection and diffusion. Simulating
reactive flows is a difficult task even if there are no
particles present. We distinguish between laminar
flow and turbulent flow.

4.1 Laminar flows

Transport of nanoparticles in laminar premixed
flames has been modelled using the method of
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momen %%nq)\é%ctional methods. Historically the
effggt% Q,'ﬂ\%’sion has been neglected. For stationary

cp?‘ermxb\(a laminar flames the space coordinate can be

$?~ traﬁsformed into a time coordinate so that the zero-

dimensional population balance equation (1) can be
solved. If transport by diffusion and thermophoretic
effects are included then additional equations that
either account for the sections or the moments of
the population balance have to be solved. The first
coupling of a MOMIC approach to flow equations
simulating a laminar counterflow diffusion flame was
published by Mauss et al.”? and was subsequently
used also for premixed laminar flames in 71). Giesen
et. al.®® coupled the equations for the moments of the
particle sizes and area to the commercial CFD pack-
age Fluent to simulate the formation of iron particles
in a heated reactor. Marchisio et al. implemented
QMOM® into Fluent taking simultaneous aggrega-
tion and breakage into account. Also the sectional
approach has been coupled to flow equations by
Smooke et al.1* to simulate the formation of soot in a
co-flow ethylene diffusion flame. The authors are
using a sectional approach which is coupled to a
detailed chemical model along with a velocity-vortic-
ity formulation including buoyancy. Sun et al.**9 pre-
sent a fully coupled two-dimensional sectional method
where they model the formation of sodium coated
carbon particles in a sodium halide diffusion flame.
These simulations consume a lot of CPU time even on
fast machines, in particular, if the gas phase chemical
mechanism is very large, as it is the case for combus-
tion of hydrocarbons leading to soot. A strategy to
alleviate this problem is to decouple the fast processes,
like the fast chemical reactions in the gas phase, from
the slower ones. This was achieved for a laminar co-
flow diffusion flame using a flamelet library for the
chemical species and the source term of soot volume
fraction. In the simulation of the flame only equations
for soot volume fraction and mixture fraction had to
be solved along with velocity and temperature'®. The
authors report good agreement with measurements
and low CPU times.

4.2 Turbulent flows

As most industrial reactors are turbulent it is impor-
tant to incorporate a model for nanoparticle transport
into a model which describes turbulent flows. Model-
ling of reactive turbulent flow is a very challenging
problem due to its nonlinear, chaotic nature and the
magnitude of length scales present in the flow. The
books and review articles by Fox*® and Pope®: 9 give
an excellent treatment of the physics of turbulent flow
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and models which are in use. Although it is possible
to formulate detailed models for the synthesis of
nanoparticles in turbulent flames it is necessary to
simplify these models to make them computationally
tractable. The most detailed statistical approach is
based on the probability density function (PDF)
transport equation from which the moments of all
physical quantities can be obtained. The PDF trans-
port equation including an empirical model for soot
formation and a global chemistry model has been
applied to turbulent flames by Kollmann et al.59.
Borghi et al. uses a variant of the PDF approach®
also with global chemistry and an empirical expres-
sion for soot volume fraction. More recently, a PDF
approach with a reduced chemical mechanism with
15 species and 144 reaction, Curl mixing model and a
radiation model has been used by Lindstedt and co-
workers®?., The particulate phase was modelled using
the method of moments including detailed surface
reaction chemistry.

Almost all PDF based models use Monte Carlo
techniques in conjunction with a CFD code and there-
fore the computational cost is very high. An alterna-
tive and much less computationally expensive are
stochastic reactor models (SRMs)'" which are based
on the assumption that there are no spatial gradients
in the PDF of the physical quantities in the computa-
tional domain. Because of this gross simplification,
detailed reaction chemistry as well as the moments of
a particle population can be included in SRMs making
them a useful and computationally attractive tool to
simulate engines'® and industrial carbon black reac-
tors¥. The alternative to SRMs, where the informa-
tion on the flow field is sacrificed in favor of the
chemistry, is to use a very simple chemistry model
and solve Reynolds or Favre averaged transport equa-
tions using a closure model for the mean reaction
rates. For example Lockwood® used a global chem-
istry step combined with an empirical model for soot
mass fraction and soot number density employing a
presumed beta PDF closure.

Soot formation in turbulent flames, gas turbines
and diesel engines has also been modelled using a
CFD flamelet approach combined with the method of
moments. Two methods are used to decouple the chem-
istry from the flow field. Mauss and co-workers® *% 15)
use flamelet libraries which contain the species infor-
mation as well as the source terms for surface growth,
particle inception, and condensation. This approach is
now implemented in the commercial code STAR-CD.
A computationally more demanding but more accu-
rate approach is to transport representative inter-
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as been successfully used to simulate diesel engines
by Pitsch et al.®®,

Nanoparticles in turbulent reactive flow have only
been modelled using the method of moments incorpo-
rated into a CFD code. However for the transport of
aerosols’® and the transport of bubbles in an extrac-
tion column'® a population balance has been coupled
to a CFD code using Monte Carlo methods. These
methods have good potential if it is necessary to cou-
ple population balances with several internal coordi-
nates to turbulent reacting flows.

5 Applications

In this section we attempt to collect a list of refer-
ences which report on numerical models for nanopar-
ticle synthesis. Table 1 contains a list of applications
where the numerical methods described above have
been used to simulate nanoparticle population dynam-
ics. As throughout this paper, both organic and inor-
ganic nanoparticles have been treated together. In
48) a more detailed but older list on soot modelling
can be found. The entries of the table are ordered
with respect to the mathematical complexity of the
model. For example, entries in the left column range
from a shock tube (ST) to real industrial furnaces,
gas turbines (GT), and internal combustion engines
(ICE). It is important to note that this table is not
complete and cannot be given the vast amount of lit-
erature. However, examples for the most important
models and numerical methods are included.

6 Future Development

Despite the progress in the last few years at model-
ling nanoparticle flame synthesis there is clearly a
need for further development of models and numeri-
cal methods. One important field of future research
will be the chemistry of precursors to inorganic nano-
particles. Homogeneous and heterogeneous chemical
reactions need to be understood to model particle for-
mation and the change in particle size due to chemi-
cal reactions on the particles’ surface. Currently, data
on the thermodynamic properties of relevant species
and reaction mechanisms are either missing or have
high uncertainties associated with them. It will be
necessary to conduct more high quality experiments
in order to determine the relevant data. However, the
role of computational chemistry will become more
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important as computers become more powerful so
that thermodynamic properties and reaction kinetics
can be obtained.

Another area which will certainly develop further
is the coupling of population balances to CFD codes.
Here the method of moments seems to be very
promising but it is necessary to extend the method
so that more internal variables can be tracked. The
direct quadrature method of moments seems to be
the method of choice at the moment. However, with
the increase of computational power coupling Monte
Carlo methods to CFD seems also viable. A more fun-
damental problem is the modelling of turbulent two
phase flow which will remain a challenge for a long
time to come. Apart from coupling of the population
balance to the continuous phase, closure models for
chemical reactions and for the turbulent transport
terms need to be found. The use of LES in conjunc-
tion with flamelets and the PDF transport equations
could be a possible but computationally expensive
way forward.

An area which is very important is the development
of mathematical techniques for estimating parameters
in population balance models from experimental data.
Recently, a weighted Monte Carlo method for the
calculation of parametric derivatives has been devel-
oped™”. This method has a large potential to deter-
mine physical parameters from experimental data in
the area of nanoparticles.

In the scientific community only the modelling of
homogeneous gas phase nanoparticle synthesis has
been studied. However in many applications the
precursors of the particles are sprayed into a flame
where they then form particles under the appropriate
conditions®. This means that the dynamics of the
droplets including the precipitation within the droplets
needs to be included in the population balance model.
Models which have been developed in the area of
spray drying are a suitable starting point to achieve
this.

There exist a number of applications where nano-
particles are coated or are composites of different
types of particles. Models for these processes have
not been treated in this paper but will be an important
field in the future. First steps have been taken in 111)
where the primary size of a particle has been con-
trolled by condensing a sodium fluoride layer on the
particles and thus avoiding the formation of hard
agglomerates. The authors of that paper used a sec-
tional method with two internal coordinates to model
this process. Monte Carlo methods have been used in
similar applications?®,

29

|/
I

»‘}
%)

D

l’"'t



5@
\O
SO
Table 1 Qlég?of e)m\p‘t%ations.
o o
@Q@‘ U\(\C(\U . Numerical method
Q ) i@qn Material a b ‘ . ‘ q ‘ . p Reference
3
\(\Og?\ ST Soot 1 FEM 0 c d - Vlasov and Warnatz**9)

ST Soot 1 FEM 0 c d - Naydenova et al .8
PFR Soot 1,1 SM 0 c d - Wen et al.129
PFR SiH, 1 FEM 0 nc d - Onischuk et al 89
PFR TiO, 1 SPM-MFA 0 nc d - Morgan et al.””
PFR TiO, 1 SM 0 c d - Tsantilis and Pratsinis'®
PFR TiO, 2 SM 0 nc d - Nakaso et al.”®
PFR TiO, 1,1 FEM 0 nc d - Schmid et al.®
PFR SiO,, TiO, 1,1 SM 0 nc d - Jeong and Choi*®
CSTR Soot 1 MOMIC 0 c d - Brown et al.?b
CSTR Soot 1 SM 0 c d - Pope and Howard?®®
PLM SiO, 1 SM 0 nc d - Lindaker et al.®®
PLM SiO, 1 MOMIC 0 nc d - Grosschmidt et al.*D
PLM SiO, 1 SPM-DSA 0 nc d - Grosschmidt et al.*D
PLM SiO, 2 SPM-MFA 0 nc d — Wells et al.1??)
PLM Fe,O3 1 SPM-MFA 0 nc d - Morgan et al.””?
PLM Soot 1 MOMIC 0 nc d - Frenklach and Wang3®
PLM Soot 2 MOMIC 1 c d - Balthasar and Frenklach®
PLM Soot 1 MOMIC 1 c d - Appel et al.¥

PLM Soot 1 FEM 0 nc d - Appel et al.¥

PLM Soot 1 SPM-DSA 0 nc d - Balthasar and Kraft!?
PLM Soot 1 SPM-DSA 0 nc d - Zhao et al.39

PLM Soot 2 SPM-DSA 0 nc d - Singh et al 1"
PLM Soot/NaF 2 SM 1 c d - Sun et al.'t

PLM Si0,/Fe,04 2 SPM-DSA 0 nc g - Efendiev and Zachariah?®
PLM Generic 2 SM 0 nc g Miihlenweg et al.™
PLM Generic 1,1 SM 3 c g CFD Miihlenweg et al.™®
LCF Alumina 2 QMOM 2 nc g CFD Rosner and Pyykonen®®
LCF Soot 1 MOMIC 1 c d CFD Mauss et al.”?
LDF Soot/Sodium 2 SM 1 c g CFD Sun et al 'tV
LDF Soot 1 SM 2 c d CFD Smooke et al.1*?
LDF Soot 1 MOMIC 2 c d CFD/Flamelet Balthasar et al.*?
TF Soot 1 MOM 2 c g PDF Kollmann et al.>®
TF Soot 1 MOM 2 c g PDF Borghi et al.**?
TF Soot 1 MOM 1 c r PDF Lindstedt and Louloudi®®
TF Soot 1 MOM 2 c d CFDT/Flamelet Bai et al.®
ICE Soot 1 MOM 0 c d SRM Yoshihara et al.1?9
ICE Soot 1 MOM 3 c d CFDT/Flamelet Pitsch et al.®®)
ICE Soot 1 MOM 3 c d CFDT/Flamelet Karlsson et al.*®
GT Soot 1 MOM 3 c d CFDT/Flamelet Balthasar et al.*¥

Furnace CB 1 MOM 0 c d SRM Balthasar et al.}¥

Furnace Fe 1,1 MOM 3 c g CFDT Giesen et al.?®®

Furnace CcB 1 MOM 3 c g CFDT Lockwood and Niekerk®

o
g

o
&,‘l

Reactor: shock tube (ST), plug flow reactor (PFR), continuously stirred reactor (CSTR), premixed laminar flame (PLM), laminar diffusion flame
(LDF), laminar counter flow diffusion flames (LCF), turbulent flame (TF), internal combustion engine (ICE), gas turbine (GT), Furnace. Numer-
ical method: (a) internal coordinates, (b) population balance approach, (c) spatial coordinates, (d) coupling between particulate and gas phase (c-
coupled, nc-not coupled), (e) chemistry model (d-detailed, r-reduced, g-global), (f) transport model (CFD) Navier Stokes equation, (CFDT)
averaged Navier Stokes equation
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oﬂ“ @hh‘ this paper we reviewed the literature of nanopar-
$?~ “\Xicles from flame synthesis and discussed the models

and the numerical methods used in this field. We
started by describing a general population balance
model for nanoparticles in the absence of spatial
gradients of the physical quantities. The model is
comprised of several submodels which are: a detailed
homogeneous gas phase reaction mechanism, a parti-
cle inception model, a model for particle agglomera-
tion, surface reactions, condensation, and sintering.
References for these submodels were given and their
accuracy was discussed. Then the numerical treat-
ment of population balances was reviewed. The lit-
erature on the method of moments, sectional, finite
element, and Monte Carlo methods was discussed.
Special attention was given to the latest developments
in the area of Monte Carlo methods. They are very
promising for solving population balance models with
a very large number of particle properties. Then the
coupling of a population balance to laminar and turbu-
lent flow was examined. The method of moments has
been identified as a suitable method to efficiently
simulate laminar flames. The method of moments is
also a good choice to couple a population balance to
turbulent flow where several closure problems have
to be addressed. The separation of time scales is an
important technique when modelling particle synthe-
sis in industrial type combustion chambers. A num-
ber of examples were summarized in a table to make
the vast amount of literature more accessible. Finally,
future areas of research were discussed.

New materials and processes as well as the ever
growing computational power will turn modelling of
particular processes from specialized software used
in research laboratories to a development tool for
engineers in industry. This development needs to be
accounted for in the education of engineers.
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Abstract

The majority of drug products are solid dosage forms, most of which contain the drug substance in
the crystalline state. This review considers the forces responsible for crystal packing, the various types
of pharmaceutical crystals, and the methods used to determine the structure of pharmaceutical crys-
tals. These topics provide background for the main thrust, which focuses on the importance of study-
ing the structure of pharmaceutical crystals with particular stress on phase changes of crystal forms
of drugs during pharmaceutical processing and implications of different solid forms of drugs on its
mechanical properties. The present review does not consider pharmaceutical co-crystals, which

could be the subject of another review.
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Introduction

When applied to solids, the adjective, crystalline,
implies an ideal crystal in which the structural units,
termed unit cells, are repeated regularly and indefi-
nitely in three dimensions in space. The unit cell,
containing at least one molecule, has a definite orien-
tation and shape defined by the translational vectors,
a, b, and c. The unit cell therefore has a definite vol-
ume, V, that contains the atoms and molecules neces-
sary for generating the crystal.’ Amorphous solids
lack the long-range order present in crystals.?

Each crystal can be classified as a member of one
of seven possible crystals systems or crystal classes
that are defined by the relationships between the
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E-mail: grant001@umn.edu

36

individual dimensions, a, b, and, c, of the unit cell and
between the individual angles, o, 8, and y, of the unit
cell.>® The structure of the given crystal may be
assigned to one of the seven crystal systems, to one
of the 14 Bravais lattices, and to one of the 230 space
groups.® All the 230 possible space groups, their indi-
vidual symmetries, and the symmetries of their dif-
fractions patterns are compiled in the International
Tables for Crystallography.®

Certain space groups occur more frequently than
others. According to the Cambridge Structural Data-
base,® " about 76% of all organic and organometallic
compounds crystallize in only 5 space groups, P2,/c,
P2,2:2;, P1, P25, and C,/c, and about 90% of all
organic and organometallic crystal structures are cov-
ered by the 17 most common space groups.®

The present review does not consider pharmaceuti-
cal co-crystals, which are solid phases that contain
two or more components, such as a drug and an
excipient. The preparation and study of co-crystals
add appreciable complexity to the topic, which could
justify an additional review.
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atoms in a molecule, the intermolecular forces mini-
mize the energy of the molecules in the crystal and
are primarily responsible for the formation of organic
crystals.® A crystal structure therefore corresponds
to a free energy minimum that is not necessarily the
lowest (so called, global) minimum. The intermolecu-
lar forces may be either attractive or repulsive. The
attractive interactions consist of three types: non-
bonded (sometimes termed non-covalent interac-
tions) such as van der Waals forces (which depend on
dipole moments, polarizability, and electronic distrib-
ution of the molecules) and hydrogen bonds (which
require donor and acceptor functional groups),” ionic
interactions, and electrostatic interactions. The major
attractive interactions in most pharmaceutical crys-
tals are hydrogen bonds and van der Waals inter-
actions.’® M However, in ionic crystals, electrostatic
interactions can significantly affect the overall crystal
packing energy.'?

Non-bonded interactions are relatively weak and
are generally treated as isotropic, although a more
realistic interpretation may require the inclusion of
anisotropicity in the treatment.*® Hydrogen bonds,
the energies of which are in the range of 1-10 kcal/
mol, are anisotropic and directional.!® The magnitude
of the sum of the forces acting on a molecule, and the
energies involved in the interactions of individual
atoms of a molecule with atoms of the surrounding
molecules, may be estimated from the sublimation
energy of the molecular crystal.*¥ For most molecu-
lar crystals, the sublimation enthalpy is within the
range, 10-25 kcal/mol.*®

The arrangement of molecules in a crystal deter-

mines its physical properties and, in some cases, its
chemical properties.'® The physicochemical proper-
ties of the solid drug can affect its performance.
Thus, an understanding of the crystalline state leads
to an understanding of the drug properties, which is
crucial for preformulation and formulation in the
pharmaceutical industry.

Types of pharmaceutical crystals

The molecules in an organic pharmaceutical crystal
may be chiral or achiral. Some pharmaceuticals are
salts. Based on its internal structure, a pharmaceuti-
cal crystal may be a molecular adduct (hydrate or sol-
vate), or may be one of a group of polymorphs, as
shown in Table 1 and explained below.

Polymorphism, in general, denotes the ability of a
substance to exist as two or more crystalline phases
that have different arrangements and/or conforma-
tions of the molecules in the crystal lattice.!” Con-
formationally rigid molecules exhibit orientational,
or packing, polymorphism. Conformational polymor-
phism arises when a flexible molecule adopts differ-
ent conformations in different crystal structures.'®

Polymorphs can be classified as enantiotropes or
monotropes, depending on whether or not one form
can transform reversibly to another.’® Enantiotropes
are members of a pair of polymorphs whose mutual
transition temperature is less than the melting point
of either polymorph. Each enantiotrope has its own
temperature range of stability. Monotropes are mem-
bers of a pair of polymorphs that have no mutual tran-
sition temperature. One monotrope is always more
stable than the other polymorph under all conditions
in which the solid state can exist.

A crystal is termed a molecular adduct when its lat-

Table 1 Classification of pharmaceutical crystals. Modified from reference!®

Pharmaceutical crystal
(containing chiral, achiral or salt form of the compound)

/\

Single entity, exhibiting polymorphism

Conformational
polymorphism

Orientational
polymorphism
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When the solvent is water, the solid phase is termed a
hydrate. Molecular adducts can be stoichiometric or
nonstoichiometric in nature.'® 2 Clathrates?® are spe-
cial types of molecular adducts that consist of two dis-
tinct components, a relatively rigid host and a quite
mobile guest. Within clathrates, the guest molecules
lie trapped in closed, three dimensional cavities or
cages formed by the crystalline structure of the
host.?? The term clathration is used instead of solva-
tion when there is no specific interaction between the
solvent and solute.?® Approximately one third of active
pharmaceutical substances are capable of forming
crystalline hydrates.? Solvates and hydrates generally
demonstrate different solubilities and consequently
different intrinsic dissolution rates (dissolution rates
per unit surface area) than their unsolvated counter-
parts.® Moreover, the stability profiles of hydrates
and solvates at various temperatures and at different
vapor pressures of water or organic solvents differ
from those of the unsolvated crystal form.?® These
differences can influence formulation, processing,
and stability under various storage conditions of the

drug compound, as well as in the pharmaceutical
product.

Polymorphism and the formation of molecular ad-
ducts are also common among pharmaceutical salts,?®
leading to unique molecular environments and physi-
cochemical properties that differ from those of their
respective free acid or base. Polymorphism in a chiral
drug??® can be exhibited by individual enantiomers
(for example, carvoxamine® and nitrendipine®?) as
well as by racemates (for example, mandelic acid®V)
and can be expressed by the interconversion between
different types of racemates, as shown by nicotine
derivatives® and sodium ibuprofen.®®

Determination of the structure of
pharmaceutical crystals

Methods for determining the structure of pharma-
ceutical crystals fall into three broad categories
(Table 2): (1) methods utilizing single crystals, (2)
methods utilizing powder X-ray diffraction patterns,
and (3) methods that determine crystal structure from
molecular structure alone, i.e., ab initio methods.
Each of these methods may be further subclassified,
as in Table 2. The salient features of the three meth-
ods are outlined below.

Table 2 Classification of methods used to determine structures of pharmaceutical crystals

Determination of structure of pharmaceutical crystals

—

Single crystal diffraction

e

Methods utilizing powder X-ray
diffraction patterns

Ab initio crystal
structure determination

Direct-space approaches

Method of entropy

maximization and

likelihood ranking

Using X-rays Using synchrotron Using neutron
radiation radiation
Traditional approaches
Patterson method Direct methods
Monte Carlo
38

Simulated annealing

Genetic algorithm
techniques

Techniques employing a
systematic search approach
using a grid-based search
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along each axis should exceed 50 um for single crys-
tal X-ray diffraction. Although use of synchrotron X-
ray radiation has considerably reduced this minimum
crystal size, single crystal X-ray diffraction still re-
mains the most commonly used method. The princi-
ples and methods of single crystal X-ray diffraction
for organic molecules are described in Stout and
Jensen.®¥

It is sometimes difficult to obtain the desired com-
pound as single crystals of adequate size and quality.
The material may be available only as a polycrys-
talline powder. Moreover, solving the structure of cer-
tain types of crystalline substances may be beyond
the capability of single-crystal techniques,® even
when performing microcrystal diffraction with a syn-
chrotron radiation source. In particular, metastable
polymorphic forms that are isolated by rapid crys-
tallization from the melt or that rapidly grow from
solution may be highly flawed crystals. Desolvation
processes commonly result in crystals that appear to
have the same particle size as the crystals from which
they were formed; however, upon examination by
polarized light microscopy, these crystals are usually
composed of microcrystalline aggregates.® Twinned
crystals have different growth sectors that are related
by symmetry to one another. The sectors have differ-
ent orientations that can be related to one another
through applications of twinning laws to relate the ori-
entation matrices of the different growth sectors.
However, solving twinning structures by single crys-
tal diffraction is not always a straightforward task.3®

Crystal structure determination using single crystal
diffraction is the most reliable technique. However,
when suitable single crystals are not available, tech-
niques utilizing powder X-ray diffractometry®” and ab
initio methods can be used.

Methods utilizing powder X-ray diffraction (PXRD)
patterns

Methods in this category include traditional meth-
ods and direct-space approaches. The traditional
approach for crystal structure solution from PXRD
data is to extract the integrated Bragg intensities of
individual reflections directly from the PXRD pat-
tern.®® Once the integrated intensities are known, an
electron-density map (assuming X-ray radiation) is
constructed using the same techniques that have
been developed for single-crystal diffraction data. To
extract the integrated intensities, various modifica-
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tions of the Pawley®® or Lebail*® methods are com-
monly used. Variants of this basic idea have been
applied successfully to organic systems with up to 31
non-H atoms.*? Although traditional techniques for
structure solution from PXRD data have been applied
successfully in several cases,*>*) these techniques
have certain intrinsic limitations*? and organic molec-
ular crystals represent a particularly challenging
case. Peak overlap can create major difficulties in
extracting intensities from PXRD patterns, which lim-
its the complexity of structures that can be solved by
traditional methods.*® Traditional methods have been
used to determine the structure of inorganic and/or
non-pharmaceutical crystals and include the Patterson
method,*® direct methods,*” and methods of entropy
maximization and likelihood ranking.*®

Direct-space approaches postulate structural mod-
els in direct-space,* %50 independently of PXRD
data. The suitability of these models is assessed by
direct comparison of the PXRD patterns calculated
from these models with the experimental PXRD pat-
terns. Most direct-space approaches are stochastic in
nature, and so it is recommended that calculation of
the structure solution be repeated several times from
different random starting populations. Possible meth-
ods that can be used to locate the global minimum
within direct-space structure solution include Monte
Carlo,%*%) simulated annealing,*®5? genetic algo-
rithm techniques,®® and techniques employing a sys-
tematic search approach using a grid-based search
with lattice energy calculations.®” Besides determi-
nation of crystal structures from PXRD, simulated
annealing can also be used for improved predictions
in ab initio crystal structure determination. In gen-
eral, this approach can be used in conjunction with
other techniques for improved predictions.®® Direct-
space approaches were utilized to determine crystal
structures of a series of organic compounds.®® How-
ever, in this case, unit cell parameters and space
groups were obtained from published work, and only
the steps of unit cell refinement and structure solu-
tion were performed. Moreover, not all the com-
pounds tested were pharmaceutical crystals. The
reader is directed to appropriate references for un-
derlying theory and mathematical treatment on pow-
der-indexing,®” pattern decomposition and unit cell
refinement using the Pawley method,?® the Monte
Carlo method,*® the Metropolis importance sampling
technique,® simulated annealing,®® and structure
refinement using the Rietveld method.*> 662

Because the PXRD pattern is collected from a sam-
ple of crystallites of random orientation, structure
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Crystal structure determination from PXRD pat-
terns can, however, be complicated. For powder dif-
fraction patterns, the reflections from different crystal
planes are averaged over directions and projected
onto a single variable, the diffraction angle (26). This
averaging makes the reconstruction of the underlying
crystal structure much more difficult than for single-
crystal diffraction patterns.*® Space group determina-
tion on powders is more ambiguous than with single
crystal diffraction, because of limitations of the regions
in the pattern where systematic absences are free
from peaks due to other reflections. Also, poor-quality
PXRD patterns preclude their successful indexing.
Furthermore, preferred orientation affects the rela-
tive intensities of given peaks and hinders the correct
solution of the pattern.5®

Determining crystal structures from PXRD data is
an important and emerging discipline. There is still
considerable potential for the continued development
and improvement of the methodologies in this field.*®
Also, during crystal structure determination by PXRD
patterns, other analytical techniques, such as vibra-
tional spectroscopy and solid-state nuclear magnetic
resonance spectroscopy, can provide additional struc-
tural information complementary to that obtained by
PXRD patterns, as in the case of N-(p-tolyl)-dodecyl-
sulfonamide®® and acetohexamide form B.9

Ab initio crystal structure determination

In more challenging cases, where suitable experi-
mental data are not available, crystal structure deter-
mination can be guided by lattice energy calculations
instead of powder pattern comparisons, to generate
initial models for subsequent Rietveld refinement.
Success using this technique is limited®” and such ab
initio prediction of crystal structures still remains an
admirable long-term goal® because of the complexity
of the task.®® Such methods are still plagued by
difficulties, including the location of global energy
minima, force field accuracy, description of the elec-
trostatic interactions, and inclusion of the entropy
term that contributes to the free energy. The ability to
determine the crystal structure from the molecular
structure of a compound is the ultimate goal of com-
putational crystallography.
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Importance of studying the structure of
pharmaceutical crystals

An organic molecule, which may be chiral or achi-
ral or a pharmaceutical salt, can, in the crystalline
state, exist as polymorphs and/or molecular adducts.
Differences in crystal packing forces (i.e. intermolec-
ular forces) lead to differences in long-range periodic-
ity of the molecules. This difference in long-range
periodicity in turn leads to differences in energy, and
hence, differences in physical reactivity, between the
various crystalline forms of the organic molecule. For
conformationally flexible molecules, intramolecular
forces may also contribute to such differences. The
various solid forms of a drug substance can also differ
in their chemical reactivity.”® Hence, the physical
(and also chemical) properties of the organic pharma-
ceutical crystal will depend on its solid form. Table 3
shows the differences in physical properties that can
be shown by the different crystalline forms of an
organic molecule.

These differences in physical properties arising
from differences in structure of the various crystal
forms of an organic pharmaceutical compound has
implications in candidate-selection for drug develop-
ment, processing, formulation, and performance of
drug products, regulatory aspects, and intellectual
property issues. Differences in solubility and dissolu-
tion rate of the various crystal forms can affect drug
performance, especially that of BCS Class Il drugs.”™
Existence of different solid forms of a drug can also
lead to phase transformations during its processing
and formulation (e.g. milling, granulation, drying,
compaction),’>™ as observed in theophylline,”
chlorpropamide,”™ carbamazepine,’® phenobarbital,””
lactose,”® chlorpromazine hydrochloride,” uricosuric
agent FR76505,%9 cefixime trihydrate,®” and pentami-
dine isethionate.®? These phase changes can affect
the stability of the product and, in some cases, even
the bioavailability of the drug.®® An understanding of
the relationship between the solid state properties
and crystal structures of the likely phases may be
utilized for optimizing operational and formulation
strategies and for designing suitable stability proto-
cols to avoid later problems.'”- 89 Additionally, each of
the several pharmaceutical excipients utilized in drug
formulations can also exist in different solid forms,
and the solid nature of the excipients may also influ-
ence the final physical form of the tablet,** ™ such
as tendency to stick,® or polymorphic conversion
of the active ingredient.?® Among chiral drugs, it is
known that the pharmacological, toxicological, phar-
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a. Molar volume and density

¢® b. Refractive index

c. Conductivity, electrical and thermal

d. Hygroscopicity

2. Thermodynamic properties

a. Melting and sublimation temperatures

b. Internal energy (i.e. structural energy)

c. Enthalpy (i.e. heat content)

d. Heat capacity

e. Entropy

f. Free energy and chemical potential

g. Thermodynamic activity

h. Vapor pressure

i. Solubility

3. Spectroscopic properties

a. Electronic transitions (i.e. ultraviolet-visible absorption spectra)

b. Vibrational transitions (i.e. infrared absorption spectra and Raman spectra)

c. Rotational transitions (i.e. far infrared or microwave absorption spectra)

d. Nuclear spin transitions (i.e. nuclear magnetic resonance spectra)

4. Kinetic properties a. Dissolution rate

b. Rates of solid state reactions

c. Stability

5. Surface properties a. Surface free energy

b. Interfacial tensions

¢. Habit (i.e. shape)

6. Mechanical properties a. Hardness

b. Tensile strength

¢. Compactibility, tableting

d. Handling, flow, and blending

macodynamic, and pharmacokinetic properties dif-
fer markedly between its opposite enantiomers and
racemates.®”) The molecular environments in each of
these solids are unique and impart different physico-
chemical properties to the crystals.?”? Among phar-
maceutical salts, which can also exist in different
crystal forms, the presence of ions influences the
physicochemical properties of the crystals, including
solubility, dissolution rate, stability, and hygroscop-
icity.?®

The structure of a crystal also affects its mechan-
ical properties, thereby affecting its processability.
Thus, theophylline monohydrate, because of the
greater number of intermolecular hydrogen bonds in

KONA No.23 (2005)

its crystal structure, possesses higher mechanical
strength and is also less brittle than anhydrous theo-
phylline.®® The presence of water molecules in the
crystal structure of the monohydrate of 4-hydroxy-
benzoic acid facilitates its plastic deformation as com-
pared with its anhydrate.®” The term slip refers to the
translational motion of lattice planes relative to each
other. Such planes are termed slip planes and a family
of slip planes, together with the slip direction, is
termed a slip system. Knowledge of crystal structure
and slip systems can be utilized to model the tableting
and compaction behavior of molecular crystals such
as the anhydrate and dihydrate forms of L-lysine
hydrochloride®® and polymorphs | and Il of sulfa-
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de %vﬁn@,dfbfrom its crystal structure®® and the
@&bc\r@hical properties of aspirin, sulphathiazole, car-

$?~ ba?ﬁazepine, and polymorphs of primidone (forms A

and B) can be predicted®® by applying lattice dynam-
ics to the atom-atom potential model while also taking
into account the crystal morphology. Even though it
is possible to predict the mechanical properties of a
compound from its crystal structure, crystal engi-
neering of pharmaceuticals has not yet resulted in the
design of crystals with desired mechanical proper-
ties. By developing a molecular basis for the origins
and magnitude of mechanical properties, the required
controlled modification might by achieved by analysis
of the structural and constituent molecular informa-
tion.® The knowledge thus gained might be utilized
to design crystals with desired mechanical proper-
ties.®

Differences in the physical and mechanical proper-
ties of the various crystal forms of a drug substance
also affect scale up and transfer from laboratory
quantities and procedures through pilot plant and
full production®® as equipment changes, variations in
heating/cooling rates, variations in stirring proce-
dures,® and seeding,®” can all influence the result
of a crystallization procedure and the solid form
obtained.** ™

Characterization and understanding of the crystal
properties is also important for quality control and
regulatory purposes.®® Information about the various
crystal forms of a drug substance is required by
the United States Food and Drug Administration
(USFDA) in a New Drug Application and a set of deci-
sion trees has been provided to assist in the presenta-
tion of data for different crystal forms of a drug
substance to the USFDA.* Guidelines have also been
set up the International Committee of Harmonization
to address the existence of different crystal forms of a
drug substance.'® Furthermore, the different crystal
forms of a drug and processes for preparing them are
patentable.> Y Among the frequently cited uses for
patenting different crystal forms are improved formu-
lation, handling and stability, reduced hygroscopicity,
and improved solubility and bioavailability.?

Conclusions

Most marketed pharmaceuticals consist of molecu-
lar crystals. Selection of the most suitable crystalline
form of a drug in the initial stages of drug develop-
ment is crucial to save time and cost associated with
the drug development process, and, in recent years,
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much research has focused on achieving this goal.
Isolation and thorough characterization of the maxi-
mum number of solid forms of a drug substance
reduce the possibility of surprises resulting from
inadvertent phase changes during processing or from
crystallization of previously unknown forms.

For a given crystalline drug substance, the inter-
molecular and intramolecular interactions in its lat-
tice, manifested by the molecular arrangement,
packing and conformation, determine its observed
physicochemical properties, including mechanical
properties, which may in turn impact even the phar-
maceutical properties of the drug product. To better
understand, control, and possibly predict, these prop-
erties of pharmaceutical crystals, a thorough under-
standing of the underlying crystal and molecular
structures of the maximum number of solid forms of
a drug substance is desirable. While single crystal X-
ray diffraction unambiguously establishes the crystal
and molecular structure, the continuous development
of sophisticated computational tools for the ultimate
prediction of crystal and molecular structures pro-
vides valuable alternatives when single crystal diffrac-
tion is not successful.
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Abstract

Gas-solid flow systems are found in many industrial applications such as catalytic reactions, pneu-
matic conveying, granulation, crystallisation, mineral classification, etc. The operational hydrody-
namics can vary depending on the operation method from fast dilute flow, which is dominated by
collisional particle-particle contacts, to dense slow flow, which is dominated by sustained frictional
contacts. For many years, the former has been successfully modelled using the classic kinetic theory
for granular flow, while the latter has been modelled based on soil mechanics principles. At the inter-
mediate-dense regime, three different modelling approaches are identified: (1) the kinetic-frictional
model using an ad hoc patching together of the stress from the two limiting regimes at a specific solid
fraction (Johnson and Jackson, 1978; Ocone et al., 1993; Syamlal et al., 1993); (2) the switching
from one regime to another using different solid stress formulations (Laux, 1998; Makkawi and
Ocone, 2005); and (3) the new emerging fluid mechanic approach which allows for a smooth tran-
sition from one regime to another using a unified model (Tardos et al., 2003, Savage, 1998). In
this study, a one-dimensional fully developed gas-solid flow model for horizontal flow will be used to
review the various treatments of solid stresses, and the sensitivity of the flow predictions to the fric-

tional stress will be assessed.

Key words: Gas-solid flow; Kinetic theory; Frictional stress; Intermediate regime; Hydrodynamic modelling

1. Introduction

The last two decades have seen a growing interest
in the modelling of dense gas-solid flow where kinetic,
collisional and frictional particle stresses coexist. Vari-
ous forms of constitutive relations for these stresses
have been reported in the literature. In 1984, Lun et al.
reported the most widely used comprehensive model
for slightly inelastic granular flow supported by the
corresponding constitutive relations for the energy
balance. The model was developed in analogy with
the kinetic theory of gases, and it incorporates kinet-
ics as well as collisional contributions to the particle
stress and energy generation, conduction and dissipa-
tion. In 1987, Johnson and Jackson introduced a new
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constitutive frictional-collisional model for plane shear-
ing to account for the slow deformation of particles in
dense flow. The model employs a frictional stress for-
mula adopted from the critical state theory of soil
mechanics. Accordingly, the resulting particle stress
was assumed as the sum of the kinetic and frictional
contribution at a hypothetical critical particle concen-
tration. In 1993, Ocone et al. and Syamlal et al. reported
further development of this approach. In 1998, Laux
developed an alternative frictional stress relation and
employed it in the simulation of dense gas-solid flow
using a complete switching approach at a critical con-
centration. Most recently, Tardos et al. (2003) proposed
new constitutive relations for the particle shearing
and energy dissipation developed for the geometry of
a Couette device. These relations were used to simu-
late the rheological behaviour of powder flow in the
so-called “intermediate regime”. The model was basi-
cally developed to replace the additive approach and
presents a smooth merging between rapid-intermedi-
ate-dense flows.
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In th@gu@(ﬁve present a critical review of the

va&ig.@ r@_p‘{f}'ted closure equations for particle stress.

@Q\e Q@g?(ﬁ by writing the mathematical form for each
co?ﬁributing stress; then we show the different
approaches for merging these contributions in a uni-
fied particle stress constitutive equation. The differ-
ent approaches for the particle stress along with the
corresponding energy balance constitutive equations
are then tested in the simulation of gas-particle flow
in a horizontal duct using the two-fluid models.
Finally, we assess and compare the various predicted
hydrodynamics by each model.

2. Modelling the particle stress

2.1 Kinetic stress

At very dilute concentrations, the particles stress is
dominated by the rate-dependent “viscous” contribu-
tion. According to Lun et al. (1984), this was described
as kinetic stress, and its contribution to the total shear
stress is given by:

Ts—kineticzz,ukinetics (1)

where S is the strain rate and defined as follows:
1 T
SZE Ov+(0v) )

and the Kinetic viscosity is:
5\m6pdp 1 ( 1 8 )
inetic= + -2
Minetic ( 96 77(2_77) go 5 770!(377 ) (3)

The Kinetic contribution to the total solid pressure
is given by:

ps—kineticzpsae (4)

2.2 Collisional stress

For moderate concentrations, and because of the
slightly inelastic collisions between particles, a sec-
ond contribution term, designated here as collisional
stress, was described by Lun et al. (1984) as follows:

Ts—collision = 2 collisionS %)
where
_[5Vnbpdy
Heollision= 9
1 (8 64 7680’19
- +— 2 2 -2 )+70
(n(z—n)(sm 25770690(317 ) 257 )

6)
The quantity in the first bracket of Egs. 3 and 6 rep-
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resents the shear viscosity for perfectly elastic parti-
cles. The collisional solid pressure is given by:

Ps—collision =4ps77900629 (7)

2.3 Frictional stress

At very high solid concentrations, the grain inertia
is negligible and sustained contacts control the flow.
The majority of the available friction models are
based on the critical state theory of soil mechanics
(Atkinson and Bransby, 1978; Syamlal, 1993; Ocone et
al., 1993). Here, the shear stress is described in terms
of a “frictional viscosity” such that:

Ts—friction = 2 Miriction (8)

On the basis of soil mechanics principles, Schaeffer
(1978) proposed an equation for the frictional viscos-
ity that satisfies the Coulomb yield condition in dense
plane shear such that:

N2Ps_triction SIN

Miriction™= s frgl[on ¢ (9)
where ¢ is the angle of internal friction. Blis the mag-
nitude of the strain rate and is given by:

2 2 2 |172
et w

BE —
0x oy oy 0x

Johnson and Jackson (1978) proposed a critical
state solid frictional pressure that allows for a slight
compressibility with very limited particle concentra-
tion change, such that:

0 if O <Clitical

o= Oleririca)? 11
A ((06 Tt;a)l?) if o= critical ( )
max

Ps—triction=
where A, n and p are empirical constants depending
on the particle properties and specified by Ocone et
al. (1993) as 0.05, 2 and 3, respectively. Johnson et al.
(1990) and Ocone et al. (1993) specified the critical
solid concentration to be 0.5, they assumed this to be
the point where the frictional stress becomes signifi-
cant.

Similarly, Syamlal et al. (1993) developed and imple-
mented the following equation which they used in the
Mfix hydrodynamic code:

\/Epsffriction sin ¢

Miriction= T (12)

0 if O <Olcritical
AO(((X - acritical)n if O/ = O critical

(13)

Ps—triction=
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6

Instead of a critical solid concentration of 0.5, here
Syamlal et al. (1993) assume that the frictional stress
is only important above the critical value of 0.59.

Laux (1998) proposed the following frictional stress
viscosity, which is only assumed significant above the
critical particle concentration of 0.5:

~_ 6sing 0440
Hirtion™"9 ~ Gin2g 27317
the invariant 1y; is defined in terms of the particle
pressure and the bulk viscosity such that:

(15)

||11=3(/155v—&) (16)
a

the solid pressure, p;, is defined as the sum of kinetic
and collisional contributions (i.e. Eq. 4+Eq. 7). The
second invariant of the strain rate, llp is given by:

||D=—%s.s @an

3. Merging the dilute with the intermediate-
dense flow

In many gas-solid transport and processes, multi-
flow regimes coexist and the particle stress fluctua-
tions may be a result of dominant Kinetic, collisional,
or frictional stresses or the result of all three mecha-
nisms working together. Different modelling ap-
proaches for particle stresses have been developed in
the last two decades to provide a unified model cover-
ing the whole flow regime. These approaches, which
are summarised in Table 1, are discussed below in
detail.

3.1 Classic kinetic theory approach

The classic kinetic theory was developed to treat
the rapid flows of granular material at low and moder-
ate concentrations. In 1984, Lun et al. reported one of
the most widely used kinetic-theory-based model for
the solid stress, energy flux and collisional dissipa-
tion. The theory, which was developed for slightly
inelastic particles, incorporates kinetics as well as col-
lisional contributions to the solid stress. Lun et al.
(1984) described their theory as “appropriate for
dilute as well as dense concentrations of solids”.

KONA No.23 (2005)

The classic kinetic theory of Lun et al. (1984)
assumes the total particle shear stress as the ad hoc
patching of the kinetic and collisional contribution
described in the previous section:

Ts—k= Ts—kinetic T Ts—collision

(18)

Similarly, the solid pressure is assumed to arise
from kinetic and collisional contributions such that:

(19)

Fig. 1 shows the kinetic and collisional contribu-
tions to the total particle stress as a function of con-
centration. While the kinetic stress decreases and
almost vanishes close to the maximum packing condi-
tion, the collisional stress shows exactly the oppo-
site behaviour. The simple addition of both limiting

Ps—k=Ps—kinetic T Ps—collision

100 — kinetic, Eq. 1
—=— collision, Eq. 5
—total, Eq. 18
~ 10
£
S
=
2]
§ 1
@
&
[}
S
0.1
0.01 T T T T T T T
0 0.1 0.2 0.3 0.4 0.5 0.6
(a) solid volume fraction (—)
1000
e 100
N
£
<4
>
2 10
<
o
) /
© /
g 1 / —— kinetic, Eq. 4
—=— collisional, Eq. 7
— total, Eqg. 19
01 T T T T T T T
0 0.1 0.2 0.3 0.4 0.5 0.6
(b) solid volume fraction (—)

Fig. 1  Classic kinetic stresses as a function of particle concentra-
tion (a), shear stresses (b) solid pressure.
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Table 1 (\%ﬁm%‘yﬁ particle stress modelling approaches and the corresponding energy balance constitutive relations

> >
‘Aé@slczggﬂ]%g approach Sources
“‘l

Equations

N}
Qo assic kinetic theory Lun et al. (1984)

Ts= Ts—kinetic T Ts—collision
Ps= Ps—kinetic T Ps—collision

Qs = Os—kinetic T Os—collision

48 P
_ 1 b o 932
Ys= = n(1-n) q %o

Frictional additive Johnson and Jackson (1978)2

Ocone et al. (1993)?

Syamlal et al. (1993)°

Ts=Ts+ Ts—friction
Ps=Ps+ Ps—iriction
Qs = Os—kinetic T Os—collision

48 P
=—n(1 p 93/2
Vs= = n(-mn) q %o

< 0 Ts—friction _
O <Ocritical ' p_priction [ =

Ts= Ts—collision T Ts—iriction
Ps=Ps—colision T Ps—friction

0s=Us—collision

48 P
_ 1—m 28 g 9372
Vs = n(1-n) q %o

Ts—friction _

0 <Olcritical Ps—friction | —

Switching Laux (1998)¢

Makkawi and Ocone (2005)

max B’s—kine\im Ts—frictionD O = Olritical

=

Ts—kinetic A <Clcritical
Ps= Ps—kinetic T Ps—collision

Qs =0s—kinetic T Js—collision

48 Pp
= 1— 93/2
Ys ﬁn( 1) g%

max [, Ts—Tardos]

=

Ts
Qs = Os—kinetic T Os—collision

ps=Hydrostatic pressure

Ys=Vs—Tardos

Smooth Transition Tardos et al. (2003)¢

Ts=ps Sin ¢ tanh (%)

Qs =0s—kinetic T Js—collision

_ | . 1 o[ Kz
¥s= 5 pso sin rpLin¢+sech( ) ﬂ

(a) eriticat =0.5
(b) criticar=0.59
(C) Oeriticat =0.5

(d) This is tested here using the particle pressure estimated by the classic kinetic model.

stresses produces a smooth stress curve covering the
whole range of particle concentration. However, this
approach has a serious drawback in the simulation of
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very dilute flow close to empty duct condition and
very dense flow close to maximum packing condition.
In the former case, the total shear stress does not

KONA No.23 (2005)
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6é’()@’r\{\qjﬁ?é'ry dilute flow (i.e. zero particle shearing); in

latter case, because of neglecting frictional shear-

\slng stress, the model fails to capture the characteris-

tic feature of slow flow of enduring contacts (i.e.
abruptly increasing stress at close to maximum pack-
ing condition). In the next section, we will review fur-
ther research efforts directed towards resolving this
deficiency.

3.2 Kinetic-frictional approach
3.2.1 Critical additive approach

This approach is based on the assumptions of
Savage et al. (1983, 1998), which assume that the solid
stress arises from kinetic, collisional and frictional
contributions with each source acting separately.
However, the frictional stress is only considered
important at high particle concentration such that:

Ts—k if a<ogitica
sz[ . - (20)
Ts—kt Ts—friction if O = Ocritical
and similarly,
Ps—k if & <ritical
psz[ PR (21)
Ps—k+Ps—friction 1T 0=critical

where 7,_y and ps_x are the sum of the kinetic and col-
lisional contributions as described by the classic
kinetic approach.

Ocone et al. (1993) employed this approach for the
simulation of gas-solid flow in inclined ducts. Syamlal
et al. (1993) employed the same approach for the sim-
ulation of bubbling bed behaviour; but due to the
dense nature of the flow, they neglected the kinetic
contribution to the particle stress as well as its contri-
bution to the energy balance. Fig. 2 shows the var-
iation of particle stress as a function of particle
concentration using the frictional additive approach
of Ocone et al. (1993). The models show abruptly
increasing frictional stress at the critical concentra-
tion. At the same point, it is also interesting to note
the same behaviour in the classic kinetic stresses con-
tribution, but this time in a decreasing manner. This
is mainly related to the considerable increase in parti-
cle stresses, which tends to shift the material towards
the packing condition. This in turn results in stiff con-
tact between particles and considerable decrease in
collisional stresses. Here, the frictional stress com-
pensates for the loss in particle stress and increase
of the shearing rate. This approach ensures a smooth
transition from the dominant collisional regime to the
slow frictional regime.

As described by many researchers, this simple ad
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——classic kinetic approach, Eq. 18
—— frictional stress, Eq. 9 (Schaeffer, 1978)
---e--- Kinetic-frictional additive approach, Eq. 20
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E
P
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A
<4
@
g
< 10 A
2]
0 : : : : : T
0 01 02 03 04 05 06

(@ solid volume fraction (=)

—— classic kinetic approach, Eq. 19

—— frictional pressure, Eg. 11 (Johnson and Jackson, 1978)

---e--- kinetic-frictional additive approach, Eq. 21 L

400 - A

390 b )
E 340
% 300
o 290
§ 057 059 061 0.63
& 200 A
a
Q
2
S 100 A
o
0 ‘ ‘ ‘ ‘ ‘ :
0 0.1 0.2 0.3 0.4 0.5 0.6

(b) solid volume fraction (=)

Fig. 2 Critical additive approach of particle stresses (a) shear
stresses (b) particle pressure.

hoc approach has no strong physical justification;
however, it has shown limited success in the simula-
tion of spouted and bubbling beds (Huilin et al., 2004,
Patil et al., 2005). Another critical weakness of this
approach lies in the hypothetical assumption of a
critical concentration at which transition occurs.
The exact value of the critical particle concentration,
ritical, Y€MAains without any experimental proof. On
the other hand, as stated by Campbell (2002), “the
solid concentration at which this transition occurs as
well as the magnitude of the stresses in the elastic
regimes are strong functions of the particle surface
friction”, thus casting extra doubts on the generalisa-
tion of a critical concentration value.
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3.2.2 @;\ﬁtcgqﬁ% approach

gﬁ@n@tﬁ%d employs switching from the classic
@he@@approach to a complete frictional model when

$?~ th&atter is proved dominant. This is done by select-

\(\O

ing the maximum of the two acting stresses. Laux
(1998) incorporated a frictional stress model in the
simulation of dense gas-solid flow, but only consid-
ered the maximisation analysis after reaching the crit-
ical solid fraction. This is described mathematically as
follows:

if o< K critical
if = gritica

_ Ts—k

= 22
Max Fs—k, Ts—friction U (22)

S
This approach was tested by Laux (1998) and Patil
et al. (2005) assuming oritica=0.5 with the frictional
Viscosity is_ricion given by Eq. 15. It is justified by the
fact that after reaching the critical state, the particles
experience long-term contacts with a very limited
chance of collisional and kinetic stress taking place
due to the limited free space and considerable drop in
the Kkinetic temperature. Although this approach is
backed up by strong physical justification, the precise
switching point must be selected with some caution.
We have recently employed a similar switching
approach for the gas-solid flow in a horizontal duct.
The model allows for a smooth switching between the
classic kinetic approach and the intermediate flow
shear model of Tardos et al. (2003) (see next section)
without the need to specify a critical switching point.
The predicted variation of shear stress as a function
of the particle concentration is shown in Fig. 3.

2517
—=— classic kinetic approach
—=— Tardos et al. model, Eq. 23
20 1
E
S
Z 151
]
o
@
w10 1
s switching point
<
[
51 \
0 T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5 0.6
solid volume fraction (=)
Fig. 3  Switching between classic kinetic and Tardos et al. (2003)

shear stress expression, a modelling approach employed
by Makkawi and Ocone (2005).
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3.3 Smooth transition approach

To avoid the critical additive or switching approach,
Tardos et al. (2003) proposed a new approach for the
average solid shear stress that smoothly merges the
slow-intermediate regime with the rapid flow regime.
The basic assumption of this approach, which is a
generalisation of Savage's (1998) approach, is that
stresses during particle flow are not constant but
fluctuate around an average value (ry). The average
particle stress was developed and tested for granular
flow in a Couette device and, for 2D flow, is as fol-
lows:

pN7 sin ¢ exp(—K)
220

where o is the standard deviation of the strain rate
and related to the granular temperature, 6, such that
0'=a)x/§/dp. l, and I, are the modified Bessel func-
tions of the first kind. K is a parameter defined in
terms of the average strain rate and its fluctuation
such that:

)

20

(1= LK)+ 1(K)S)  (23)

2

K= (24)

The coefficient w was calculated by Savage to be
approximately equal to 1/4. Tardos et al. (2003) also
provided further theoretical development for the
energy dissipation that smoothly merges the long-
term frictional and rapid flow dissipation such that:

_pvmsingexp(—K)| 1
¥s= V2 sing

Makkawi and Ocone (2005) tested a simplified ver-
sion of Tardos’ formulation in the simulation of
horizontal duct flow using the particle hydrostatic
pressure for the pressure term pg; this is given by:

+1o(K) = |1(K)}<S> (25)

H
p=psg [rdy (26)
y

where y is the distance measured from the lower wall
towards the top wall and H is the duct’'s width (see
Fig. 6). Surprisingly, further analysis using the clas-
sic kinetic pressure of Eq. 19 instead of the hydrosta-
tic pressure showed the same results with negligible
differences at the dilute flow region (see Fig. 4).
Therefore, in the rest of this review, we used the clas-
sic kinetic pressure with the above formulations of
Tardos et al. (2003).

Fig. 5 shows the variation of shear stress predicted
by Eq. 23 as a function of the particle concentration. A
specially developed subroutine was used in the simu-
lation code to compute the modified Bessel functions
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Fig. 4 Comparison between the hydrostatic pressure and classic
kinetic model predictions.
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Fig. 5 Predicted particle shear stress using Eq. 24 of Tardos et
al. (2003).

I, and I;. Similar to the classic kinetic theory predic-
tions, here we note a linear increase in the shear
stress up to the point of solid fraction ~0.5, whereas
at the other extreme of close packing, the shear
increases sharply independently of the solid concen-
tration. In between these two limits a smooth transi-
tion is evident. This seems to prove the principal
hypotheses of the original work of Savage (1984) and
the recent development of Tardos et al. (2003). Quali-
tatively, this approach reduces to the same behaviour
as that of the frictional additive approach for dense
flow as discussed in Section 3.2; however, it has the
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advantage of smooth merging between the limiting
stress without the need for specifying a critical transi-
tion point.

4. Simulation tests

To test the various particle stress modelling
approaches discussed in Section 3, we incorporated
those in the numerical model reported in Makkawi
and Ocone (2005) and summarised here in Table 2.
Briefly, this is a two-fluid model for the simulation of
one-dimensional particle-gas flow in a horizontal duct.
Because Egs. 23 and 25 are mathematically difficult
to use in the numerical solution of the flow momen-
tum equation, Tardos et al. (2003) proposed a simpli-
fied version that reduces to the same solution of Egs.
23 and 25 (see Table 1). These simpler forms will be
used in the rest of this review. The schematic dia-
gram of the flow geometry is shown in Fig. 6 and the
parameters used in the simulation test are sum-
marised in Table 3.

Pressure drop
‘ =dP/dx

——

P Ty,
Duct height=H ——<—I—>rs»-i———'——!——.——t+——> Gas+solid
L] o0
PsEs %, 00 0 ®
®o 0

y
oo b

Fig. 6 Schematic diagram of the simulation test geometry and
orientation.

Table 2 Model equations for one-dimensional steady flow in a hor-

izontal duct

Gas phase X-momentum ﬂL&—ﬁ(u—v):O
dy X

Particle phase X-momentum %ﬂﬁ(u—v)— ﬁ=0
ay ox

Y-momentum %ﬂxpsgzo

Iy

Energy balance 7 N_9 (ksﬁ)_')@ =0

dy dy\
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Table 3 %3 }?'gused in the simulation test
?»‘\@ ?}ge
%ga&ndt@oﬁ\ 0.03 (M)
?\Qq’a i ‘Qdiameter, d, 150 (um)

Particle density, p, 2500 (kg-m~%)

Gas density 1.2 (kg-m~3)
Molecular gas viscosity 0.18x107* (kg-m~t.s7%)
Maximum allowable solid fraction, &max ~ 0.65 (=)
Particle-particle restitution coefficient, e, 0.9
Particle-wall restitution coefficient, e,, 0.9

Angle of internal friction, ¢ 28°

4.1 Flow operational map:

Fig. 7 shows the solid-gas flow map predicted for a
pressure gradient of dPy/dx=—200 N/m?. Each curve
predicts an increasing solid flow rate to a maximum
value, which then decreases rapidly as the solid load-
ing increases. This behaviour is a classic feature of
horizontal gas-solid flow at increasing solid loading.

The model by Ocone et al. (1993) predicts exactly
the same curve as that of the classic kinetic approach
except at high particle concentration, where a slight
deviation is noticed and the model terminates earlier
due to the incorporation of the frictional stress contri-

Qq (kg/m?s)

bution to the total solid stress close to packing condi-
tion («¢>0.5). The switching approach of Makkawi
and Ocone (2005) shifts away from the classic kinetic
predictions due to switching to the model of Tardos et
al. (2003) at the intermediate regime. This approach
also experiences numerical difficulties as the flow
becomes much denser, and hence terminates at an
earlier stage. The models of both Syamlal et al. (1993)
and Tardos et al. (2003) show critical differences
when compared with the classic kinetic approach;
they both fail to provide a solution for dilute flow at
low particle loading (i.e. close to empty duct condi-
tion). This is probably related to the kinetic stress
contribution which is the dominant contribution in
dilute flow. Syamlal (1993) neglects this component in
order to ensure zero particle shearing at zero particle
concentration (i.e. empty duct flow). On the other
hand, the particle stress of Eq. 23 by Tardos et al.
(2003) ideally should reduce to the “fluid-like behav-
iour” when the parameter K tends towards zero (i.e.
particle fluctuation tends towards infinity or granular
temperature tends towards zero). Since in reality
such conditions cannot be fulfilled, Eg. 22 may not
correctly predict the rapid flow behaviour at or<0.1.
At the other end of dense flow, the models of both
Syamlal et al. (1993) and Ocone et al. (1993) termi-
nate at a lower particle loading when compared to the
classic kinetic approach; this is related to the consid-

—=— classic kinetic modelling approach

—— smooth transition approach (Tardos, 2003)
—— frictional additive approach (Syamlal, 1993)
—e— frictional additive approach (Ocone, 1993)

—a— switching approach (Makkawi and Ocone, 2005)

increasing particle loading

0.28
0.021 A
0.24
.001
" ;0 | 210 | 410 | 0.20
0.001 Ka/m? 330 355
10 50 90 Qs (kg/m’s)
Fig. 7 Gas-solid flow map predicted by various modelling approaches.
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ghyincrease in particle stress due to the
Géﬂay@oﬁ'of frictional stress. Although the proposed
frictional stress model of Syamlal et al. (1993) kicks
\ﬁoff at a higher particle concentration (at «>0.59), the
simulation fails at a much lower particle loading
compared with the model by Ocone et al. (1993). This
is because the additive frictional solid pressure of
Syamlal et al. (1993) (Eg. 13) increases abruptly and
reaches unrealistically high values at or just above the
critical particle concentration. Detailed comparison
between the hydrodynamic features of the flow pre-
dicted by each model presented in Section 3 will be
discussed below.

4.2 Particle shear stress

Fig. 8 compares the predicted dimensionless shear
stress, rgzrslppdﬁ(dv/dy)z, as a function of the parti-
cle concentration for the different treatments of parti-
cle shear stress. Generally, all models show a linear
increase in 7, at the intermediate range between
0.1<a<0.5, but the Tardos model predicts a higher
shearing stress. The model by Tardos et al. (2003) is
mainly based on the assumptions that both collisional
and frictional stresses coexist at the intermediate
regime. Hence it is not surprising to see a higher
stress in this range when compared with other mod-
els which mainly retain the dominant collisional
stress only (kinetic stress is almost negligible at the
intermediate dense flow). At the dilute region of
a<0.1, unlike the classic kinetic model predictions,
both models of Tardos et al. (2003) and Syamlal et al.

(1993) show a decrease in 75 as « decreases. This is
physically justifiable as the flow approaches the empty
duct flow condition; however, such an approach causes
numerical difficulties and the model fails to converge,
thus limiting the applicability of these two models to
intermediate-dense flow. The classic kinetic model
shows an increase in 7; when approaching the zero
particle concentration. Lun et al. (1984) discussed
this in detail, and they attributed this to the monoto-
nic increase in granular temperature as o approaches
zero, and hence results in an undesirable increase in
the dominant kinetic shear component at this limit.
To clarify this behaviour, we must discuss it in the
context of energy balance formulation. In the classic
kinetic theory model of Lun et al. (1984), the energy
dissipation is only associated with particle-particle
collision and hence, in the absence of collisional dissi-
pation and increasing energy generation due to parti-
cle fluctuation, the increase in granular temperature
is not surprising. This problem was resolved in the
model by Tardos et al. (2003) by the inclusion of a
continuous energy dissipation model (Eqg. 25) which
tends to predict high and constant energy dissipation
at the dilute regime. Similarly, the model by Syamlal
et al. (1993) shows the same trend as a result of
neglecting the kinetic contribution to the energy con-
duction and generation. These features are shown in
Fig. 9. The classic kinetic model shows a loop in the
predicted energy dissipation at the region of high
shear rate, the turning point in the loop at the maxi-
mum shearing is a result of an increasing contribution

—=— classic kinetic modelling approach

smooth transition approach (Tardos, 2003)
frictional additive approach (Syamlal, 1993)
---e--- frictional additive approach (Ocone et al., 1993)
—s=— switching approach (Makkawi and Ocone, 2005)
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Fig. 8 Dimensionless shear stress as a function of particle concentration predicted by different modelling approaches.
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of CO||I%Q%| 8{r§ss as the flow gets denser, then as

th éh'@ar(ga?fé decreases further, the dissipation starts
Cg@\ rg@dce due to the limited space available for any

$?~ fur‘ﬁ\er collisions. It must be noted that the compari-

son with the predictions in the model by Ocone et al.
(1993) is omitted here because inclusion of the ad-
ditive frictional stress shows a negligible effect in
energy dissipation with respect to the classic kinetic
prediction.

Fig. 10 shows the shear stress to particle pressure
ratio, =14/p, as a function of the particle concentra-
tion . Within the range of ¢<<0.3, all models pre-
dict a decrease in § with increasing «. Qualitatively,
this agrees with the results reported by Lun et al.
(1984) for small values of «. Within the range of
0.3<a<0.59 and for all models, 6 decreases slightly
(i.e. almost independent of the variations in «).
Beyond this range, both models of Syamlal et al.
(1993) and Ocone et al. (1993) behave differently
when compared with the classic kinetic predictions.
As discussed earlier, this is attributed to the different
treatment of kinetic stress contribution at the dilute
flow and of frictional stress at the other extreme of
dense flow. The approach by Makkawi and Ocone
(2005) employing the smooth transition shear devi-
ates from all other models with a lower value of 6
which decreases sharply when approaching the ex-
treme end of close packing condition. According to
observations made by Campbell and Brennen (1982)
and Lun et al. (1984), the latter approach seems to
predict the correct shearing to solid pressure ratio at
large o and this is detailed as follows. Campbell and
Brennen (1982) observed that at oe>0.3, the particles
tend to rearrange in the form of distinct shear layers.
Collisions between particles then become limited due
to the limitation of free space, and particle interaction
becomes restricted to (a) front and back collisions
between particles in the same layer, and (b) top and
bottom collisions between sheared layers. Such forms
of particle-particle interaction make no effective con-
tribution to the particle shearing but can considerably
increase the solid pressure perpendicular to the
shearing layer. In fact, Lun et al. (1984) clearly admit
that the increase in § at large particle concentration is
“no doubt a failure” in the kinetic theory model for-
mulation for the shear stress at this limit.

4.3 Particle velocity, granular temperature and
concentration profiles

In this section, we compare the various predicted

hydrodynamic features of the flow using the different

modelling approaches described in Section 3. These

58

— smooth transition approach (Tardos et al., 2003)
— frictional additive approach (Syamlal et al., 1993)
—e— classic kinetic approach (Lun et al., 1984)

25 7

energy dissipation (N/m?s)

0 T T T T T
0 80 160 240 320 400

shear rate (1/s)

Fig. 9 \Variation of energy dissipation as a function of shearing

rate predicted by various modelling approaches.

—=— classic kinetic approach (Lun et al., 1984)

—— frictional additive approach (Syamlal, 1993)
—e— frictional additive approach (Ocone et al., 1993)
smooth transition approach (Tardos et al., 2003)

Lo
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L

shearing to particle pressure, Ts/ps (—)
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0 0.1 0.2 0.3 0.4 0.5 0.6

solid volume fraction (=)

F

g. 10 Shearing to particle pressure ratio as a function of con-
centration predicted by different modelling approaches.

results will be discussed according to five different
flow categories: very dilute; dilute; intermediate;
dense; very dense. Since the momentum transport
properties of solid-gas are strong functions of the
granular temperature, the different treatment of
energy balance will be discussed first.

In the classic kinetic theory of Lun et al. (1984),
the energy balance incorporates both the kinetic and
collisional contributions to the energy generation
and conduction. The frictional additive approach of
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\ﬁsional contribution to the energy balance. However,

2
£
Sy gl ega?@(lQQS) neglects the kinetic contribution,
A

eoo%bne et al. (1993) follow the original classic
@m\e\ﬁc theory and retain both of the kinetic and colli-

both approaches neglect the effect of the additive fric-
tional shearing on the energy balance at the limit of
large particle concentration, and no further theoreti-
cal development for the frictional dissipation was con-
sidered. It must be noted that in employing the
smooth merging models, we also considered the
effect of possible frictional energy generation and dis-
sipation by incorporating the simplified shear stress
and the energy dissipation formulas of Tardos et al.
(2003) in the energy balance equation. The particle
conductivity coefficient was estimated from the exist-
ing classic kinetic theory model.

Fig. 11 shows a comparison of the predicted granu-
lar temperature, 6, as a function of the particle con-
centration using various test models. Generally, all
models predict a decreasing 6 as « increases. Within
the intermediate range of 0.3<¢<0.59, the additive
approach of Ocone et al. (1993) and Syamlal et al.
(1993) shows no difference with respect to the kinetic
theory predictions. The smooth transition approach
of Tardos et al. (2003) consistently predicts a lower 6,
mostly due to the increase in energy dissipation.
Syamlal et al. (1993) deviate from the classic kinetic
predictions at dilute flow due to neglecting the kinetic
contribution. At the other dense end, while all models
reasonably agree when approaching the maximum
packing condition, this model also clearly deviates
with a very sharp decrease in granular temperature

1.000 1

0.100 A

0.010 A

0.001 A

granular temperature (m/s?)

due to the inclusion of the frictional stress at «>0.59.

A comparison between the various modelling ap-
proach predictions for the particle velocity, granular
temperature and concentration profiles is shown in
Fig. 12 and is discussed in the following.

Very Dilute flow (Fig. 12a):

This corresponds to Q,/Q,=33 (point 1 in the clas-
sic kinetic curve of Fig. 7). In this range of flow, it is
widely believed that the classic kinetic theory cap-
tures the hydrodynamic feature of the flow with a
reasonable level of accuracy. Therefore, the result
produced from the classic kinetic model is used here
as a benchmark for comparison with other model pre-
dictions. At this dilute flow, the frictional stress is
absent and therefore the model by Ocone et al. (1993)
yields identical results to that produced from the clas-
sic kinetic theory. The model by Syamlal et al. (1993)
clearly overestimates the granular temperature and
particle velocity for the reasons discussed in Section
4.2 above. Tardos et al. (2003) reasonably predict the
various hydrodynamic features with a better level of
accuracy. All models seem to predict almost the same
concentration profile.

Dilute flow (Fig. 12b):

This corresponds to Q,/Q,=120 (point 2 in the clas-
sic kinetic curve of Fig. 7). The predictions in the
model of Tardos et al. (2003) and the classic kinetic
theory model are in good agreement to a great
extent. Again, the model of Syamlal et al. (1993) that
assumes negligible kinetic contributions to the parti-

—=— classic kinetic approach

smooth transition approach (Tardos et al., 2003)
frictional additive approach (Syamlal et al., 1993)
---e---frictional additive approach (Ocone et al., 1993)

4E03 4

2.E-03

0.000 T T T T T
0 0.1 0.2 0.3 0.4 0.5

solid volume fraction (—)

Fig. 11  Variation of granular temperature as a function of concentration predicted by various modelling approaches.
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Fig. 12 Hydrodynamic predictions of a wide range of gas-solid flow in a horizontal duct predicted by different shear modelling approaches.
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cle %ssoa?%l energy balance clearly overestimates
éh@ ilar temperature and particle velocity. Also
Q@é‘to the small particle concentration, we do not
\“expect to see any effect of frictional stress in this flow
range. The predicted particle concentrations seem to
be insensitive to the various applied shearing models
in this range.

Intermediate flow (Fig. 12c):

This corresponds to Q,/Q,=114 (point 3 in the clas-
sic kinetic curve of Fig. 7). Here it appears that with
a further increase in particle loading, each model
starts to behave differently. In this range of flow, colli-
sional effects dominate the particle stresses, and
hence the predictions by the model of Syamlal et al.
(1993) come closer to the classic kinetic theory model
results. On the other hand, the model by Tardos et al.
(2003) starts shifting away from the other models
with lower predicted granular temperature and parti-
cle velocity, and most important, a clear tendency
towards asymmetric behaviour. This is mainly due to
the fact that this new mechanistic approach was origi-
nally developed to take into consideration both the
collisional and frictional contribution to the particle
stress at the intermediate regime, while the frictional
additive approach of Ocone et al. (1993) and Syamlal
et al. (1993) neglects the frictional contribution at this
flow limit. The asymmetric behaviour is due to the
migration of particles towards the lower wall as a result
of increasing gravity besides the possible increase in
shear stress at the denser lower part of the duct.

Dense flow (Fig. 12d):

This corresponds to Q,/Q,=1060 (point 4 in the
classic kinetic curve of Fig. 7). Here, the frictional
additive approach of Syamlal et al. (1993) and Ocone
et al. (1993) appears to have no significant effect on
the general hydrodynamic behaviour of the flow
when compared with the classic kinetic model. The
smooth transition model of Tardos et al. (2003) stands
alone with significantly reduced granular temperature
and particle velocity. Moreover, the particle concen-
tration profile shows well-pronounced segregation
behaviour as a result of particle migration towards
the lower wall; this in turn is probably a result of the
frictional contribution to the particle stress, which
tend to slow down the particles’ velocity in the lower
half of the duct.

Very dense flow (Fig. 12e):

This corresponds to Q;/Q,=2660 (point 5 in the
classic kinetic curve of Fig. 7). In this limit, the addi-

KONA No.23 (2005)

tive frictional stress of the models by Ocone et al. and
Syamlal et al. appears to play a role in the rheology of
the dense flow. It is here where these two models
deviate slightly from the classic kinetic predictions
due to the incorporation of dense frictional effect. It is
also interesting to note that with the frictional stress
taken into consideration, these models predict a
higher granular temperature. This is because both
models do not allow for the possible energy dissipa-
tion resulting from the high frictional stress. The pre-
dicted profiles in the model by Tardos et al. (2003)
confirm a slow moving layer close to the upper wall,
while most of the lower part of the duct is almost sta-
tionary with the particle concentration reaching the
maximum packing condition.

5. Conclusions

In this study, we reviewed different treatments for
the particle stress in gas-solid flow. These models
were tested in the simulation of gas-solid flow in a
horizontal duct covering the whole range of dilute-
intermediate-dense flows. The limitations and applica-
bility of each modelling approach are discussed and
supported with the predicted profiles of the hydrody-
namic features of the flow. The superiority of any of
these modelling approaches over the other within the
range of its applicability is a matter of open debate
and further experimental validation.
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Notation
A Parameter defined in Egs. 11 and 13 =)
dp Particle diameter (m)
ey, e, Particle-particle and particle-wall

restitution coefficient, respectively =)
g Gravity acceleration constant (m-s72?)
Jo Radial distribution function =)
H Duct width (m)
l,, 11 Modified Bessel functions of the first kind
Il;;  Invariant of particle pressure,

defined in Eq. 16 (N-m=2)
Ilp  Second invariant of the deviator of

particle strain rate, defined in Eq. 17 (s7?)
Ks Effective thermal conductivity of

particles (kg-m~ts™h)
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K P@@?ﬂe&&?&iefmed in Eq. 24 (-)
n . et @a@o%'ter defined in Eqgs. 11 and 13 -)
Qcpﬁ Rarameter defined in Eq. 11 (-)
$?~ Ps S particle pressure (N/m?)
\(\O P,  Gas pressure (N/m?)
Qs Pseudothermal energy flux gas flow
rate (kg-s7%)
Q, Gasflow rate (kg-m=2.s71)
Q, Solid flow rate (kg-m~2.s71)
S Strain rate tensor (s™
u Gas velocity (m-s™1)
v Solid velocity (m-s71)
X Axial coordinate (m)
y Radial coordinate (m)
Greek symbols
o Solid volume fraction =)
u Viscosity (N-m~2.5)
P Density (kg-m~3)
B Gas-particle interphase drag coefficient  (—=)
T Shear stress (N-m~2)
Te Dimensionless particle shear stress,
=1,/ pydi(dv/dy)? -)
n Parameter function of particle-particle
restitution coefficient=(1+e;)/2 -)
ys  Dissipation of granular energy  (kg-m™-s7%)
o Angle of internal friction for
the particle (degrees)
6 Granular temperature (m?.s72?)
o Standard deviation of strain rate (s
w Coefficient, =1/4 (-)
o Particle shearing to pressure ratio, =7/ps (—)
Subscripts

g Solid phase

S Solid phase

max Maximum

k Classic kinetic theory
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An Overview of Nanotechnology in Thailand'

Wiwut Tanthapanichakoon
National Nanotechnology Center
National Science and Technology
Development Agency

Ministry of Science and Technology*

Abstract

On August 13, 2003, the Cabinet of Thailand approved the setup of National Nanotechnology
Center (NANOTEC) under National Science and Technology Development Agency (NSTDA), Min-
istry of Science and Technology (MOST). One of its urgent tasks is the preparation of the 10-year
National Strategic Framework in Nanotechnology for submission to the Cabinet via the recently
established National Nanotechnology Policy Committee. The task and framework are in line with
the National Strategic Framework in Science and Technology approved by the Cabinet in 2004.
What follow is an overview of the recent status and development of nanotechnology in Thailand and
a brief introduction of the Nanotechnology Framework, including the R & D direction and human

resources development (HRD) of Thailand.

Key words: Nanotechnology, Thailand, National strategic framework, Infrastructure, R & D programs

Introduction

Covering essentially all branches of basic and applied
sciences, nanotechnology is hyped as the most impor-
tant emerging, trans-disciplinary technology in the
21t century. Nowadays, nanotechnology is recognized
world-wide as revolutionary manufacturing technol-
ogy capable of making wildest, occasionally weirdest
dreams come true. Drugs, electronic chips, automo-
biles, consumer products and what not will radically
be transformed by the potential reach of nanotechnol-
ogy. ‘Nanotechnology will reverse the damages caused
by the Industrial Revolution’ — asserted Chemistry
Nobel Laureate Dr. Richard Smalley, co-discoverer of
the Bucky ball. The USA, European Union and Asia-
Pacific countries have all set up national nanotechnol-
ogy initiatives (NNI). Similarly, the government of
Thailand is determined to promote and accelerate
nano science and technology as a crucial instrument

T Accepted: July 25, 2005
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of sustainable economic growth and international
competitiveness.

Current Status of Nanotechnology in Thailand

Science and technology research, development and
application are recognized by the present government
under the leadership of Prime Minister Thaksin
Shinawatra as one of the indispensable key strategies
of Thailand to make her economy and society more
robust and competitive. The low-key establishment
of a brand new National Nanotechnology Center
(NANOTEC) under the umbrella of the National Sci-
ence and Technology Development Agency (NSTDA)
was approved by the Cabinet of Thailand on August
13, 2003. The mission of NANOTEC covers but is not
limited to the following:

1. Prepare a national road map on nanotechnology

for Thailand.

2. Act as secretariat of the recently established
National Nanotechnology Policy Committee
(NNPC) chaired by PM Thaksin Shinawatra.
Under NNPC there will be 7 national sub-com-
mittees, such as Industrial Clusters Promotion

KONA No.23 (2005)
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Public Understanding and Awareness, and Super-
vision and Evaluation Sub-committees. NANOTEC
will fully support the work of all 7 sub-commit-
tees.

3. Set up collaborative research networks and cen-
ters of excellence (COE) in nanotechnology in
all regions of Thailand by assembling and pro-
ducing a critical mass of high-caliber researchers
and educators on nanotechnology.

4. Disseminate, promote and transfer innovative
and useful knowledge in nanotechnology to the
industrial and public sectors.

5. Carry out in-house and collaborative research
projects in selected core areas of nanotechnol-
ogy.

6. To accommodate nanotechnology research needs,
set up and provide analytical and testing services
that provide access to expensive advanced ana-
Iytical instruments and fabricating devices at rea-
sonable charges.

National Strategic Framework in Nanotechnology

As of now, NNPC is expected to approve the revised
10-year National Strategic Framework in Nanotech-
nology 2006 — 2015 prepared by NANOTEC in collab-
oration with numerous experts and stakeholders from

the academic institutions, governmental agencies and
private sector. After obtaining NNPC's approval, the
Framework will be submitted to the Cabinet for
endorsement and deployment. Fig. 1 shows the main
concept and inter-relationship among the 5 major
strategies in the Framework (1). Since they are self-
explanatory, the author will elaborate only on the pro-
posed R & D and HRD areas in the Framework.
Details of the key measures, expected outcomes, etc.
will be released after the Framework has gained the
Cabinet's approval.

Nanotechnology R & D in Thailand
In Thailand, several governmental agencies are ac-
tively involved in implementing and/or funding S & T
research and development, for examples, NSTDA
(Ministry of Science and Technology (MOST)), the
Commission on Higher Education (CHE, Ministry
of Education), National Innovation Center (NIA,
MOST), the National Research Council of Thailand
(NRCT), and Thailand Research Fund (TRF). Besides
NANOTEC, NSTDA has three other full-fledged
national technology centers as follows:
— National Metal and Materials Technology Center
(MTEC)
— National Electronics and Computer Technology
Center (NECTEC), and
— National Genetic Engineering and Biotechnology
Center (BIOTEC).

National Nanotechnology Strategic Plan

(2004-2013)
Hltlmll'.'lulnn
[ | [T [ e ] [ =g |
'I:Iumnfliuhlc.fﬁwh'mmn
huriealtare [ [ ovarmicaiy Health & | | Energy &
B Fosd | |e1 :rIITFhluT'ﬂ'..Hh-I s
Miche Areas
| e | o= | e | [ | [ e || ==
Core technology
[ Meso-biotechesiogy | | Kano-siectrorics | { Nano- materiss |
Ing
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Fig. 1  Concept and inter-relationship among main national strategies in nanotechnology
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R & D projects in, or closely related to, Nanotechnol-
ogy. However, there has been a lack of coordinated
synergistic national research direction in nanotech-
nology.

Typical examples of the proposed national research
programs in the Framework are as follows:

— Advanced drug delivery systems

— Nanoparticle synthesis and applications

— Coating and thin film technology

— Diagnostic or monitoring devices, such as carbon

nanotube based gas sensors and arrays

— Fundamental R & D in nanobiomaterials

— Nanocomposite materials

— Smart fabric and functional textiles

— New generation solar cells

— Fuel cell technology

In addition to MOST, CHE recently promoted the
establishment of Collaborative Research Networks
(CRN) in selected S & T fields, including Cleaner
Technology, Catalysis, Biomedical Engineering, Neuro-
science and Nanotechnology. Meantime, the main
objectives of TRF, which does not conduct any in-house
research but mainly acts as a granting agency, include
the capacity building of professional researchers and
strengthening the research community. TRF offers
several types of research grants such as Research
Team Award (Senior Research Scholar) grants,
Research Scholar grants and Post-doctoral Research
grants. Some recent TRF's grants are earmarked for
nanotechnology-related projects.

HRD in Nanotechnology

Our latest survey could only come up with less than
200 professed nanotech researchers in Thailand,
though the true number may be more numerous or
fewer depending on the exact definition of nanotech-
nology and the individual levels of research activities.
Accelerated human resources development in S & T
in general and nanotechnology in particular is indis-
pensable to the knowledge-based economy and indus-
trial development of Thailand. The population of
S & T researchers in Japan is reportedly around 70.7
per 10000, whereas the corresponding number in
Thailand is around 3.3. Since the population of Japan
is double that of Thailand, the number of man-years
contributable annually by Japan is 42 times that of
Thailand. Evidently, trying to catch up with Japan is
mission impossible, except in certain niche areas of

66

the wide-ranging nanotechnology that Thailand has
some significant inherent advantages or lie outside
the strategic interest of Japan and other developed
countries.

Accepting the first batch of students this June 2005,
the Faculty of Engineering, Chulalongkorn Univer-
sity, is the first Thai institution to pioneer an un-
dergraduate program in Nanoengineering delivered
entirely in English. Generally all ordinary educational
programs are taught in Thai. At present a number of
national universities such as Chulalongkorn, Chiangmai,
and Khonkaen Universities are considering the estab-
lishment of new graduate programs in Nanoscience
and/or Nanotechnology at the Master and/or Doc-
toral levels.

To create synergism via networking, it has been
proposed that NSTDA (NANOTEC) collaborates with
universities in the implementation of their nanotech-
nology curricula, thereby combining the strengths of
NSTDA in terms of R & D capability and research
facilities, and leading universities in terms of course-
work, human resources and degree granting authority.
In 2003 the Cabinet approved a second-phase 5-year
plan of MOST to provide 1,500 full-expense scholar-
ships for Thai students to go abroad to advance their
study in S& T. The plan also earmarks nearly 200
S & T scholarships for NSTDA, including 48 for
NANOTEC to recruit students in the various fields of
nanotechnology as well as additional nanotechnology
scholarships for the national universities. To be cost
effective and directly contribute to S & T capability
build-up of Thailand, more scholarships should also
be provided to graduate programs offered by national
and private universities.

Infrastructural Capacity Build-up

Since 2003 several universities such as Mabhidol,
Khonkaen, Chiangmai, Kasetsart and Chulalongkorn
Universities have set up new research centers special-
izing in nanotechnology. At present there are at least
40 laboratories in Thailand doing research closely re-
lated to nanotechnology. However, there is still a se-
vere shortage of nanofabricating apparatuses as well
as analytical and characterization instruments in
nanotechnology such as high-resolution Transmis-
sion Electron Microscopy (TEM), Atomic Force Mi-
croscopy (AFM), Surface Probe Microscopy (SPM),
etc. The national Framework calls for the investment
of upwards of 2 billion baht (50 million USD) nation-
wide to build up an array of sophisticated instruments
and equipment.
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N “@Nhe ninth 5-year National Social and Economic

evelopment Plan (2002-2006) sets a combined R & D
investment goal of 0.40% of the gross domestic pro-
duction (GERD/GDP) by the public and private sec-
tors, compared to the actual 0.26% in 2003. Optimistic
forecast by the government for 2006 predicts the
GDP will reach 6 trillion baht, which at 0.4% should
translate to research investment of at least 24 billion
baht. However, this hard-to-achieve value is still sig-
nificantly less than those of the advanced industrial
countries, percentage-wise and in absolute number.
Recently a prominent Deputy Prime Minister has
declared that the national R & D budget should be
jacked up to a more respectable 1% within the near
future. Unfortunately, he failed to specify the target
date. In the Nanotechnology Framework, it is pro-
posed that the target of overall annual investment in
nanotechnology in Thailand should reach 12 billion
baht (roughly 300 USD) in 2015 with 30% coming
from the private sector. No matter what, Thailand’s
limited R & D budget must be spent in the most
appropriate and effective manners to achieve reason-
able impacts.

Roles of NANOTEC

Meanwhile, NANOTEC itself is strengthening its
organizational structure while recruiting additional
high-caliber management staffs and researchers. As
of July 2005 it has 30 full-time staffs, over 40% of
which have PhDs. It is pushing for the creation of
more effective strategic alliance with its sister na-
tional centers, other national research centers and uni-
versities. Fig. 2 shows scenarios from the National
S & T Week held in October 2004 and attended by
more than 4 million visitors. HM The King, HRH
Princess Sirindhorn, PM Thaksin, and many high-
ranked government officials as well as the general
public expressed keen interest in the Nanotechnology
Zone planned and organized by NANOTEC. Fig. 3
displays selected activities carried out by NANOTEC
in 2004.

Another key strategy is to make full use of interna-
tional and regional cooperation in nanotechnology.
NSTDA has recently established and strengthened
its alliance with Japan (AIST, Tokyo Institute of Tech-
nology, etc.), the USA, Australia (CSIRO), Taiwan
(ITRI etc.), Korea (KRIBB) etc. Fig. 4 illustrates the
alliances NANOTEC is seeking and building upon.
NANOTEC is also a key founding member of the
Asian Nanotechnology Forum (ANF) set up at a sum-
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Thailand S&T Week (October 2004)

] k-
HM the King and HRH Pnncess inaugurated the event HM the King, HRH Princess and PM visited Booth NANOTEC|

il ™
Thousands uf children waited to enter the exhibition | A crowd of wsntors at Booth NANOTEC

Fig. 2  Scenarios from the National S & T Week held in October
2004

Other Events in 2004

— - = S—

Asia Nano Forum Summn (ANFoS) in Phuket (May '04) A group photo of ANFoS parllclpams with Minister of MOST

PM Thaksin visited Booth NANOTEC
Speakers at CEO i Forum, Bangkok (May '04) | |during NSTDA Annual Conference (June '04)

Fig. 3 Photos of selected activities carried out by NANOTEC in

2004
Network of NANOTEC
International Collabaration &.q.
ancjgs || kodARAN L ER | B OWEA | EAMAN |
NSTDA 1L s

|_.-\.__u

| iy, =g TIT, Omaka Linidy.,

WL_P HNANOTEC |\ wypmuni, Caltech,
| WCLA, Siamined, MIT,

BIOTEC J - - Barkalay, SPT, #bc
L J
Diomestic and Foesign Faticnal Linverijes
Privii i Jaclautriemi &g O, ML KL, CML
&[0 Compaeabons, 5MEs, WL, KT, KFITT,
St SIIT, AIT, i

i

Fig. 4 Schematic of national and international alliances of
NANOTEC
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Conclusion

As a latecomer to the rapidly evolving fields of
Nanotechnology, Thailand has no alternative but to
put in a huge amount of critical investments and
efforts if it does not want to fall further and further
behind. Hopefully, after the adoption of the proposed
National Strategic Framework, Thailand would be

able to urgently develop its HR and infrastructure in
nanotechnology, identify and develop certain niche
areas and products, and reap as much potential ben-
efits of nanotechnology as possible. Tangible prog-
resses in nanotechnology development are expected
to contribute not only to stable high economic growth
but also to sustainable national development, includ-
ing better environment and higher quality of life.
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QQ@Z@\O Polymorphic Forms of Organic Crystals Grown from Solution’
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Process Environmental and Materials Engineering,
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Abstract

Organic crystals grown from solution are known to exhibit multiple morphology as well as
habits which are of great importance to the end-use property of the product such as the bioavail-
ability and the downstream processing such as in filtration and drying. The crystal morphology
can also dictate other quality measures such as the size. Compared with the great amount of
research work that has been done on the on-line measurement of other quality measures such as
the size and concentration using various spectroscopy techniques, the literature on the on-line
measurement and manipulation of crystal morphology is scarce. Attempts were made in the past
to use laser diffraction and ultrasound spectrometry for shape monitoring. These methods have
not proved to be very successful due to the difficulty in extracting detailed shape information from
the signals corrupted by noise and multiple scattering. In this paper, we describe a new approach
for on-line crystal morphology measurement and control which is based on the integration of on-
line imaging, multi-scale image analysis and crystal morphology modelling, and present the
results obtained on applying the approach to the batch crystallisation of (L)-glutamic acid. On-
line imaging proved capable of capturing high fidelity crystal shapes and polymorphic transitions
in real time. A multi-scale image analysis method was proposed to extract the crystals from the
image background and to calculate shape descriptors which were then used for shape recognition
and to derive monitoring charts showing the ratios of different polymorphs in real time as well as
the relative average growth rates of facets of crystals. Calculating crystal growth rates and esti-
mating kinetics parameters for needle-shaped crystals was also investigated. Finally, a methodol-
ogy called ‘camera model’ for integrating on-line imaging and crystal morphology modelling was
presented.

Key words: Crystal morphology, Crystal polymorph, On-line imaging, Image analysis, Morphology modeling,
Morphology control, Glutamic acid

sation processes. The shape, size and polymorphic

Introduction . . .
form are properties of great importance to crystalline

High value-added speciality chemicals such as phar- drug products. It is known that certain crystal mor-
maceuticals are often manufactured in batch crystalli- phological forms and habits have been related to
difficulties in the dissolution rate, process hydrody-
T Accepted: July 26, 2005 namics, solid-liquid separations, drug tableting, storage
* Leeds L.S29JT, UK and handling, or in milling and grinding. The control
** Edinburgh EH14 4AS, UK . . L .
. - of a product in crystallographic form is important in
Corresponding author ) - g ) )
TEL: +44 113 343 2427 FAX: +44 113 343 2405 industrial production in that different polymorphs
E-mail: x.z.wang@leeds.ac.uk often exhibit different physicochemical properties
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the past, a significant effort has been devoted to
the development of on-line analytical techniques for
monitoring deterministic operating variables including
the concentration using attenuated total reflectance
Fourier transform infrared spectroscopy (ATR-FTIR)'®,
to monitor the crystallographic structure using X-ray
diffraction (XRD) and Raman spectroscopy*®, and

the crystal size distribution (CSD) using laser diffrac-

tion®, ultrasonic spectroscopy® and light scattering
techniques™. In contrast, the literature on monitor-
ing crystal morphology is scarce!®.

In addition to the ultimate objective of morphology
control in manufacture, the on-line monitoring of
crystal morphology can also help the development of
crystal morphology modelling and prediction tech-
niques. This has not yet come to the level of being able
to consider the simultaneous effect of all engineering
factors or operating conditions critically related to
product morphology such as solvents and cooling
rates or heat transfer effects'?, despite the significant
progress and the availability of commercial software
systems such as HABIT!*® and CERIUS2Y. It is
known that minor changes in supersaturation, cooling
rates, reactor hydrodynamics, pH and the presence of
impurities can have a significant impact on the crystal
product. In addition, there are unexpected factors
which can become deterministic such as wall effects
on heat transfer, baffles, and impeller materials and
types!®. As a result, on-line measurement and real-
time classification of crystal polymorphous is impor-
tant because it can partially compensate the inability
in modelling the morphology and shape. On the other
hand, being able to measure morphology on-line in
real time will no doubt provide a tool that can help the
development and validation of new and more sophisti-
cated crystal morphology prediction models.

This paper reviews the previous efforts on the on-
line sensing of crystal morphology and presents
recent advances in developing an enabling technique
for the real-time measurement and manipulation of
the morphology of growing crystals through integrat-
ing imaging, image analysis and morphology model-
ling.

Previous Work

Laser diffraction techniques were investigated pre-
viously for the recognition of non-spherical particles,
but only limited success has been achieved in this
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area. The main difficulty has been in obtaining a sin-
gle-particle pattern in mixtures due to problems
associated with partial scattering of the particles>'?,
Mougin et al.® 1819 attempted to interpret the ultra-
sound attenuation spectra in order to identify dynamic
changes in polymorphs during the crystallisation of
an organic compound. A correct interpretation was
found possible though some additional information
needs to be provided which is not always readily avail-
able. Studies have also been made to produce crystals
with different size and shape properties through
supersaturation control using ATR-FTIR®. The modi-
fication of temperature to maintain supersaturation
values during nucleation and crystal growth helps
produce uniform size and shape properties, never-
theless no information on particle shape is obtained
during the experiment. This practice requires concen-
tration and supersaturation models for the compound
to crystallise obtained from calibrations, and the tem-
perature range for control may be limited.

In laboratory studies, photo-microscopy has been
the most widely used method for analysing crystal
morphology. Samples are taken periodically from the
reactor and observed using a photo-microscope imag-
ing system. Software systems are also often available
for quantitatively analysing the images. Patience and
Rawlings®? reported an interesting approach for au-
tomating this process using a flow cell in a labora-
tory study of the crystallisation of sodium chlorate.
The flow through the cell was periodically stopped to
allow a photo-microscope to capture images after the
crystals had settled down at the bottom of the flow
cell. In this way, the crystals of the compound were
lying on a habit face and showing a particular shape
to be characterised by a commercial image analysis
software. They also developed an automatic control
system by manipulating the impurity in the feed. The
system has some limitations. Firstly, the sampling
period is from 20 to 30 seconds, whereas significant
morphological events in crystallisation might take
only a few seconds. In addition, the use of a flow cell
is clearly not ideal for many industrial processes. The
flow cell configuration requires a pump to circulate
the solution, and this might cause crystal breakage,
as discovered by Mougin®®. The on-line image analy-
sis approach reported by Patience and Rawlings
employs boxed-area and aspect-ratio to describe the
crystal shape along with predefined cluster regions
for the classification of the two studied shapes, square
and triangle. Their strategy for crystal recognition
does not allow detection of any new crystal shapes
existing within the reactor, and requires the assump-
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whole process, meaning that changes in morphology
due to, for example, the crystal growth of each face or
unexpected impurities may lead to a low amount of
crystals being detected or may mislead the process
control. Lasentec Inc, USA, developed a Particle
Vision Measurement (PVM) probe which can be used
for visualisation of the process in-situ. The PVM uses
a charged coupled device camera with light sources
fitted into the probe?V. Barrett and Glennon'® used
the PVM probe to visualise the crystals in the deter-
mination of the meta-stable zone of an inorganic com-
pound. Patience? made an attempt to analyse images
obtained by the PVM probe in the crystallisation of
sodium chlorate. He encountered difficulties in the
analysis of the images using a commercial image
analysis software tool. More recently, Wilkinson et
al.?2 2 reported an approach using video imaging and
image analysis for the on-line measurement of parti-
cle length and circularity in the crystallisation of drug
compounds. Their approach uses a threshold method
for the segmentation of the crystals from the images,
and a low lens magnification for achieving a high
measurement rate of the crystals.

The Framework

Fig. 1 depicts the structure of the work. It mainly

Real-time morphology prediction

\

Projection of 3D structure to 2D using
a camera model

consists of three parts: (a) use of an on-line video-
imaging system for monitoring batch crystallisation;
(b) obtaining quantitative information from images
through image segmentation and image analysis to
calculate shape descriptors and perform polymorph
and morphology recognition; and (c) calculating crys-
tal growth rates and estimating growth kinetics para-
meters.

Experiments

Experiments were carried out using a glass-jack-
eted reactor of 500 ml, a data interface board and a PC
running WinlISO process control software provided
by Hazard Evaluation Laboratory Ltd. (Fig. 2)% 2,
To control the temperature, a Julabo FP50-HD ther-
mostatic bath was employed. A reflux condenser was
used to circulate water at 6°C to minimise solvent loss
at the higher reactor temperatures. Reactor stirring
was performed using a pitched-blade stirrer rotating
at a constant speed of 200 rpm. The temperature was
measured using a platinum resistance thermometer
(PT100), turbidity was measured with an in-house-
built turbidimetric fibre-optic probe system. Both sig-
nals along with pH values were logged into the
computer system. Observation and recording of the
process were carried out in real time using on-line
imaging with an instrument developed by the phar-
maceutical manufacturer GlaxoSmithKline, UK. For
off-line image analysis, the PVS830 described below

Experimental Study of batch
crystallisation using on-line
video imaging

v

|

2D image library

Image segmentation-separating crystals
from image background

\

2D on-line images

v

Image matching

Statistical and predictive control (lab)

\’

Scale-up to 200 Litre

\’

3D shape construction

\

Shape descriptors, classification,
monitoring charts, growth rates

Fig. 1 The framework
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Fig. 2  The experimental system

was employed, using a pipette to take samples from
the reactor solution at several instances during the
process. The samples were quickly placed and cov-
ered on the sample glass slide of the previously cali-
brated PVS830, and images were captured and
analysed. The time from taking a sample until the off-
line image analysis was from 10 to 20 seconds.

The on-line imaging instrument employed in the
experiments is a high-speed CCD camera system
which has a maximum frequency of thirty images per
second with a typical pixel resolution of 480x640 and
a field of view from 140 pm to 16 mm. The camera is
situated just outside the reactor wall and an imaging
window is attached to the external reactor wall to
avoid convexity effects on the images (Fig. 3). To

Fig. 3
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provide illumination, a strobe light source is used and
the light is conducted using a fibre-optic guide. Cam-
era acquisition and flashing light are synchronised to
freeze the moving particles by using a camera inter-
face box developed by scientists at the pharmaceuti-
cal manufacturer GSK?? 2, The captured images are
sent to a PC running VideoSavant software (10 Indus-
tries, Inc.) for acquisition, storage and management of
frames.

To enhance the contrast of particles from the image
background, two fibre-optic light guides can be used,
both adjustable in angle and distance. The system
allows the visualisation and recording in real time of
every event occurring throughout the process, thus
capturing the complete history of the crystallisation.

i L e g |

(b)

(a) the on-line imaging system applied to a 5 Litre reactor; (b) images captured and the image acquisition
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For ’@Qgséﬂ;h%tion of the particle size, the camera is
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césaﬁb@q@ti with a glass micrometer scale (Agar Scien-
oﬂ“ &@é\‘ttd.), using Mitutoyo objective lenses with Navitar
$?~ %recise Eye lenses for different magnifications, allow-
\(\O ing observations down to 5 pm.

An off-line imaging system, the PharmaVision Sys-
tem 830 (PVS830) from Malvern Instruments Ltd.?®,
was also used in the study. It is an automatic vision
system for the analysis of the size and shape of parti-
cles. A zoom lens allows particles between 0.5 and
2000 um to be analysed. The instrument automati-
cally calibrates itself prior to an analysis by the mea-
surement of both light intensity and precision grating
with a known number of lines per millimetre. To per-
form the analysis, the sample is placed on a sample
tray under a CCD video camera. A linear actuator con-
nected to a PC moves the camera across the sample
tray and the camera takes digitised video images. Par-
ticles from the images are automatically segmented
by embedded computer software, thus obtaining a
variety of shape parameters such as length, width,
mean diameter and roundness, and supported by
images of all particles for further visual understand-
ing. The performance of the instrument is verified by
reference slides which are certified and traceable to
standards issued by the National Institute of Stan-
dards and Technology.

Solutions of 33.3 g of L-glutamic acid (purchased
from Aldrich Chemicals) dissolved in 500 ml of fresh
distilled water were prepared. The solutions were
heated up to 95°C and kept constant at this tempera-
ture until everything was dissolved, then linearly
cooled down to 15°C, keeping this temperature until
the end of the experiment. Different linear cooling
rates of 1, 0.5 and 0.25°C/min were investigated. The
concentration and temperatures of the experiments
were chosen to be close to those used in an industrial-
scale operation. It was found that for the experiment
employing a cooling rate of 0.25°C/min, the images
revealed that the crystals were at first growing with
a rhombic shape, an a-form (Fig. 4 (a) and 4 (b)).
Transformation into a B-form was observed at a tem-
perature of 60°C, as illustrated in the real-time image
of Fig. 5 (a) and (b). For the experiment using a
cooling rate of 0.5°C/min, a-form crystals were also
first found and the transition to a B-form was also
observed, but at a much later stage corresponding to
a temperature of 30°C. No transition from a to  was
observed when a cooling rate of 1°C/min was used.
The results confirmed and helped explain the crys-
tallisation mechanisms??.

During the onset stage, the crystallisation experi-
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Fig. 4 Observed crystals at 63°C and cooling rate 0.25°C/min in
real-time (a), and in the PVS830 (b)

Fig. 5 Realtime image for the cooling rate 0.25°C/min at 60°C (a)
and shape dimension obtained from a sample at 60°C (b)
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sohﬁetimes called the ‘cloud point’. Looking at the
real-time images, we were able to identify a number of
appearing particles instants before the fibre-optic
turbidity probe could show a pronounced reduction
in light transmittance at the cloud point. The tem-
perature at the onset points obtained by on-line imag-
ing corresponding to the three cooling rates are
summarised in Table 1. The results were found to
be either earlier or at the same time as turbidity
results??,

Table 1 Crystallisation onset values obtained from on-line imaging

Cooling rate Temperature onset Cooling time
1°C/min 54.10°C 42 min
0.5°C/min 59.74°C 55 min

0.25°C/min 69.95°C 47 min

Image Analysis, Shape Classification and
Monitoring Charts

To obtain quantitative information from the images
for subsequent monitoring and control purposes, a
major challenge is the availability of methods for
image analysis that need to be not only tolerant of the
quality of on-line images, but also accurate, fast and
robust. A literature survey of the various techniques
and tools led to the same conclusion as Patience??
had come to, i.e. that the existing methods do not
work effectively for the on-line images obtained from
crystallisation reactors. Images of slurries with parti-
cles suspended in a solution are much more complex
than images of purely solid particles, and the major
challenges lie in the fact that the slurries in a stirred
reactor are in continuous motion, and that the varia-
tion of the distance between the camera lens and the
particles captured in a snapshot makes the edges of
some particles more vague than others. In addition,
the light effect and temporal changes of hydrodynam-
ics within the reactor may lead to varied intensity in
the background.

As a result, and as part of the research, a new multi-
scale approach based on the Canny?” and wavelet
functions? 2% was developed which proved to be very
promising in extracting the crystals from the image
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backgrounds?® 2830, The image segmentation method
involves several steps: edge detection over two scales
(so called multi-scale), mathematical morphological
closing and opening to remove noises and small
objects, to ultimately obtain the segmented crystal
objects. Fig. 6 shows an example of analysing a poor-
quality image (to choose a low-quality image to
demonstrate the capability of the method). Fig. 7
shows the analysis results for images obtained using
the Malvern Instruments PVS830 and the PVM sys-
tem of Lasentec. The processing time for a typical
image with a resolution of 640x480 obtained by the
GSK system is between seven and ten seconds using
a PC of 2 GHz. No significant difference in processing
time was observed when analysing images from the
PVS830 with a resolution of 756 x548.

Following image segmentation, the next step is to
classify the shapes and extract morphological data3?,
The shape can be defined by the object features that
maintain invariance under similarity transformations,
the transformations including rotation, translation and
size scaling®? %,

There are two major groups of methods for the use
of descriptors to represent a shape. The first group
includes techniques that provide a detailed represen-
tation and preserve information of the object bound-
ary and thus can enable reconstruction of the original
shape from the descriptor values. These types of
descriptors usually consider a shape as being a peri-
odic mathematical function which can be represented,
for example, as an expansion or as a high-order poly-
nomial. The second group includes global shape
descriptors which can also be used to characterise the
region boundary, albeit not preserving details of the
original shape for reconstruction. These types of
descriptors include, for example, critical distances,
ratios or shape factors. For the latter, we use the soft-
ware of a PVS830 imaging system from Malvern
Instruments Ltd. to make the calculations, which give
the key shape descriptors, while for the former, we
use Fourier descriptors.

An extensive review on shape description tech-
niques was made by Zhang and Lu®¥. They concluded
that Fourier descriptors based on spectral transforms
provide robust performance, accuracy, compact fea-
tures and low computation complexity, as well as
being the most promising method to overcome noise.
Fourier descriptors have been used by several re-
searchers for the contour analysis of particles® %9,
This technique is popular due to its invariance under
two-dimensional transformations, i.e. rotation transla-
tion and scaling, and its ability to describe a region
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Fig. 6 The segmentation method applied on a sample in-situ image with highly irregular pixel intensity. (a) Original image, (b) edges detected
at the first scale, (c) edges detected at the second scale, (d) edges of first and second scales, () morphological closing on image (d), (f)
region-filling on image (e), (g) morphological opening on image (f), (h) segmented particles after removing those with less than 200
pixels from image (g), (i) segmented particles with the original grey-scale intensity superimposed

boundary in detail, preserving shape information for
reconstruction. The calculated Fourier shape descrip-
tors were then used by a shape classification algo-
rithm, the adaptive resonance theory (ART2)%"3® for
classification purposes. ART2 is a neural network that
adopts a learning mechanism that is both unsuper-
vised and recursive. Since it is unsupervised learning,
unlike back propagation neural networks that require
training using pairs of predefined shape clusters and
descriptors®®, ART2 automatically determines the
number of clusters and the assignment of data pat-

KONA No.23 (2005)

terns in a way that patterns in a cluster are more simi-
lar than those in a different cluster. The recursive
learning feature is a mechanism that can continuously
update the knowledge with new data available, with-
out corrupting the existing knowledge already
learned using previous data and without the need to
make up the new data with previous data for re-train-
ing or re-learning, also very important for on-line use
(in some literature it is called incremental learning).
Being recursive is extremely useful for on-line use
since new data are continuously made available.
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Fig. 7 Examples of analysis results for image obtained using
PVS830 of Malvern Instruments, (a) and (b); and using
PVM of Lasentec, (c) and (d). Fig. 7 (a) is by courtesy of
Lasentec'®

The methodology for image segmentation, descrip-
tor calculation and shape recognition was applied to
the on-line raw images obtained during cooling crys-
tallisation of (L)-glutamic acid. The number and vol-
ume of the crystals captured in the frame over a fixed
time interval were used to estimate the number and
volume fractions between the two polymorphs, alpha
and beta.

For estimation of the ratios between the prismatic
and needle shapes, each time point in Fig. 8 and 9
represents 60 images taken in the last 10 minutes.
Fig. 8 shows the relative percentage of the number
of the two polymorphic forms, alpha and beta, plotted
against time, from crystallisation onset throughout
the polymorphic transition. The trends illustrate that
the number of crystals with prismatic alpha shape
became a minority at around 30 minutes from crys-
tallisation onset. This type of chart is very useful to
process engineers and operators to obtain the quanti-
tative information about the polymorphic transitions
inside the reactor. Due to the natural progress from
onset through growth of the crystals, images of the
first instants during onset contain only a few crystals
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Fig. 8 2-D crystal polymorphic transition charts in number per-
centage for the polymorphs alpha and beta. Each point
represents the previous ten minutes. (Onset at t=0)
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Fig. 9 2-D polymorphic transition for the polymorphs alpha and
beta. Each point represents the previous ten minutes.
(Onset at t=0)

compared to images of subsequent stages. As a
result, clearer and less fluctuating shape trends are
obtained as the time progresses and the amount of
crystals detected increases. Nevertheless, the broad
features of the polymorphic transformation are still
evident through detecting the changes in crystal
shape.

Due to the differences in particle size, a volume
fraction can provide a better idea of the amount of
compounds in solid state with a particular shape. The
crystal shape patterns in volume fraction based on
the last ten minutes is shown in Fig. 9. It is worth
noting that in the volume fraction plot, the crossing-
over is observed earlier than in the number fraction
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alpha-form, still constitute the majority.

The dynamic change in crystal shape can also be
depicted in Fig. 10, which illustrates the values of
shape roundness of alpha- and beta-form crystals as
crystallisation in the reactor progresses. Each point
represents a single crystal, and its corresponding
roundness value can be read from the vertical axis.
As expected, alpha-form crystals have higher values
of roundness, while beta-form crystals have low
roundness values, and the crystals are clearly sepa-
rated into two clusters due to the difference in round-
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Fig. 10 Evolution of roundness values for the crystal shapes
detected as alpha and beta forms
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ness values, with the upper cluster representing
alpha-form crystals and the lower cluster correspond-
ing to beta. The plot reveals that at the very early
stages of crystallisation, many more crystals have
high roundness values than low roundness values, a
reflection of the fact that there are more alpha- than
beta-form crystals. As time progresses (accompanied
with reactor cooling), more crystals have low round-
ness values (beta-form), and few have high roundness
values (alpha-form), indicating the transition from
alpha- to beta-form.

Fig. 11 (a) and (b) show the evolution of length,
width and equivalent diameter of the crystals for
alpha- and beta-forms, respectively. For both cases, a
clear relationship is observed between the patterns of
crystal length and width. Nevertheless, differences
can be observed. For instance, the beta-form crystals
show a low difference in crystal width from the first
to the last minutes, whereas the crystal length values
rise from around 110 um with more pronounced fluc-
tuations to values of nearly 250 um during the period
of phase transition. In contrast, for the alpha-form
crystals, although there are also differences in the
crystal length and width patterns, they present more
similarities compared with the needle-shaped crys-
tal patterns. This reflects the actual differences in
growth rate for the different crystallographic faces. In
the beta-form crystals, the [101] crystallographic face
clearly has a predominant growth rate compared with
the other faces of the crystals, therefore leading to
the characteristic needle shape. The crystal habit of
the alpha-form, on the other hand, maintains the pris-
matic ratio as a result of similar growth rates of the
crystallographic faces.

120 + Length |
s Mean Diameter
A Width

N

*4
-
40 T T T T
0 10 20 30 40 50
time (min)
(b)

Fig. 11  Evolution of morphological parameters for the crystal shapes detected as (a) beta and (b) alpha forms

KONA No.23 (2005)

7

|/
I

A‘}
%)

D

I’"'f



\(\O

a0
.
In coatggstépﬁgther on-line techniques for measur-

in éh@crdcs?ail size that can only provide a value simi-
@ﬁ} tg@he equivalent diameter, the present monitoring

$?~ ch?ﬁrts obtained from image analysis show the trends

of changes in crystal size in more detail. For instance,
in our studies, the image analysis results make evi-
dent that oscillations in crystal size in needle-shaped
crystals mainly correspond to crystal length with
minor changes in crystal width, whereas the morpho-
logical dimensions of the prismatic crystals oscillate
with similar trends.

Crystal Growth Rates and Kinetics

The information obtained from imaging and image
analysis was also used to estimate the crystal growth
rates®). This was conducted for cooling (0.1°C/min)
crystallisation of LGA which produced needle-shaped
B LGA. As an example, Fig. 12 shows the mean val-
ues of length along with supersaturation, temperature
and turbidity. Each point is the average of the previ-
ous 60 seconds containing 300 images. Table 2 gives
growth rate values estimated for both the length and
width, and the literature result for the same chemical.

Comparing the estimated growth rate values with
the literature, the growth rates of different faces of
beta-form crystals of glutamic acid have been investi-
gated previously by Kitamura and Ishizu®® using the
single crystal method. The literature reported that
the growth rate value at the relative supersaturation
of 0.5 is lower compared with the values obtained
here in the same direction, the crystal length, in the
supersaturation range from 0.47 to 0.51. This differ-
ence is consistent with the difference in temperature.
Clearly, higher growth rates are obtained at higher
temperatures. Other factors within the crystalliser
vessel are also associated such as the existing hydro-

dynamics or collisions that promote crystal surface
dislocations which enhance the growth, compared
with the conditions of measurement in a single crys-
tal. Although it is expected that at higher tempera-
tures the values of growth rate will also be higher, it is
observed in Table 2 that, for length, the growth rate
tends to increase under the (simultaneous) effect of
supersaturation increase.

Kitamura and Ishiza®? also reported that for the
width, the growth rate was too small to be measured.
Here, the measurements of crystal width involve a
combination of the faces and the estimated growth
rates for the width are 4 to 6 times smaller than those
for the crystal length.

The capability to measure crystal growth rates
could, in principle, be used in the estimation of para-
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Table 2 Estimated growth rate values for length and width of needle-shaped crystals

Temperature average, Relative supersaturation Length growth rate Width growth rate
T (°C) 0=S-1 R.Xx108 (m/s) RwXx10° (m/s)
68.34 0.471 2.440 5.575
68.18 0.478 2.561 5.838
68.01 0.485 3.136 5.852
67.84 0.492 2.837 6.044
67.68 0.502 2.997 5.526
67.51 0.512 2.995 5.019
25 0.5 1.3* (literature3?) -
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me%@;s?ago@ated to the Kinetics of growth, in this
ga?e g@ge analysis providing the possibility of esti-
Oﬂ* @ating the kinetics in different morphological direc-
ions of the crystals. Here, although the conditions
are of cooling temperature, it is tempting to try to
fit the growth rates obtained from imaging data to a
kinetic model. Due to the low relationship found
between width growth rates and supersaturation it
was considered that for the case of width, it would not
lead to a sensible estimation. Therefore, only the esti-
mation of kinetic parameters associated with the crys-
tal length was attempted.
To estimate the parameters, that is the growth
kinetic constant k and the order n, a semi-empirical
kinetic model was used

R=ko"

which can be re-written in logarithmic form to esti-
mate the parameters from a linear regression (Fig. 13)

InR=nInc+Ink

Strictly speaking, the value of k is dependent on tem-
perature following the Arrhenius equation*®. Here,
although the variation of temperature is relatively low
for the studied points, the estimation was made above
all to investigate the potential of using imaging in the

—0.76 —0.74 —0.72 -0.7 —0.68 —0.66
T T T T —17.25

X 4 -173

1 —17.35

1 —-174

Ln Ry

4 —17.45

1 —17.5

—17.55
Lno

Fig. 13  Data plot for the estimation of kinetic parameters, k and
n, of growth in crystal length (r?=0.95). The arrow indi-
cates an outlier

|/
T

~
\

estimation of growth kinetics, with the possibility of
using the technique in future research in isothermal
experiments. Table 3 summarises the obtained val-
ues.

Looking at the obtained value of the exponent, the
estimation suggests that the growth in length is close
to a dislocation controlled BCF mechanism. However,
one needs to bear in mind that the semi-empirical
kinetic model used is in fact describing the growth in
the direction of a (100) face, which for this particular
morphology is non-existent. The growth in the crystal
length is mainly driven by the {101} family of faces,
being aware of the existence of an angle between the
growth rate in length and the growth rate of the (101)
face. Due to the rotation of the crystals in the three-
dimensional space in the solution, it is difficult to pro-
vide a precise estimation of the growth rates for the
face (101), R01), Which would be given by the equa-
tion

R(lol) = RL cos 36° (63)

Nevertheless, for the crystal morphology of the
beta-form crystals, it is reasonable to assume that the
growth rate in length is very close to the growth rate
of the faces {101}.

The present results are encouraging. They clearly
show that in the current state, the technique can pro-
vide a very close approximation of the growth rates
and Kinetics associated to some particular crystal
faces. And they also show that if the rotation of the
crystal in the solution can be quantified, the results
provided by the imaging technique can lead to estima-
tion of the same parameters of crystal growth of
facets with high accuracy.

The Camera Model: Integration of Imaging and
Crystal Morphology Modelling

The integration of crystal morphological model-
ling with in-situ shape measurement using on-line
microscopy provides a potentially useful instrument
for crystallisation study, for example, for validation of
morphology prediction models, for constructing 3-D
shapes from on-line 2-D images, as well as for classifi-
cation of the polymorphic and morphological forms.

Table 3 Estimated kinetic parameters of growth in length for needle-shaped beta-form crystals

Temperature range (°C) Relative supersaturation, o

Kinetic growth constant, kx107 (m/s) Kinetic order n

67.51<T<68.34 0.471< <0512

1.761 2.61
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An appa@%h gai?\?he integration called camera model
Wi f%pgs@bl by Li et al***?, It involves a means of

@%n%@a{rng a library of 2-D images through rotating a

$?~ ?,-DA crystal in the multidimensional space, and a

method for matching the 2-D images in the library to
those 2-D images obtained on-line.

The first step involves generating a 2-D library by
rotating the 3-D crystals, which can be explained
using Fig. 14. If the camera is placed at a point on
the X axis, as shown in Fig. 14, the rotation around X
axis will not result in different 2-D shapes, but only
change the orientations of the same 2-D shape. As a
result, the rotation around the X axis can be ignored.
Since the crystal is a facetted object, when rotating
around an axis, either Y or Z, from one angle to
another at a very small step, for example, around the
Y axis, the 2-D shapes corresponding to the two posi-
tions may only change in a very minor way. Fig. 15
shows some 2-D shapes when rotating a crystal at dif-
ferent angles, i.e. 1°, 2°, 3°, 4°,5°, 6°, 7°, 8°, 9°, 10°,
and 11° around the Y axis, from which it is clear that
even when rotating the crystal 11° from the initial
position, the 2-D shape does not change very much.
This means that the number of 2-D shapes with a sig-
nificant difference to each other is limited. Here, the
words “significant difference” though are vague, and
can be defined by the users. For instance, it can be
defined as that as long as the number of edges in
the projected 2-D images changes (increases or
decreases), then it is considered a new 2-D image
with a significant difference from its last image. It is
worth pointing out that the minimum degree at which
the crystal needs to rotate is dependent on the com-
plexity of the 3-D crystal and the initial position of
rotation.

Two methods of rotation can be used. One approach
is to use a constant rotation angle to continuously
rotate the crystal. In this case, the value of the angle
must be small enough so that the similarity distance
between two 2-D shapes corresponding to any two
neighbouring orientations is smaller than a prede-
fined threshold value. An alternative approach of rota-
tion is to use variant rotation angles. In this approach,
when rotating the crystal around an axis from one
position to the next, the angle between the two posi-
tions is chosen so that the similarity distance of the
two 2-D shapes corresponding to the two positions is
larger than a threshold value sd; and smaller than
another threshold value sd, (sd;<sd,). The advantage
of this rotation method is that it can reduce the size of
the 2-D image library generated.

Fig. 16 shows some examples of 2-D images gen-
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-’ Camera position

Fig. 14  Crystal rotation method

0° 1° 2° 3°

4°

5o 6° 7°
8° 9° 10° 11°

Fig. 15

2D shapes obtained through rotating a crystal at differ-

ent angles

Fig. 16

Some image examples in the generated image library
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era <?in g‘[@rary. Fig. 17 shows an example of on-
éinr@ ig({@és which has undergone the segmentation
edure. Table 4 shows the identification of crys-
\‘\\als in Fig. 17 by matching the 2-D crystals with those
in the 2-D library generated by the camera model.

Fig. 17 Segmented on-line crystal images

Table 4 The image matching results for crystals of Fig. 17

Final Remarks and Future Work

In the past, pharmaceutical manufacturers have
been hesitant to introduce new equipment, instruments
and control techniques due to regulatory uncertain-
ties which could lead to longer approval times and
high costs*. As part of the FDA initiative to encourage
innovation and efficiency of manufacturing process
design and control and quality assurance*’, the
Process Analytical Technology (PAT) framework*® is
an important move decided on jointly by the regula-
tory authority and the industry, which could poten-
tially lead to a revolutionary change in the manufacture
of pharmaceuticals that requires all materials proper-
ties including concentration, size, shape, morphology
and surface properties of feedstocks, intermediates
and products at nano-, micro- and macro-scales, to be
measured on-line or at-line. In addition, the measure-
ments will not only be used for display purposes, but
will also be analysed using advanced sensor and PAT
data mining techniques to gain a fundamental un-
derstanding of the process and product behaviour

Online Images Retrieved Reference Similarity Distance Polymorph
o’ BetaM042182 1.40 B
F
. BetaM112182 1.44 B
\ BetaM112358 1.48 B
BetaM280330 0.88 B
I "f BetaM104030 0.89 B
BetaM284330 0.96 B
AlphaM176054 0.87 a
AlphaM356126 0.88 a
AlphaM176234 0.88 a
i BetaM022228 0.46 B
BetaM022048 0.51 B
BetaM320134 0.52 B
AlphaM356018 0.65 a
AlphaM354198 0.68 a
AlphaM004016 0.68 a
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Fig. 18 A 200 litre pilot plant donated by AstraZeneca is being installed which will be used in the scale-up study.

needed to achieve product quality control and assur-
ance.

The results presented in this paper demonstrate
that the integration of advanced on-line imaging sen-
sors and multi-scale image analysis techniques pro-
vides great potential for implementing real-time
techniques to manipulate the crystal growth and con-
trol the morphology of crystals. The work also can
potentially lead to full integration of morphology mod-
elling, measurement, control and optimisation tech-
niques. The work reported in this paper was obtained
with a laboratory-scale reactor. In the future, it is
planned to extend the study to an industrial-scale 200-
litre reactor (Fig. 18) donated by AstraZeneca which
is being installed in the pilot plant of the Institute of
Particle Science and Engineering, at the University of
Leeds.

Acknowledgements

This work has been carried out as part of Chemi-
cals Behaving Badly, a collaborative project funded by
the UK Engineering and Physical Sciences Research
Council (GR/R43860, GR/R43877) together with sup-
port from an industrial consortium including ANSYS
Europe Ltd., AstraZeneca, Bede Scientific Instru-
ments Ltd., British Nuclear Fuel Limited, Clairet Sci-
entific Ltd.,, GlaxoSmithKline, HEL Ltd., Malvern
Instruments Limited, Pfizer and Syngenta. The acade-
mic partners are Leeds, Heriot-Watt and Newcastle

82

universities. We gratefully acknowledge all these
sponsors and all members of this academic/industrial
team and the industrial coordinator of the project,
Professor L.J. Ford. We would like to extend our
thanks to Duncan Roberts, David Watson and Rob
Norris from Malvern Instruments Ltd., who provided
the PVS830 system on loan for the study, and to
GlaxoSmithKline for providing the imaging system,
particularly Kevin Jennings, Mike Wilkinson, Kaz
Wood-Kaczmar and David Lee at GSK. The second
author acknowledges the Council of Science and
Technology in Mexico (CONACYT) for providing the
PhD scholarship. The first author thank Malvern
Instruments Ltd. for sponsoring his readership. New
research is being conducted under the support of
EPSRC (EP/C009541) and Malvern Instruments Ltd.

References

1) Nagy Z.K., Chew JW., Fujiwara M., Braatz R.D..
ADCHEM — 7th International Symposium on Advanced
Control of Chemical Processes, IFAC, Hong Kong,
2004.

2) Dunuwila D.D., Berglund K.A. 1997. ATR FTIR spec-
troscopy for in situ measurement of supersaturation. J
Cryst Growth 179(1-2):185-193.

3) Gron H., Borissova A., Roberts K.J. 2003. In-process
ATR-FTIR spectroscopy for closed-loop supersaturation
control of a batch crystallizer producing monosodium
glutamate crystals of defined size. Ind Eng Chem Res
42(1):198-206.

KONA No.23 (2005)

[/
¥

A“
3

[



\(\O

<

Q>

N
&®
.
4) '@gka@iég T., Fujiwara M., Patel S., Braatz R.D. 2001.
" concentration prediction using chemometrics

¢
0@ \$®&ld ATR-FTIR spectroscopy. J Cryst Growth 231(4):
N

534-543.

5) Ono TtH, J.H., Jansens, P.J. 2004. Quantitative measure-
ment of the polymorphic transformation of L-glutamic
acid using in-situ Raman spectroscopy. Cryst Growth
Des 4(3):465-469.

6) Mougin P, Thomas A., Wilkinson D., White G., Roberts
K.J., Herrmann N., Jack R., Tweedie R. 2003. On-line
monitoring of a crystallisation process. Aiche J 49(2):
373-378.

7) Hukkanen E.J., Braatz R.D. 2003. Measurement of parti-
cle size distribution in suspension polymerization using
in situ laser backscattering. Sens Actuator B-Chem
96(1-2):451-459.

8) Ruf A., Worlitschek J., Mazzotti M. 2000. Modeling and
experimental analysis of PSD measurements through
FBRM. Part Part Syst Charact 17(4):167-179.

9) Barrett P. 2002. In-situ monitoring of crystallisation

processes. Department of Chemical Engineering, ed.:

PhD thesis, University College Dublin, Ireland.

Barrett P, Glennon B. 2002. Characterizing the me-

tastable zone width and solubility curve using lasentec

FBRM and PVM. Chem Eng Res Des 80(A7):799-805.

11) Gron H., Mougin P, Thomas A., White G., Wilkinson

D., Hammond R.B., Lai X.J., Roberts K.J. 2003. Dy-

namic in-process examination of particle size and crys-

tallographic form under defined conditions of reactant
supersaturation as associated with the batch crystallisa-
tion of monosodium glutamate from aqueous solution.

Ind Eng Chem Res 42(20):4888-4898.

Clydesdale G., Roberts K.J., Docherty R. 1996.

HABIT95 — A program for predicting the morphology

of molecular crystals as a function of the growth envi-

ronment. J Cryst Growth 166(1-4):78-83.

13) Accelrys webpage, http://www.accelrys.com/

14) Liang J.K. 2002. Process scale dependence of L-glutamic
acid batch crystallised from aqueous solution in relation
to reactor internals, reactant mixing and process condi-
tions. Department of Chemical Engineering, ed.: PhD
thesis, Heriot-Watt University, UK.

15) Ma Z.H., Merkus H.G., de Smet J., Heffels C., Scarlett
B. 2000. New developments in particle characterization
by laser diffraction: size and shape. Powder Technol
111(1-2):66-78.

16) Ma Z.H., Merkus H.G., Scarlett B. 2001. Extending laser
diffraction for particle shape characterization: technical
aspects and application. Powder Technol 118(1-2):180-
187.

17) Yamamoto H., Matsuyama T., Wada M. 2002. Shape dis-
tinction of particulate materials by laser diffraction pat-
tern analysis. Powder Technol 122(2-3):205-211.

18) Mougin P. 2001. In situ and on-line ultrasonic attenua-
tion spectroscopy for particle sizing during the crys-
tallisation of organic fine chemicals. ed.: PhD thesis,
Heriot-Watt University, UK.

19) Mougin P, Wilkinson D., Roberts K.J. 2002. In situ mea-

10

~

12

~

KONA No.23 (2005)

surement of particle size during the crystallisation of
L-glutamic acid under two polymorphic forms: Influ-
ence of crystal habit on ultrasonic attenuation measure-
ments. Cryst Growth Des 2(3):227-234.

20) Patience D.B., Rawlings J.B. 2001. Particle-shape moni-
toring and control in crystallisation processes. AIChE J
47(9):2125-2130.

21) Patience D.B. 2002. Crystal engineering through parti-
cle size and shape, monitoring, modeling and control.
ed.: PhD thesis, University of Wisconsin-Madison, USA.

22) Wilkinson M.J., Jennings K.H., Hardy, M. 2000. Non-
invasive video imaging for interrogating pharmaceutical
crystallisation processes. Microscopy and Microanaly-
sis 6(2):996-997.

23) Wilkinson M.J., Jennings K.H., Plant R., Logan R,
Drayson B. Particulate Systems Analysis-2003,
Harrogate, UK, 2003.

24) Calderon De Anda J., Wang X.Z., Lai X., Roberts K.J.,
Jennings K.H., Wilkinson M.J., Watson D., Roberts D.
2005. Real-time product morphology monitoring in crys-
tallisation using imaging technique. AIChE J 51(5):1406-
1414.

25) Calderon De Anda J. 2005. Real-time particle mor-
phology monitoring in crystallisation using on-line
microscopy imaging and image analysis. Institute of
Particle Science and Engineering, Leeds: PhD thesis,
University of Leeds.

26) Malvern Instruments Ltd., http://www.malvern.co.uk/.

27) Canny J. 1986. A computational approach to edge detec-
tion. IEEE Trans Patt Recog and Mach Intell 36:961-
1005.

28) Chen J., Wang X.Z. 2005. A wavelet method for analysis
of droplet and particle images for monitoring heteroge-
neous processes. Chem Eng Commun 192(4):499-515.

29) Wang X.Z., Chen B.H., Yang S.H., McGreavy C. 1999.
Application of wavelets and neural networks to diagnos-
tic system development, 2, an integrated framework and
its application. Comput Chem Eng 23(7):945-954.

30) Calderon De Anda J., Wang X.Z., Roberts K.J. 2005.
Multi-scale segmentation image analysis for the in-
process monitoring of particle shape with batch crys-
tallisers. Chem Eng Sci 60(4):1053-1065.

31) Calderon De Anda J., Wang X.Z., Lai X., Roberts K.J.
2005. Classifying organic crystals via in-process image
analysis and the use of monitoring charts to follow poly-
morphic and morphological changes. Journal of Process
Control 15(7):785-797.

32) Kindratenko V.V. 2003. On using functions to describe
the shape. J Math Imaging Vis 18(3):225-245.

33) Abbasi S., Mokhtarian F. 2001. Affine-similar shape
retrieval: Application to multiview 3-D object recogni-
tion. IEEE Trans Image Process 10(1):131-139.

34) Zhang D., Lu G. 2004. Review of shape representation
and description techniques. Pattern Recognition 37(1):
1-19.

35) Xu K., Luxmoore A.R., Deravi F. 1997. Comparison of
shape features for the classification of wear particles.
Eng Appl Artif Intell 10(5):485-493.

83



<
\@P

S

.

36) Ber @;gM'@Jé? B., Rohani S., Pons M.N., Vivier H,,

u'ﬁd%(i@s. 1997. Classification of crystal shape using

“QQF fer descriptors and mathematical morphology. Part

rt Syst Charact 14(4):193-200.

37) Carpenter G.A.G., S. 1987. ART2: self-organisation of
stable category codes for analogue input patterns.
Applied Optics 26:4919-4930.

38) Wang X.Z., Chen B.H. 1998. Clustering of infrared spec-
tra of lubricating base oils using adaptive resonance
theory. J Chem Inf Comput Sci 38(3):457-462.

39) Kitamura M., Ishizu T. 2000. Growth Kinetics and mor-
phological change of polymorphs of L-glutamic acid. J
Cryst Growth 209(1):138-145.

40) Mullin J.W. 2001. Crystallisation. 4th edition ed., USA:
Butterworth-Heinemann.

41) Li R.F, Thomson G.B., White G., Calderon De Anda J.,
Wang X.Z., Roberts K.J. 2005. A methodology for inte-
gration of morphological modeling and in-situ shape

measurement using on-line microscopy in pharmaceuti-
cal crystallisation. AIChE J., in press.

42) Li R.F, Thomson G.B., White G., Calderon De Anda J.,
Wang X.Z., Roberts K.J. 7" World Congress of Chemical
Engineering, Glasgow, Scotland, July 2005.

43) Narhi M., Nordstrom K. 2005. Manufacturing, regula-
tory and commercial challenges of biopharmaceuticals
production: a Finnish perspective. European Journal of
Pharmaceutics and Biopharmaceutics 59:397-405.

44) FDA 2004. Department of Health and Human Services,
Pharmaceutical cGMPs for the 21st century — a risk-
based approach final report. http://wwwfdagov/cder/
gmp/gmp2004/GMP_fi-nalreport2004htm.

45) FDA 2004. Department of Health and Human Services,
Guidance for Industry: PAT — a framework for innova-
tive pharmaceutical development, manufacturing, and
quality assurance. http://wwwfdagov/cder/guidance/
6419fnlhtm.

Author’s short biography

X.Z. Wang

Dr Xue Z. Wang is the Malvern Reader in Intelligent Measurement and Control in
the Institute of Particle Science and Engineering, School of Process Environmental
and Materials Engineering at the University of Leeds. His research focuses on the
investigation of advanced mathematical, knowledge-based as well as data-driven
techniques in order to exploit the potential for improved process performance
offered by the integration of on-line measurement, control and information sys-
tems. The most recent research projects can be grouped into the three areas:
process sensor and PAT data mining, on-line PAT measurement and control for
particulate products at micron, sub-micron and nano-scale, and eco-toxicity predic-
tion of mixtures of chemicals using quantitative structure — activity relationships
and data mining.

J. Calderon De Anda

Jorge Caderon De Anda received his PhD degree in 2005 from the Institute of Par-
ticle Science and Engineering, School of Process Environmental and Materials
Engineering at the University of Leeds. His PhD thesis is entitled ‘Real-time parti-
cle morphology monitoring in crystallisation using on-line microscopy imaging and
image analysis’. His PhD work won the prestigious BNFL Peter Wilson Prize and
Medal in 2005.

84

KONA No.23 (2005)

-y i.
N

—

=

~
=

[

¢

e
2B
kg



X
=4

P
o

o
21
(|

¢
D

O :
&\@\\uthor’s short biography

Kevin J. Roberts

Professor Kevin J. Roberts is a Brotherton Professor of Chemical Engineering in
the Institute of Particle Science and Engineering, School of Process Environmental
and Materials Engineering at the University of Leeds. His research interests are
directed towards understanding, predicting and manipulating the properties of
solid-form chemical products, and the interfaces associated with their formation,
when operating under realistic thermodynamic conditions of temperature and pres-
sure. This synergistic perspective encompasses both theoretical and experimental
studies, integrated within a strong underpinning molecular engineering frame-
work, associated with both fundamental and strategic research programmes, with
the latter involving substantial industrial collaboration and support.

R.F. Li

Dr Ruifa Li is currently a postdoctoral research fellow in the Institute of Particle
Science and Engineering, School of Process Environmental and Materials Engi-
neering at the University of Leeds, working on a project funded by EPSRC. His
research interests include multivariate statistical process control, data mining and
crystal morphology modelling.

G.B. Thomson

Dr Gillian Thomson is an ExxonMobil Fellow and lecturer in the Department of
Chemical Engineering, School of Engineering and Physical Sciences, Heriot-Watt
University, whose research is directed towards molecular modelling, crystallisa-
tion and process analytics.

G. White

Dr Graeme White is a lecturer in the Department of Chemical Engineering, School
of Engineering and Physical Sciences, Heriot-Watt University. His research inter-
ests are in computational fluid dynamics, crystallisation and crystal morphology
modelling.

KONA No.23 (2005)

85



@
\O
&,

Aerggé?gp"f’%ilor-made Carriers for Immediate and Prolonged Drug Release’

I. Smirnova?, S. Suttiruengwong and W. Arlt
Chair for Separation Science & Technology
Friedrich-Alexander-Universitat Erlangen-Ndrnberg*

Abstract

The potential of inorganic polymeric materials — silica aerogels — as tailor-made drug carriers is
discussed. It is shown that the dissolution rate of poorly soluble drugs can be significantly changed
through the adsorption on silica aerogels. Adsorption takes place in supercritical CO, and allows dis-
tribution of the drugs inside the aerogel matrix on the molecular level. The drug concentration in the
aerogel is explicitly determined by the temperature, bulk concentration of the drug in the supercriti-
cal phase and the properties of the aerogel (density, pore size distribution and surface area). The
release rate of the drug depends on the hydrophobicity of the aerogel. In the case of hydrophilic aero-
gels, an extremely fast release — even compared with nanocrystals — of drugs is achieved, which is
especially advantageous for poorly water-soluble drugs. Hydrophobic aerogels exhibit a slower release

which is governed by diffusion.

In addition, the possibility of generating organic microparticles inside the pores of the aerogels by
precipitation from supercritical solutions is discussed.

Key words: Aerogels, Drug carriers, Adsorption, Supercritical fluid

Introduction

Aerogels are low-density solid materials with a fine,
open-pore structure. An aerogel is composed of indi-
vidual primary particles only a few nanometres in size
which are linked in a three-dimensional structure.
This microstructure causes characteristic properties
of aerogel materials: fine pores (5—100 nm), very
high surface areas (200—1000 m?/g) and low densi-
ties (0.003—0.15 g/cm?). Aerogels can be synthesized
from silicon oxide (silica aerogels), and also from dif-
ferent organic and inorganic precursors, for example
titanium oxide, aluminium oxide, carbon, gelatine, etc.
Silica aerogels are usually synthesized by hydrolysis
and the subsequent condensation of tetraalkylorthosil-
icates. The condensation leads to the formation of a

T Accepted: August 19, 2005
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gel phase. To convert a gel into an aerogel, the sol-
vent is removed by extraction with supercritical CO,
or by the direct conversion of the solvent in supercrit-
ical state in order to prevent the structure collapse
caused by capillary forces [Fricke 1986]. The chem-
istry of aerogel materials is relatively flexible: their
pore size and surface area can be tailored during the
synthesis by changing the solvent and catalysts [Rao
et al. 1993, Pajonk 1998, Stolarski et al. 1999]. Fur-
thermore, different functional groups can be imple-
mented in the structure of silica aerogels by surface
modification or by reaction during sol-gel processes
[Husing and Schubert 1997, Husing et al. 1998]. The
hydrophobicity of silica aerogels varies from com-
pletely hydrophilic aerogels, whose structure col-
lapses immediately in water, to hydrophobic samples,
which float on water for many hours without being
wetted.

The combination of an extensive range of unusual
solid material properties enables the application of
aerogels in many different areas of technology.
Overviews about already existing and potential appli-
cations of aerogels were given by several authors
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[Sc m?dtoaﬁ@ Schwertfeger 1998], [Rolison et al.
@0@1 {Pajonk 2003], [Akimov 2003]. At present, an

oﬁ“ i\g&rest has grown in the field of aerogel applications

in life sciences. The high porosity of aerogels can be
exploited to incorporate pharmaceuticals and biomol-
ecules as was done for other sol-gel materials (e.g.
xerogels). Silica aerogels are especially suitable for
this purpose, since they are chemically inert and not
harmful to the human body. The high temperature
resistance of silica aerogels (up to 500°C) allows
sterilization by high temperature according to the
requirements of pharmaceutical products. Biocatalysis
with a lipase enzyme represents one of the advanced
silica aerogel research studies. It was shown that the
catalytic activity of several non-specific lipases in lig-
uids and supercritical media could be significantly
improved by the in-situ encapsulation of an enzyme
into the silica aerogel during the sol-gel process
[Buisson et al. 2001, El Rassy et al. 2004, Novak et al.
2003]. The immobilization of three further enzymes
(PGA, thermolysin and chymotrypsin) in silica aero-
gels was also demonstrated by Basso et al. (2000).
Recently, it was shown that proteins (cytochrom c)
can be stabilized in an aerogel matrix using the so-
called “nanogluing” [Wallace et al. 2003, Wallace et al.
2004], which implies the formation of a stable protein
superstructure around gold nanoparticles. The result-
ing composites show better stability at a greater
range of temperatures than previously reported for
biocomposite xerogels, and exhibit extremely rapid
sensing of the compounds in the gas phase [Wallace
et al. 2004]. The principal application of silica aerogels
as biosensors was demonstrated by the encapsulation
of bacteria Escherischia coli and the subsequent use
of the doped aerogel as an aerosol collector to detect
bacteriophages [Power et al. 2001]. The high adsorp-
tion capacity of silica aerogels allows their use for
adsorption of pharmaceutical compounds. Since aero-
gels have an extremely large surface area, it is
expected that the drug dispersed or adsorbed in the
aerogel can obtain improved dissolution characteris-
tics. Both hydrophobic and hydrophilic silica aero-
gels were loaded with pharmaceuticals by means
of adsorption from corresponding liquid solutions
[Schwertfeger et al. 2001]. Ambient-dried aerogels
with a relatively high density (p>0.1 g/cm?®) were
used for this purpose. The authors mixed the aero-
gels with a solution of the target drug, allowed the
mixture to reach equilibrium and then filtered it to
get the loaded aerogel. The resulting powder was
dried and could be used as a drug delivery system
(DDS) [Schwertfeger et al. 2001]. Berg et al. (1995)

KONA No.23 (2005)

claim a similar procedure for the loading of organic
(resorcinol-formaldehyde) aerogels with testosterone
adipate and 5-fluorouracil. However, the adsorption of
drugs from liquid solutions leads to the partial col-
lapse of the aerogel structure, especially for hydrophilic
aerogels. To avoid this, two different methods can be
applied: loading aerogels with drugs during the sol-
gel process, as was done with enzymes and proteins
as described above, or replacing the liquid solution
by supercritical fluids to prevent shrinkage. Lee and
Gould (2001) loaded organic aerogels with the drugs
methadone and naltrexone by the co-gelling method
before supercritical drying. It was proposed to use the
resulting aerogel powder as a part of the aerosol for
inhalation since the low density of the product allows
the particles to be carried by the aerosol stream. It
was possible to incorporate 5-fluorouracil into resorci-
nol-formaldehyde aerogels in this way as well [Berg
et al. 1995]. Nevertheless, such a kind of loading
implies the stability of drugs at the sol-gel conditions
(reaction of drugs with chemicals used for sol synthe-
sis should be avoided). Since it cannot be guaranteed
in all cases, the second method, i.e. adsorption from
supercritical fluids, is worth investigating. Our group
has studied the adsorption of different drugs on sil-
ica aerogels from supercritical solutions and the sub-
sequent release of drugs [Smirnova et al. 2003 (a),
Smirnova et al. 2004, Smirnova and Arlt 2004]. It was
shown that this method allows a homogeneous distri-
bution of the drug in silica aerogel samples. The dry-
ing step which is needed if the loading is carried out
from liquid solutions is also avoided since CO, is
removed by simple pressure reduction. The use of
hydrophilic aerogels as drug carriers promotes the
very fast release of drugs [Smirnova et al. 2004]. For
one of the studied drugs, griseofulvin, it was demon-
strated that the release rate of the drug adsorbed
on aerogels is even much faster than that of drug
nanoparticles [Smirnova et al. 2005]. An additional
advantage compared with the nanoparticles is the fact
that the drug particles being adsorbed or crystallized
in the solid aerogel matrix have a lower tendency to
agglomerate and are better protected from the envi-
ronment. Thus silica aerogels not only allow achieve-
ment of a significant acceleration of the dissolution
rate of poorly soluble drugs, but they also increase
their stability. In this work, we demonstrate the possi-
bility of tailoring the release kinetics of drugs by the
properties of the aerogels. Two different methods
of loading aerogels with organic substances are de-
scribed: adsorption and crystallisation from supercrit-
ical solutions.
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" Sﬁica aerogels were produced using a two-step sol-

gel process. First, tetramethoxysilane (TMOS) was
mixed with methanol, water, and hydrochloric acid
in the ratio 1 mol TMOS:2.4 mol MeOH:1.3 mol H,O:
1075 mol HCI. After 30 min. of stirring, additional water
and ammonia solution were added, so that the follow-
ing molar ratio was obtained: 1 mol TMOS:2.4 mol
MeOH:4 mol H,0:10~° mol HCI:10~2 mol NH,OH.

The mixture was then diluted with acetonitrile and
poured into cylindrical moulds with a volume of 5 ml
and aged for 72 h. The amount of acetonitrile is calcu-
lated to ensure that a certain volume of the gel solu-
tion and thus the desired target density is achieved.
In order to dry the cylindrical gels, the autoclave was
previously filled with 60—80 ml of acetonitrile. The
gels were then transferred to the autoclave and the
solvent and pore liquid were extracted by supercriti-
cal CO; during 24 hours at 40°C and 100 bar. The
density of the resulting monolith silica aerogels was
calculated by weighing a sample and measuring its
volume. The surface area and pore size of the sam-
ples were determined by nitrogen adsorption (BET
method). The aerogels produced in this way were ini-
tially hydrophilic. For hydrophobization, silica aero-
gels were placed in a reactor and heated to 220°C.
Methanol vapour was passed through the reactor for
13 h. The resulting aerogels were extremely hydropho-
bic, and were able to float on water for several hours
without being wetted.

Loading of aerogels with drugs

To deposit a drug on a silica aerogel, a weighed
amount of the drug and an aerogel sample (0.1-0.2 g)
were separately wrapped in filter paper and placed in
an autoclave. Carbon dioxide was added until a desired
pressure was reached. The system was stored under
constant pressure and temperature until the adsorp-
tion equilibrium was reached (24—72 h). The CO,
was vented and the loaded aerogel samples were
weighed and milled in a porcelain mortar. To deter-
mine the drug concentration in the sample, a part of
the aerogel powder was dispersed in acetonitrile. The
solution was stirred for at least 60 min. to ensure com-
plete dissolution of the drug. The concentration of the
drug in acetonitrile was determined using UV-spec-
trometry (UV-V is spectrometer Specord 200, Ana-
lytic Jena). The results were additionally verified by
CHN elemental analysis. The drug concentration in
CO; in equilibrium was calculated as follows:
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mdrug initial ™ mdrug adsorbed

)

Cdrug— mdrug initial_mdrug adsorbed+mCOZ
where Mgy initial iS the amount of drug placed in the
autoclave, Mgryq adsorbed 1S the mass of drug adsorbed on
silica aerogels (as defined by UV and CHN methods),
Mco, is the mass of CO; in autoclave.

All samples were characterized by IR spectroscopy
and X-ray diffraction spectrometry. For IR measure-
ments, the samples were milled and compressed with
KBr in order to obtain thin homogeneous pellets. The
absorption spectra (600—4000 cm~?!) were recorded
by an IR Spectrometer “Magna System 750”. X-ray
diffraction patterns of the samples were obtained by
means of a Siemens D5000 powder diffractometer
with monochromated Cu Kol radiation, a flat silicon
sample holder, and a position-sensitive detector.

Investigation of drug release kinetics

The assembly for drug-release measurements was
designed according to the recommendation for the
dissolution test [FIP 1996]. It consists of a covered
glass vessel, a motor, a metallic drive shaft with a
six-bladed agitator, and a cylindrical basket. The
sample (drug crystals or loaded aerogel powder) was
weighed and placed in the basket. The amount of the
drug was chosen so that the final concentration was
equal to 10% of the maximal solubility of this drug in
0.1 N HCI (sink conditions). The basket was fixed on
the agitator and immersed into the vessel containing
900 ml of 0.1 N HCI at 37°C. The stirring speed was
100 rpm. Aliquots of 2 ml were withdrawn at predeter-
mined time intervals, filtered through a 0.45-um
nylon filter and analysed by UV-spectrometry.

Results and Discussion

Loading of aerogels with drugs

The loading of hydrophilic aerogels with different
drugs was studied. The maximal possible loading that
could be achieved by adsorption from a saturated drug
solution in supercritical CO, at given experimental
conditions (180 bar, 40°C) is presented in Table 1.
The concentration of every drug was chosen so that
the bulk CO, phase was saturated with the corre-
sponding drug. Aerogels with a density of 0.03 g cm~3
were used.

The loading of aerogels with drugs depends on dif-
ferent process parameters. One of the most important
is the concentration of the drug in the bulk phase
(supercritical CO,), which is limited by the solubility
of the drugs in supercritical CO,. In many applica-
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Tablgbl L )Qg of hydrophilic aerogels from saturated solutions

ot ) n(\'&n O, at 180 bar, 40°C

N

\&\QX\ Drug Loading of drug in aerogel [wt %]
Ketoprofen 30
Griseofulvin 6.3
Miconazol 60
Dithranol 4.4
Flurbiprofen 18
Ibuprofen 73

tions, a high loading of the carrier with the drug of
interest is important. As can be seen in Table 1,
hydrophilic aerogels can adsorb a relatively large
amount of ketoprofen, miconazol and ibuprofen. In
contrast, dithranol and griseofulvin show an extremely
low affinity for the aerogels because of their poor
solubility in the supercritical gas. There are several
methods that allow a higher solubility to be attained:
higher pressure can be used in order to reach a
higher CO, density and thus a better solubility; an
entrainer such as ethanol or acetone can also be
applied.

To observe the possible changes of the drug struc-
ture during the loading procedure, the identity of
the drugs was analysed using X-ray analysis and IR
spectroscopy. It was found that all drugs adsorbed
on silica aerogels exhibited an amorphous structure.
As an example, the XRD patterns of ketoprofen
(which exhibits a good adsorption on the aerogels)
and griseofulvin (poor adsorption on the aerogels)
adsorbed on silica aerogels are given in Fig. 1 in

7000

6000 A
2
S 5000
fel -
= 4000 - Silica aerogel
N
2 3000 ]
2 Ketoprofen-Aerogel formulation
£ 2000 -

1000 A Griseofulvin-Aerogel formulation

O T T T T T
10 20 30 40 50 60 70

2 Theta, degree

Intensity/Arb. units

comparison with the patterns of original drugs. Both
griseofulvin and ketoprofen show several diffraction
peaks typical for crystalline powder. In contrast, no
corresponding diffraction peaks could be found in
drug-aerogel formulations (the only peak, at 28 degrees
in all patterns, comes from the silicon sample holder),
leading to the conclusion that no crystallites of either
drug are present. Also, the SEM pictures taken for all
drug-aerogel formulations confirm this statement.
The amorphisation of ketoprofen was additionally
proven by IR spectroscopy [Smirnova et al. 2004].
The IR spectra of drug-aerogel formulations were
recorded and compared with that of the original
drugs in their crystalline form and of a simple mix-
ture of ketoprofen crystals and untreated silica aero-
gel powder (Fig. 2). The characteristic absorption
bands of ketoprofen (717, 1455 and 1655 cm~1) appear
in the spectra of drug-aerogel formulations (Fig. 2A).
Furthermore, all spectra show the acid dimer peak at
1697 cm~! and the peak at 1654 cm~! attributed to the
benzoyl carbonyl group [Florey 1981]. One can see
that the benzoyl carbonyl peak in the case of the aero-
gel formulation is broader and the acid dimer peak is
much smaller than the corresponding peaks in the
physical mixture (Fig. 2B). This is in agreement
with the results of Gupta et al. (2003), who observed
similar changes of the IR spectrum of ketoprofen
adsorbed on magnesium silicate. The corresponding
changes of the spectra are associated with the amor-
phisation of ketoprofen during the adsorption process
[Gupta et al. 2003]. Except for the changes caused by
amorphisation, no further changes in the IR spectrum
of ketoprofen and all other drugs after the loading
procedure were found. The chemical nature of the
respective drugs seems not to change during the

50000
40000 -
30000 -+
20000 -+ Ketoprofen
10000 -+
Griseofulvin
O T T T 1 1
10 20 30 40 50 60 70

2 Theta, degree

Fig. 1  X-ray diffraction patterns of a) silica aerogel and drug-aerogel formulations; b) crystalline ketoprofen and griseofulvin
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Fig. 2

loading. The long time chemical stability of the drugs
was evaluated for a period of 2 years, with no observed
changes in the X-ray patterns and IR spectra of the
drugs.

Not only the loading conditions, but also the proper-
ties of the aerogel itself influence the drug loading
and their further release from the aerogel matrix.
To prove this, one of the studied drugs, ketoprofen,
was adsorbed on different aerogel samples and both
adsorption and drug release processes were studied
as a function of the aerogel properties. The aerogels
were synthesized as discussed before and their prop-
erties are given in Table 2. A part of the aerogel
samples was hydrophobized before the adsorption
experiments took place. The corresponding samples
were labelled “S1pb-S4pb”. The structural properties
(density, pore size) were not significantly influenced
by hydrophobization.

Fig. 3 shows the BJH pore size distribution of aero-
gel samples. All samples show the presence of both
micro- and mesopores. In the mesoporous range, a

Table 2 Characteristics of silica aerogels

Wavenumber [cm~1]
B

IR spectra of silica aerogel and ketoprofen-aerogel formulation

broad distribution is found in aerogels S1 and S2 cen-
tred at approximately 40 nm and 35 nm, respectively,
whereas samples S3 and S4 have a narrow distribu-
tion centred at around 32 nm.

The adsorption of ketoprofen on these aerogel sam-
ples was studied at three different concentrations of
ketoprofen in the bulk phase. All other parameters
(pressure, temperature, loading time) were kept con-
stant. In order to get an idea of how the drug could
be arranged on the aerogel’s surface, the size of the
ketoprofen molecules was estimated by quantum
chemistry methods at 402.5 A? (Hyperchem pro-
gram). Taking into account BET surface areas of the
aerogel samples, the number of adsorption layers
could be estimated. Clearly, the real orientation of
drug molecules on the aerogel surface is unknown,
so the calculation made in this way is no more than a
rough estimate, but it helps to understand the adsorp-
tion process. An estimated monolayer calculated in
this way is given in all figures. As can be seen from
Fig. 4A, at a low bulk concentration of ketoprofen in

Sample (992%3) (r?]E/Eé) Averag(?"%re size| Total p?é;g?é;jme’ Ve Remarks on pore size distribution (Table 3)
pore diameter: broad maximum at 20—30 nm
st 0.077 2L 26.9 .86 pore volume (cm3/g-nm) at maximal pore diameter=0.033
pore diameter: broad maximum at 20—30 nm
52 0.10 744 . 3.60 pore volume (cm®/g-nm) at maximal pore diameter=0.060
s3 0.17 891 172 3.82 pore diameter: narrow maximum at 32 nm
' ) ) pore volume (cm®/g-nm) at maximal pore diameter=0.088
S4 0.22 877 14.0 3.06 pore diameter: narrow maximum at 32 nm
' ) ) pore volume (cm®/g-nm) at maximal pore diameter=0.085
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CO; (0.001 wt %), ketoprofen molecules are adsorbed
equally, independent of the aerogel density. These
loading values lie in the range of the estimated mono-
layer values (see Fig. 4A). At larger bulk concentra-
tions of ketoprofen in CO,, the loading starts to
increase with increasing aerogel density. This can be
explained by an increase in the specific surface area
of the aerogel with increasing density (see Fig. 4B).

KONA No.23 (2005)

Pore Volume, (cm®/g-nm)
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Pore size distribution of aerogel samples (BJH method)

However, if the surface area was the only factor
which influences the loading, the plotting of the area-
normalized adsorption (loading divided by the sur-
face area) against density would show a straight line.
Since this is not the case (see Fig. 4C), another fac-
tor must influence the adsorption as well. The pore
size distribution plays an important role in the adsorp-
tion process. As seen in Table 2, the pore volume in
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Bulk density of aerogels (g/cm?®)

©

Adsorption of ketoprofen on hydrophilic aerogels: (A)
Loading as a function of density; (B) Loading as a function
of aerogels’ surface area; (C) Area-normalized loading as a
function of density of the aerogel

due to better diffusion. A similar effect was observed
by Shen et al. (2003), who studied the adsorption
of dyes on different activated carbons. They showed
that the samples with a larger mesopore content
exhibit a higher adsorption rate and a larger loading
compared with activated carbons with a smaller meso-
pore content. Aerogels S3 and S4 have a similar meso-
pore content and a similar surface area, thus similar
loadings may be expected.

The same effect is observed if ketoprofen is ad-
sorbed on hydrophobic aerogels (Fig. 5), although
the values of loading themselves are much lower than
those of hydrophilic aerogels at a similar bulk concen-
tration of ketoprofen in CO..

The decrease of the loading values compared with
hydrophilic samples should be due to the lack of
OH groups in hydrophobic aerogels. Furthermore,
in contrast to hydrophilic aerogels, the loading of
hydrophobic aerogels depends on the aerogel’s den-
sity even at a very low ketoprofen concentration
where the monolayer is still not achieved. Assuming
the adsorption is favoured by the interactions of keto-
profen with the OH groups on the aerogel surface,
one can say that the hydrophobic aerogel with the
same surface area provides less active sites for
adsorption. Therefore, the effective surface area avail-
able for adsorption is smaller. So the values of the
estimated monolayer have different meanings for
hydrophobic and hydrophilic aerogels. The surface of
hydrophobic samples is saturated with drugs faster
than that of hydrophilic samples, so actually the
monolayer should be reached at smaller concentra-
tions of ketoprofen.

1.2 | Bulk concentration of ketoprofen in CO, (wt %)
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Fig. 5 Area-normalised loading of hydrophobic aerogels as a
function of density
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Drk@?elg)aé% from silica aerogels
e&% @Q{?'previous studies, it was shown that the
ase of the drugs adsorbed on hydrophilic silica
aerogels is much faster than that of the crystalline
drug form [Smirnova et al. 2004; Smirnova and Arlt
2004; Smirnova et al. 2003 b]. This is demonstrated in
Fig. 6 for the drug ketoprofen. Experimental points
were fitted with two common dissolution models
(“First order model” and “Peppas model” [Stricker
1989)).

Several effects play a role in release enhancement.
Firstly, the specific surface area of ketoprofen is
significantly enlarged due to the adsorption on silica
aerogel. Secondly, the hydrophilic silica aerogel rap-
idly collapses in water. The reason for this collapse
are capillary forces which are exerted by the surface
tension when liquid water enters a nanometre-scale
pore of the aerogel. As a result, the solid silica back-
bone is fractured completely and the aerogel loses
its solid integrity. So the drug molecules adsorbed
as single molecules on the aerogel network are imme-
diately surrounded by water molecules, and thus dis-
solve faster. Finally, as discussed above, the drug
adsorbed on the aerogel does not have a crystalline
structure, so no energy is needed to destroy the crys-
tal lattice of the drug, as in the case for dissolution of
the crystalline form of the drug. Only the energy of
the desorption of drug molecules from the silica sur-
face (enthalpy of desorption) should be considered.
Going by this mechanism, the release rate of the drug
should not depend on the physical properties of the
hydrophilic aerogels such as density or surface area.
This suggestion was confirmed experimentally, as
shown in Fig. 7. The dissolution rate of ketoprofen
adsorbed on hydrophilic aerogels does not change
with the density of the hydrophilic aerogel.

A different effect is observed if ketoprofen is ad-
sorbed on hydrophobic silica aerogels (Fig. 7). At
the beginning of the dissolution process, the drug dis-
solves from the surface of the hydrophobic aerogel
(burst effect) and then later diffuses from its pores.
Because the structure of hydrophobic aerogels is
much more stable in water than that of hydrophilic
samples, the release process from hydrophobic aero-
gels is governed to a greater extent by the slower
influx of water, which leads to a slower release.
Hydrophobic aerogels of higher density (0.08 g/cm?®)
and thus smaller pore size show a slightly slower
release rate than those of lower density (0.03 g/cm?),
as given in Fig. 7. It is therefore not only the loading
of aerogels with drugs but also the drug release rate
that can be influenced by the properties of silica aero-
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gels in this case. These findings allow the release rate
to be adjusted to some extent according to the de-
sired application by adjusting the properties of the
aerogels.

Crystallisation of organic compounds in silica
aerogels

Adsorption on the aerogel surface is not the only
way to load aerogels with chemicals. Another possibil-
ity is the precipitation of drug crystals or particles in
the pores of aerogels. Precipitation might lead to
much higher loadings than the adsorption. The for-
mation of inorganic nanocrystals in silica aerogels
was studied by several research groups [Yao et al.
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2000, e)r?bagh@r et al. 1999, Goodwin et al. 1996,
Lo @a?ebﬁ?'lg%], however, the formation of drug
icles in an aerogel matrix has not been
reﬁ%rted. Since the typical pore size of the aerogel
varies from 2 to 50 nm, it can be expected that the
crystal growth is limited by the pore size and leads to
the formation of nanoparticles inside the aerogel, as
was observed for the wet silica gels [Yoda et al. 2001,
Sanz et al. 2000]. The final product, silica aerogels
with drug nanoparticles inside, would have several
advantages. First, drug nanoparticles inside the pores
of the aerogel are less sensitive to oxidation and less
reactive than original drug nanoparticles. Second, the
agglomeration of drug nanoparticles — the main prob-
lem of nanoparticles in general — is prevented in this
case because the particles are separated from each
other. So the aerogels might be used as a “packing
material” for drug nanoparticles. The drug “packed”
in this way can be applied directly with the carrier.
Also in this case, the release kinetics can be regulated
by the hydrophobicity of the aerogel (both immediate
and prolonged release can be achieved).

The first precipitation experiments were carried out
with a model substance — naphthalene and supercriti-
cal CO,. The experimental procedure is identical to
that of the adsorption experiments, but the flow rate
during the pressure release is significantly higher:
from 350 to 4000 I/h (calculated at 1 bar, 25°C). Fast
expansion is needed to achieve a high supersatura-
tion of the solution and thus to initiate the crystalli-
sation. Several types of particles are thereby formed:
(a) in the bulk phase inside the autoclave (crystalli-
sation from bulk supercritical CO5), (b) in the vessel
in which the expanding gas is flowing, and (c) inside
the aerogel (target product). In the case of (a), large
hexagonal naphthalene crystals were obtained
(Fig. 8), similar to those obtained by Tai et al. (1995)
during bulk crystallisation from supercritical CO..
The size of the crystals depends on the supersatura-
tion and varies from 100 um to 8 mm.

In the case of (b), spherical particles of approxi-
mately 100 pm were obtained. The particles precipi-
tated inside the aerogel (case c), as shown in Fig. 9.
Particle size varies from 100 nm to 2 um. As soon as
the particle size is larger than the average pore size,
we conclude that in the case of naphthalene precipita-
tion, the particle growth leads to the partial destruc-
tion of the aerogel pores. As expected, the particle
size decreases with increasing expansion rate. The
concentration of naphthalene in aerogel samples
varies from 30 to 77 wt %.

These first results demonstrate the principal possi-
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Fig. 8 Naphthalene crystals obtained from the bulk solution

Aerogel Density: 0.06 g/mL
Magnification: 50 X

40 micrometers

Fig. 9 Naphthalene crystals inside the transparent aerogel matrix

bility of producing micro- and nanoparticles of organic
substances inside the aerogel body by precipitation
from supercritical solutions. In our further investiga-
tions, the precipitation process must be studied sys-
tematically in order to optimize the process parameters
such as pressure, temperature and depressurization
rate. Later on, the experiments will be extended to
the drug substances.

Conclusions

In this work, the possibility of controlling the disso-
lution rate of poorly soluble drugs by adsorption on
silica aerogels with different properties is demon-
strated. The loading procedure (adsorption from
supercritical gas) allows the homogeneous distribu-
tion of the drugs inside the aerogel matrix on the mol-
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éio'bclgﬁi'cal degradation of drugs is observed. The
g concentration in the aerogel is explicitly deter-

““mined by the temperature, bulk concentration of the

drug in the supercritical phase and the properties of
the aerogel. For a given drug (ketoprofen), the load-
ing increases with the increasing surface area and
with the volume of the mesopores of the aerogel,
whereas hydrophilic samples have higher loading
rates than hydrophobic ones in all cases. The release
rate of the drug from the drug-aerogel formulations is
significantly influenced by the hydrophobicity and
pore size of the aerogels. In the case of hydrophilic
aerogels, an extremely fast release — even compared
with nanocrystals — of drugs is achieved, which is
especially advantageous for poorly water-soluble drugs.
This effect is based on the collapse of the structure of
hydrophilic aerogels in aqueous solutions due to the
surface tension inside the pores. Hydrophobic aero-
gels exhibit a slower release which is governed by dif-
fusion, since they are more stable in water. Thus, it is
possible to tailor the release kinetics of drugs by
changing the aerogel’s properties. Furthermore it is
shown that organic microparticles can be generated
inside the pores of the aerogels by precipitation from
supercritical solutions. This technique makes it possi-
ble to protect the particles from agglomeration. As a
model substance, naphthalene led to a very high load-
ing of the aerogel (50—70 wt %). Further investiga-
tions of drug precipitation in silica aerogels and the
influence of the process parameters thereof are under
way.
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Abstract

In this work we demonstrate that it is possible to create new optical and magnetic materials
based on metal-containing nanoparticles stabilized on the surface of polytetrafluoroethylene (PTFE)
nanogranules. The magnetic and optical properties of these materials have been investigated. The
materials were prepared by a method of thermal decomposition of metal compounds in the heated
polytetrafluoroethylene-oil system. Transmission electron microscopy data show that the diameter of
the particles is 3—6 nm. Magnetic studies show that for the obtained nanoparticles, the blocking
temperature and the magnetic anisotropy is highest for homometallic nanoparticles; this fact makes
it promising material for the different magnetic applications. The optical properties of nanomateri-
als CdS/nanogranules of PTFE are specified. The size and core-shell structure of the nanomaterials

has been confirmed by TEM and X-ray diffraction.

Key words: Nanostructures, Nanomaterials, Polymer-matrix composites, Magnetic and optical properties.

Introduction

Nanoparticles are good building blocks for the fab-
rication of nanomaterials that vary in composition,
structure and properties. From this point of view they
are universal, ideally suitable for the design of func-
tional nanomaterials and different sensory and elec-
troluminescent devices, magnetic and fluorescent
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labels, in bioresearches® ?, electronics, as diodes®
and lasers*®, in catalyses®, etc.

Materials that contain different types of nanoparti-
cles have attracted the special attention of investi-
gators in recent years. The unique properties of
nanoparticles are determined first of all by the fact
that many atoms in a nanoparticle belong to its sur-
face”. Thus, the properties of nanoparticles differ
greatly from the corresponding bulk materials.

The creation of the nanomaterials from the nano-
particles is the most perspective for a number of rea-
sons. First of all, it is connected with an infinite
variety of the sizes, forms, composition and structure
of nanoparticles, obtained by “chemical” methods. It
allows the preliminary definition and variation of the
physical properties of nanoparticles before using
them as “building blocks” for the creation of nanoma-
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hods leading to the creation of materials from
nanoparticles. Agglomeration of the nanoparticles,
as a rule, leads to loss of the majority of unique char-
acteristics. More often than not, the nanoparticles are
entered into matrixes of various types. Thus it is
observed that the surface atoms can interact with the
matrix where they are embedded. From this point of
view, a matrix should have an essential influence on
the properties of nanoparticles®. The investigation of
the properties of such materials is of both fundamen-
tal and practical interest. Polymer matrixes containing
nanoparticles constitute an important class of nano-
structured materials®. These materials are especially
important for practical applications, since the polymer
technology allows the fabrication of samples with vari-
ous forms and mechanical properties'.

There is another way to engineer nanomaterials;
during the recent past, the tendency to fix small (2—
10 nm) nanoparticles on the surface of microobjects
of spherical form — nanospheres (0.2—20.0 microns)
— was outlined. Fig. 1 presents the schematic of that
composite microgranule-nanoparticle material. Such
combined micro-nano objects possess a number of
advantages. Nanoparticles, being localized on a sur-
face, lose the ability to agglomerate remain at the
same time accessible for the interaction with external
reagents and keep the basic complex of physical char-

MG

Fig. 1  Schematic of the “polymer core/nanoparticles shell” com-
posite nanomaterials.

KONA No.23 (2005)

acteristics. At the same time it is possible to create
“homogeneous” dispersions — sols and aerosols, and
to form materials — films, coverings, three-dimensional
samples, from such microgranules with the nanoparti-
cles on its surface. The methods of construction of
structures from microgranules are better developed.
They are easier to manipulate than small nanoparti-
cles that promote the creation of nanomaterials where
the arrangement of nanoparticles will be highly orga-
nized. Also, the interest in such particles is connected
by the fact that the covering of microgranules by the
nanoparticles can essentially change their physical
and chemical properties; it can lead to new practi-
cal applications in electronics'®, the creation of dis-
plays'?, the decision of power problems® ! and
others task!>17,

Most works concentrate on nanoparticulate core/
polymer shell systems with SiO,, Au and other
cores'® 9, There are less works on polymer core/
nanoparticle shell systems, clearly because most poly-
mers are difficult to prepare in the form of nanodis-
persions?®. Therefore, the development of new
techniques for stabilizing metallic nanoparticles on
the surface of polymer cores is a challenging branch
of nanotechnology®. One of the most perspective car-
riers in this direction is polytetrafluoroethylene.

The polytetrafluoroethylene possesses a set of
properties, many of which are unique??.

At the present time, the thermogas dynamic
method is available which allows the industrial pro-
duction of nanogranules of polytetrafluoroethylene
with sizes that do not exceed 500 nanometers®?27,
The pictures of nanogranules of polytetrafluoroethyl-
ene obtained by this method are shown in Fig. 2.
The microphotographs were obtained using trans-
mission electronic microscopy (TEM), atomic-force
microscopy (AFM) and scanning electronic (SEM)
microscopy.

In our research work, polytetrafluoroethylene
(PTFE) nanogranules of 100—500 nm in diameter are
used to immobilize the nanoparticles. On the surface
of such granules, we can stabilize nanoparticles of
magnetic materials, nanoparticles of selenides and
sulfides of metals (so-called quantum dots) and nano-
particles of rare-earth and noble metals.

In this article, the synthesis of magnetic (Fe, Co)
and semiconducting (CdS) nanoparticles localized
on the granules of polytetrafluoroethylene and their
unique physical properties will be considered.
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Fig. 2  Microphotographs of polytetrafluoroethylene nanogranules. (A,B,C, — SEM, AFM, TEM images, respectively).

Experiment

Early on, a universal method which allows the fab-
rication of large amounts of nanocomposites with
metal-containing nanoparticles stabilized in polymer
matrixes was developed®2?, The encapsulation was
done by the thermal decomposition of metal-contain-
ing compounds (MRn; M=Cr, Mo, W, Ti, Zr, Fe, Co,
Ni, Pd, Pt, Cu etc; R=CO, HCOO, CH;COO, C,0,,
CgHsCHS,) in solution/melt of polymer (polyethylene,
polypropylene, polyamide, polyacrylate, polycarbon-
ate, polystyrene, polyesters, polyphenyleneoxide,
siloxane)?® %9, In this work, this method was used to
immobilize nanoparticles on the surface of ultradis-
persed polytetrafluoroethylene (PTFE) nanogranules.

Metal-containing nanoparticles on the surface of
UPTFE were formed by the thermal decomposition of
cobalt acetate (Co(CH3;COO),-4H,0), cobalt formate
(Co(HCOO0),-2H,0) or iron carbonyl (Fe(CO)s) in a
dispersion system of PTFE nanogranules in mineral
0il®Y. An appropriate amount of metal-containing com-
pounds was added to the high-temperature dispersed
system. We discovered that granules of UPTFE make a
fluidized bed on the surface of mineral 0il*:3?), We
used this effect for the nanometallization of nano-
granules. Firstly, metallization of nanogranules occurs
in the upper area of the fluidized bed. As the concen-
tration of adsorbed metal-containing nanoparticles
on the surface of PTFE increases, nanogranules move
to the lower areas of oil and are removed from the
reaction. The mineral oil was removed by washing
with benzene in a Sohxlet apparatus. The resultant
powder was dried in vacuum and stored in the air.

100

The optimum conditions were developed for the
decomposition of metal-containing compounds in or-
der to introduce highly reactive nanoparticles onto
the polymer matrix with a concentration of 3—5 wt. %.

Nanoparticles of cadmium sulfide stabilized on
the surface of polytetrafluoroethylene nanogranules
were obtained by analogy with an earlier-described
technique for the nanometallization of ultradispersed
polytetrafluoroethylene3’-32, Semiconductor nano-
particles of CdS were formed by a method of chemi-
cal modification, using barbotage of hydrogen sulfide
through heated oil mixture of cadmium chloride
nanoparticles on the surface of polytetrafluoroethyl-
ene nanogranules. Also, nanoparticles were doped by
ions of manganese. It was carried out by the addition
of manganese (I1) acetate to the reaction mix.

The size of the nanoparticles was determined by
transmission electron microscopy (TEM) studies us-
ing a JEOL JEM-100B microscope. The accelerating
voltage was 80 kV. Samples were dispersed in the sol-
vent using an ultrasonic oscillator. A drop of the solu-
tion was sputtered onto an amorphous carbon film
deposited on a copper grid. After evaporation of the
liquid, the samples were placed into the microscope.

X-Ray diffraction (XRD) measurements were made
on powder samples with a DRON-3 diffractometer
(CuKa radiation, A=1.54056 A, scan speed of 2°/
min). Peak positions were determined with an accu-
racy of +£0.1°.

The temperature and field dependencies of magne-
tization were measured with the help of the vibrating
sample magnetometer (model PARC-155, Princeton
Applied Research) with a flow helium cryostat and a
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perature range from 4.2 up to 380 K and in magnetic
fields up to 7 kOe. Measurements of hysteresis loops
were made by the first saturating of the sample in the
field of 7 kOe.

Transmission and reflection spectra for the samples
were fixed by means of a standard two-beam spec-
trophotometer CARY 2415 (VARIAN, USA). For elimi-
nation of spatial dependence of reflected and last light
intensity measurement were studies using integrating
sphere concerning the standard consisting from dis-
persed BaSO,. In view of the small sizes of samples,
an entrance window of integrating sphere was blind.

Results and discussion

In order to confirm the presence of nanoparticles
in the material and to determine their dimensions,
we used transmission electron microscopy (TEM).
Fig. 3 shows a TEM microphotograph of the sample
containing 3.9 and 5.53 wt. % of Co (from different
precursors) on the surface of the PTFE nanogranule.
According to the TEM data, the average size of the
particles is 4.7 and 3.0 nm. Fig. 4 shows a sample
with Fe-containing nanoparticles stabilized on the sur-
face of PTFE. The average size is 6.0 nm. The shape
of Co- and Fe-containing nanoparticles is almost
spherical. Elemental analysis showed that the cobalt
content in the sample is =3.9 and 5.53 wt. % and the
iron content is =4.1 wt. %.

The particles were analysed using XRD analysis
and both diffraction patterns (Fig. 5 a, b) indicate
the strong peaks of PTFE. Fig. 5 (a) shows a diffrac-
tion pattern for the sample containing 4.1 wt. % of
Fe. There are characteristic peaks of a-Fe, y-Fe,Os,
Fe;0,, FeF; and Fe;C. For Co-containing nanoparti-
cles on the surface of PTFE, the diffraction pattern in
Fig. 5 (b) shows hexagonal Co, CoO, Co30, and
CoF, phases. XRD studies show that the obtained
nanoparticles have a complex composition. That fact
may be connected not only with conditions of syn-
thesis but also with interaction between matrix and
nanoparticles.

Fig. 6 (a) shows that at room temperature, the
coercive force of the sample containing 3.9 wt. % of
Co on the PTFE is 300 Oe and increases under cool-
ing reaching the value of 600 Oe at 4.2 K, and the
highest magnetization is about 0.4 emu/g (at 6 kOe).
Fig. 6 (b) presents the temperature dependency of
the magnetic moment (M) of the sample. The sample
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Fig. 3 TEM microphotograph of the sample containing 3.9 and
5.53 wt. % of Co nanoparticles (A, B, — from acetate and
formate, respectively) on the surface of PTFE nanogran-
ules.

Fig. 4 TEM microphotograph of the Fe-containing nanoparticles
stabilized on the surface of PTFE nanogranules.

was cooled from 300 K down to 4.2 K without applied
magnetic field (ZFC procedure). The magnetic field
was then applied and a heating procedure was per-
formed. Above =25 K, the temperature behavior of
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Fig. 5 Diffraction patterns for composite materials Co+UPTFE (a) and Fe+UPTFE (b).

the magnetic moment was typical of ZFC experiments
for magnetic single-domain nanoparticles: the mag-
netic moment grew with temperature increase and
reaches a maximum value at a temperature Tpax. If
nanoparticles obey the log-normal size distribution,
the temperature of the maximum magnetic moment is
approximately equal to the average blocking tempera-
ture <Tg>. In our case, Tnx=270 K. We can estimate
the magnetic anisotropy as Ky=~30 kg T/V~5.10° J/m?
(for bulk Co=10° J/m? ),

Below 25 K, the magnetic moment demonstrates
unusual behavior (Fig. 6). We cannot exclude that
the sharp increase of M(T) with temperature decreas-
ing might be due to the very small size of nanopar-
ticles, which behave paramagnetically even at low
temperatures. Another possible reason is the pres-
ence in our nanoparticles of the phase CoF,. It was
found®® that in bulk CoF,, the perpendicular magnetic
susceptibility significantly grows below the Néel
temperature (=38 K). The magnetic properties of
nanoparticles CoF; are still unknown, but the general
tendency of decreasing the critical magnetic tem-
peratures in nanoparticles in comparison with bulk
counterparts does not contradict this hypothesis.
Fig. 6 (c) shows that at room temperature, the coer-
cive force of the sample containing 5.3 wt. % of Co
(from cobalt formate) on the UPTFE is 800 Oe and
increases under cooling reaching the value of 1050
Oe at 77 K, and the highest magnetization is about
153 emu/g (at 5 kOe). The received values of coerciv-
ity and magnetization are the highest for homometal-
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lic nanoparticles.

Fig. 7 (a) shows hysteresis loops at 5 and 300 K for
the sample containing 4.1 wt. % of Fe on UPTFE.
According to magnetic measurements, Fe-containing
nanoparticles demonstrate a typically ferromagnetic
behavior. The coercive force at room temperature is
~150 Oe and =700 Oe at 5 K, and the highest magne-
tization is about 0.58 emu/g (at 7 kOe). The increase
of coercive force under cooling was justified on the
basis of the blocking state model. Fig. 7 (b) presents
the ZFC procedure for Fe+UPTFE sample. The tem-
perature behavior of the magnetic moment was typi-
cal for ZFC experiments on magnetic single-domain
nanoparticles: the magnetic moment grew with tem-
perature increase and after extrapolation, the aver-
age <Tg> is =765 K. We can estimate the magnetic
anisotropy as Ky=2.3.10" J/m® (for bulk Fe Ky
~4.5:100 J/m? %),

Fig. 8 shows EPR spectra measured at different
temperatures. The spectra have a complex structure,
comprising at least from the three components: (1) a
typical low-field ferromagnetic resonance (FMR) sig-
nal, (2) a relatively narrow line at g=2.05 with a peak-
to-peak width DH,,~7-10* A/m, and (3) a very broad,
poorly resolved line extending up to 6-:10° A/m. This
shows that the nanoparticles are quite uniform in
size, the complex structure of the EPR spectrum sug-
gests that the nanoparticles consist of several compo-
nents. Based on the X-ray diffraction results on the
percentages of iron, iron carbide and iron fluoride, we
suppose that the relatively narrow EPR signal is due
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to iron oxide (which is present in a small amount and,
hence, the corresponding regions of the particles are
small in size), and that the low-field FMR signal arises
from iron carbide (the largest volume fraction in each
particle). The broad EPR line is attributable to iron
fluoride (since this line was missing in the spectra of
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Fe nanoparticles in polyethylene®, where no fluorine
could be present) or a-Fe, which is characterized by
a very broad EPR signal®®. With increasing tempera-
ture, the central EPR line becomes even narrower,
DH,p=5-10* A/m at 355 K, which is typical of the EPR
spectra of nanoparticles. The low-field FMR signal
becomes sharper with increasing temperature (Fig. 8).
Fig. 9 shows the EPR spectra measured in a mag-
netic field that was first gradually increased to 4-10°
A/m and then reduced to zero. Before measure-
ments, the sample was shaken violently to eliminate
its initial magnetic moment. It can be seen on Fig. 9
that, in the course of sample magnetization, the deriv-
ative microwave absorption signal does not revert
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back to its initial level. This attests to a nonzero rema-
nent magnetization Mr. Using the method described
previously®”, we obtained Mr=4.105 A/m.

The quantum size effect in semiconductor nanopar-
ticles has attracted much attention within the last few
years. Besides the research of magnetic properties®®,
proper attention and much time was found for study-
ing the optical properties of semiconductor nanoparti-
cles immobilized in various matrixes® %, Therefore,
the nanomaterials consisting of nanogranules of
PTFE with nanoparticles of cadmium sulfide and cad-
mium sulfide doped by manganese were also synthe-
sized and investigated during our work. We have been
exploring successfully our oil method for the immobi-
lization of such nanoparticles on the surface of PTFE
microgranules.

Fig. 10 shows a TEM microphotograph of the sam-
ple containing CdS nanoparticles on the surface of
PTFE nanogranules. The average size of the particles
is 5.0 nm.

The particles were analysed using XRD analysis
and both diffraction patterns (Fig. 11) indicate strong
peaks of PTFE. Fig. 11 shows the diffraction pattern
of the sample containing 14.0 wt. % of CdS. There are
characteristic peaks of hexagonal CdS. The changes
in the absorption spectrum of CdS with changing par-
ticle size or with their introduction into the matrix are
now well documented*?.

In Fig. 12, a comparison of the variation of the
refractive index for nanomaterials on the base of CdS-
PTFE nanogranules with a concentration of 14 wt. %
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Fig. 10 TEM microphotograph of the sample containing CdS
nanoparticles on the surface of PTFE nanogranules.

of CdS and for bulk crystals of cadmium sulfide are
presented. These spectra unambiguously provide evi-
dence that the particles of CdS have a crystalline
structure and a good quality from the optical point of
view at the same time. In contrast to bulk crystals of
CdS*? for which the refractive index has a normal
character, nanomaterials on the base of CdS-PTFE
nanogranules possess an abnormal character in the
same spectral range. The detailed interpretation of
this result is partially hindered by averaging out the
inhomogeneous distributions of size, shape and sur-
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face composition of nanoparticles.

Fig. 13 demonstrates the variations of the refrac-
tive index and absorption spectrum of the CdS-PTFE
composite. The spectrum shows that a doping by
manganese in a quantity up to 2 wt. % from weight of
CdS does not change the spectral characteristics as a
whole, but leads to a small shift of the absorption
edge to the shorter optical wave length.
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Conclusions

As a result, we made composite materials based on
the magnetic and semiconducting nanoparticles stabi-
lized on the surface of PTFE nanogranules.

The obtained magnetic nanoparticles are 4.7 and
3.0 nm in size for Co and 6.0 nm for Fe-containing
nanoparticles. Magnetic measurements show that the
Fe-based composite material has a rather high block-
ing temperature =765 K and a coercive force of about
700 Oe at 5 K. Co-based materials have a rather high
coercive force =600 Oe at 4.2 K for the sample syn-
thesized from cobalt acetate, and 1050 Oe at 77 K for
the sample obtained from cobalt formate. The received
values of coercivity are the highest for homometallic
magnetic nanoparticles. All these facts clearly demon-
strate that the created nanomaterials with unique
magnetic characteristics can be used in the same way
as novel composite magnetic materials in which the
unique properties of PTFE are supplemented by a
high magnetic property.

The obtained semiconducting (CdS) nanoparticles
are 5.0 nm in size. The spectral characteristics in visi-
ble and near IR regions of spectrum were specified.
The influence of doping of nanoparticles by man-
ganese ions on the absorption edge of nanomaterials
was investigated. It was shown that such doping
increases the width of the forbidden zone of a mater-
ial on 0.1+0.01 eV. In comparison with bulk cadmium
sulfide, the optical dispersion of nanomaterials has an
abnormal character, and the ratio of frequency of the
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optical @%SIBO?‘]Q “zone-zone” to width of a line of

ab [%om@‘as 3.56, i.e. much less than for bulk mate-
?l&he measured index of refraction of nanomateri-

$?~ als%ontalnlng 14 wt. % of CdS on the surface of PTFE

nanogranules was 2.3, that practically agrees with an
index of refraction of the bulk cadmium sulfide. Thus,
by means of spectroscopy, the important properties of
synthesized nanomaterials were specified. It is shown
that semiconductor high-quality nanoparticles can be
grown on the surface of a PTFE dielectric matrix. The
obtained microgranule-nanopowders can be used as
engineered nanopowders to meet the needs for new
nanomaterials in biotechnology, sensors, optical tran-
sistors, optical switches, optical computing, photo-
voltaics, light emitting diodes (LEDs), shielding from
UV-radiation, lasers or many other nano applications.
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Abstract

The aim of the study was to investigate the specific influence of force control agents (FCASs)
(leucine, lecithin and magnesium stearate) on the interfacial properties of a salbutamol sulphate-
lactose dry powder inhaler formulation. The influence of FCAs on the cohesive and adhesive
force balance was directly assessed via an atomic force microscopy (AFM) colloid probe technique,
with a recently developed cohesive-adhesive balance (CAB) graphical analysis procedure. Co-
processing of constituent particles was conducted by a novel dry mechanical fusion method
(Mechanofusion). The in vitro deposition profile of the model salbutamol sulphate formulations
was investigated using a Monohaler® DPI device with a next generation impactor (NGI) apparatus.
The CAB-graph analysis of a salbutamol sulphate-lactose binary system suggested a predisposition
for an interactive mixture. However, the reduced intermixing coefficient (Fgrug-actose/ Farugdarug) SUY-
gested that a significant amount of energy would be required to overcome the strong adhesive inter-
action for efficient dispersion of the drug from a lactose surface. The processing of lactose with
leucine, lecithin or magnesium stearate, prior to formulating with the drug, significantly reduced
the adhesive interactions of the salbutamol with modified lactose samples. The CAB analyses indi-
cated that the reduced intermixing coefficients shifted to such an extent that cohesive drug interac-
tions dominated. These dramatic shifts in the balance of forces were shown to lead to poor blend
homogeneity and potential for significant segregation between drug and carrier particles. Con-
versely, the conditioning of salbutamol sulphate with leucine, lecithin and magnesium stearate,
which modified both the adhesive and cohesive interactions, formed homogenous interactive blends
with advantageously weaker drug-lactose interactions. Formulations with pre-conditioned drug, in
contrast to conditioned lactose, offered the best drug delivery performances. The use of the colloid
AFM technique in combination with the cohesive-adhesive balance (CAB) approach provided a very
accurate means of predicting dry powder formulation behaviour and the specific influence of partic-
ulate interactions on aerosol performance.

Key words: Inter-particulate, AFM, Magnesium stearate, DPI, Inhalation, Aerosols, Mechanofusion, Nanotech-

nology
INTRODUCTION

Dry powder inhalers (DPIs) represent a significant
" Accepted: August 12, 2005 advance in pulmonary drug delivery, mainly by over-
* Bath, BA2 7AY, UK coming patient related issues of co-ordination with
** 1 Prospect West, Chippenham, SN14 6FH, UK conventional pressurised metered dose inhaler sys-
* Corresponding author tems. The fluidisation, de-aggregation and dispersion

TEL: +44 (0) 1225 383644 : » de-aggreg : Pe
FAX: +44 (0) 1225 386114 of a dry powder formulation are achieved via the
E-mail: r.price@bath.ac.uk patient’s inspiratory action. Arguably more so than
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The formulation should exhibit good flow proper-
ties to aid metering, fluidisation and avoid excessive
device retention. Meanwhile, the fluidised powder
must disperse into a fine aerosol (&-5-m) for effi-
cient drug delivery® 4. This leads to the well-known
paradox that respirable sized particles tend to be
highly cohesive, which causes entrainment problems
due to their poor flowability and limits the dispersibil-
ity into an aerosol cloud®®. In addition, strong cohe-
sion forces hinder the handling of the powder during
manufacture.

To overcome the highly cohesive nature of res-
pirable powders, the drug is commonly co-processed
(blended) with larger carrier particles of an inert
excipient to aid flowability and drug re-dispersion.
This carrier based formulation approach is limited by
the restrictive availability of excipient materials. The
only widely approved excipients for use as carriers
are lactose and glucose. Thus, the development of a
dry powder formulation is a highly specialised, com-
plex and unpredictable operation. A formulation is
typically required to go through several iterative and
optimisation steps before a product specification can
be achieved, and even then variability over time and
between batches is common.

By blending a micronised drug with a carrier, the
shear forces generated may be sufficient to overcome
the cohesive (drug-drug) interactions in forming an
interactive mixture. Drug particles need to be suf-
ficiently attracted to the carrier during mixing to
support blend homogeneity, device filling and formu-
lation stability. Yet the active ingredient must be read-
ily detached from the carrier upon activation to form
a fine particle cloud. Thus, the balance of inter-partic-
ulate forces within the carrier-based formulation is
critically important.

Numerous techniques have been applied to modify
particulate interactions in dry powder formulations.
The majority have targeted the physical properties
of the carrier. These include modifying the shape?”,
size®, or surface features such as rugosity®? of the
excipient. Other methods involve the manufacture of
more uniform respirable drug particulates by particle
engineering technologies such as spray drying*® or
supercritical fluid precipitation'¥. One of the most
simple and popular advances is via the addition of a
ternary agent, such as fine particles of lactose. For
these complex blends, it is proposed that the ternary
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agent occupies high energy sites on the carrier parti-
cles, such as clefts and areas of increased molecular
disorder' 1, As a consequence, only low energy
sites remain available for drug-carrier adhesive inter-
action. The possibility of a marked reduction in parti-
cle adhesion would facilitate more effective drug
detachment upon device actuation. Extensive work
on the use of fines in dry powder formulations and
their influence on delivery performances have been
reported'’'9),

In addition to passifying active sites, researchers
have shown that the addition of fine ternary particles
may lead to the formation of fine particle multiplets or
metastable agglomerates®. The critical formation of
agglomerate particles, which remain adhered to the
coarse carrier lactose during processing and handling,
may dramatically reduce the inspirational energy re-
quirements in elutriating and de-aggregating drug
particles upon aerosolisation.

The co-processing of carrier particles with low sur-
face free energy materials has also been reported as a
possible means of increasing the aerosolisation effi-
ciencies of dry powder inhaler formulations®® 2% 22,
The primary role of these materials is to modify the
interfacial properties of the excipient particles to
decrease drug-excipient adhesion. These force con-
trol agents (FCAs) preferably exhibit anti-adherent
and/or anti-friction properties. Typical FCAs include
amino acids such as leucine, phospholipids such as
lecithin or fatty acid derivatives such as magnesium
stearate (MgST)?,

To optimise the efficiency of a carrier based for-
mulation, the force control agent must be specifi-
cally introduced into the dry powder formulation to
selectively target the particle interactions to be modi-
fied. In this study, the FCA was mechanically fused
via a highly intensive co-processing system termed
“Mechanofusion” to ensure a nanometre thick coating
of the specific components of the formulation?). This
approach was recently developed by Staniforth and
Morton for inhalation powders?®). In contrast to other
low energetic mixing or even intensive mixing, this
dry coating process is designed to provide a relatively
complete ultra thin coating onto the host particles via
the application of high shear forces (Fig. 1). Suc-
cinctly, a Mechanofusion mixer is composed of a
large rotor with rounded blades revolving in a steel
vessel at very high speed (typically of the order of
5000rpm). The gap size between the rotor blades
and the vessel wall can be adjusted in order to vary
the mixing energy delivered to the powder blend. As
a result, the particles experience very high shear
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Simple mixing Intensive mixing Mechanofusion

Fig. 1  Schematic representation of Mechanofusion particle mix-
ing mechanisms.

forces as they are compressed between the inner
drum wall and the rotor.

The aim of this study was to investigate the specific
influence of force control agents (leucine, lecithin and
magnesium stearate) on the interfacial properties of a
salbutamol sulphate-lactose dry powder inhaler for-
mulation. The influence of the FCAs on the cohesive
and adhesive force balance was directly assessed via
an AFM colloid probe technique, with a recently
developed CAB-graph analysis procedure. This novel
procedure allows quantification of cohesive-adhesive
balances (CAB) in a dry powder formulation®®, and,
thus, can be directly utilised to highlight their specific
affect on formulation behaviour and delivery charac-
teristics?”. The in vitro deposition profile of the model
salbutamol sulphate formulations was investigated to
elucidate any correlation between the cohesive and
adhesive nature of the modified formulations with
their aerosol delivery performance.

MATERIALS AND METHODS

Materials

Micronised salbutamol sulphate, donated by Vectura
Ltd., and Sorbalac 400 lactose (Meggle, Wasserburg,
Germany) were used as supplied. The use of Sorbalac
400 lactose particles (<10um) with respect to more
conventional carrier sizes (63-90um) was dictated
by the need to minimise the potential influence of
larger carrier particles over fluidisation and de-aggre-
gation processes of particle agglomerates. L-Leucine
was supplied from Ajinomoto Co. (batch number
601FK72, Tokyo, Japan), lecithin from Lipoid GmbH
(batch number 25661113-1/14, Ludwigshafen, Ger-
many) and magnesium stearate from Avocado
(batch number H1028A, Heysham, UK). All materials
were used as supplied. Ultra pure water was produced
by reverse osmosis (MilliQ, Millipore, Molsheim,
France).

KONA No.23 (2005)

Preparation of powder formulations

Powder mixing was achieved in two successive
steps involving different energetic processes. Pre-
blends of salbutamol sulphate and FCA (5% w/w) or
lactose and FCA (5% w/w) were prepared using a
Mechanofusion system. (Hosokawa-Alpine, Augsburg,
Germany). Powders to be processed were sealed into
the Mechanofusion system core. Cold-water circula-
tion was applied using an incorporated water jacket
to dissipate localised heating. Samples were mixed
at 5000rpm for 10 minutes to achieve the required
process intensity and mechanically fuse the FCA to
the host particles.

The formulations were subsequently prepared by
geometrically mixing 1g of pre-blend and 1g of either
lactose or drug depending on the nature of the pre-
blend in 100mg increments via a Whirlimixer (Fisons
Scientific Apparatus, Loughborough, UK). The result-
ing mixture was further mixed in a Turbula (Glen
Creston Ltd., Middlesex, UK) at 46rpm for 30 min-
utes. This blend design was not intended to reflect
any commercial available or relevant DPI powder for-
mulation. This formulation was selected solely to suit
the objectives of the study of the cohesive-adhesive
balance between drug and lactose components.

Preparation of compressed powder substrates

Model surfaces of the powder formulations were
prepared by high-pressure compression (TA HDI
Texture analyser, Stable Micro Systems, Surrey, UK).
Approximately 250mg of material was weighed into a
10mm stainless steel die and compacted over 3min,
with a load of 500kg.

Scanning electron microscopy

The morphology of the various powder formula-
tions of was investigated using a scanning electron
microscope (SEM) (Jeol 6310, Jeol, Tokyo, Japan).
Samples were gold-coated (Edwards Sputter Coater,
Crawley, UK) prior to imaging.

Force measurements by atomic force microscopy
(AFM)

Prior to force measurements, salbutamol sulphate,
lactose and the corresponding conditioned particles
(n=3 for each material) were fixed onto standard
V-shaped tipless cantilevers (DNP-020, Digital Instru-
ments, CA, USA) using an epoxy resin glue (Araldite,
UK). The spring constant (k) of the cantilevers was
determined by the thermal noise method (k=0.282
+0.039N/m)?. 29,

The AFM was housed in an environmental chamber
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to maIQ@I cgnstant temperature of 25°C (£0.2°C)
an er‘i‘at'tge'ahumidity of 35% RH (£3%). The partial
Qd“‘\i e\gxx)apour pressure was controlled via a custom-

™ built perfusion unit coupled to a highly sensitive

humidity sensor (Rotronic AG, CH). The interaction
forces were measured by recording the deflection
of the AFM cantilever as a function of the substrate
displacement (z) by applying Hooke'’s law (F=—Kkz).
Individual force curves (n=4096) were conducted
over a 10pmx10um at a scan rate of 4Hz and a com-
pressive loading of 10nN. These parameters were
kept constant throughout the study.

Cohesive-adhesive balance (CAB) graphs

The wealth of information from AFM measure-
ments of the interparticulate forces were analysed
using a recently developed cohesive-adhesive balance
procedure. Detailed information regarding the CAB
graphical analysis is described elsewhere?®. Briefly,
the construction of a CAB-graph requires a set of
probes (n-3) and well-defined substrates of each
respective material to investigate all possible interac-
tions (drug-drug, drug-excipient and excipient-excipi-
ent).

The adhesive force measurements between drug
and excipient are plotted on the X-axis; the related
cohesive forces of the respective materials are plotted
on the Y-axis. The relative position of the aligned
plots with respect to the bisector indicates an affinity
for the probe material to develop adhesive interac-
tions (below the bisector.) or a dominancy of cohesive
properties (above the bisector).

To express the affinity of the drug (material 1) to
interact with the carrier (material 2), the reduced
intermixing coefficient (A;,) was introduced. The A,
corresponds to the ratio of the adhesive interactions
(F1») and cohesive interactions (Fy;) of two interacting
materials and can be directly calculated from the
slope:

ad
_Fp _ 1 1)

Alz—?lcf "

The position of Ay, with respect to unity is a direct
indication of the predisposition (A;;>1) or the reluc-
tance (A,<<1) for the drug particles to blend with
another material.

For direct visualisation of the influence of the addi-
tion of the FCA on the interfacial behaviour of drug
and excipient interactions, the CAB graphs for the vir-
gin and treated surfaces have been superimposed.
The graph in the foreground corresponds to the inter-
actions observed between the micronised drug (@)
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and lactose (V) probes and the virgin substrate
surfaces of the drug and excipient (Fig. 1). The
background graph corresponds to the interaction
measurements when a ternary agent was processed
either with the drug (O) or the lactose (V).

Content uniformity measurements

The content uniformity of the salbutamol sulphate-
lactose blends was measured by analysing the quan-
tity of active in 10mg+0.5mg samples (X 10). Relative
standard deviation between samples was calculated to
assess the homogeneity of the different blends. Drug
content was analysed by UV-spectrometry (CECIL
instruments, CE7200, Cambridge, UK). Salbutamol
sulphate was analysed using a 0.06M NaOH solvent
and a UV detection wavelength set at 295nm.

In vitro aerosol deposition studies

Approximately 10mg of the carrier formulations
was accurately weighed into a gelatine capsule to be
loaded into a Monohaler® device (Miat SpA, Milan,
Italy). In vitro deposition investigations were per-
formed using a next generation impactor (NGI)
(Copley Scientific, Nottingham, UK). The loaded de-
vice was connected to the throat of the NGI via a
moulded mouthpiece. In vitro analysis was performed
upon each actuation of the device (n=3). Testing was
performed at 60L.min~* flow rate with a 5 second
exposure. Each NGI plate was rinsed with solvent
and the subsequent solution was collected in a 50ml
volumetric flask. Statistical analysis of the data was
performed using one-way ANOVA. The levels of sig-
nificance are indicated in the legend of the respective
graphs.

RESULTS & DISCUSSIONS

Previous studies have emphasized the relative
strength of the adhesive salbutamol sulphate-lactose
adhesive forces with respect to salbutamol sulphate
cohesive forces?). The initial part of this study was
to investigate possible variations in formulation behav-
iour upon modifying the cohesive and adhesive bonds,
qguantified by AFM measurements, via the introduc-
tion of a force control agent. This was achieved by
first conditioning the lactose with various force con-
trol agents using a Mechanofusion system, prior to
mixing with the drug.

The CAB-graph obtained for a salbutamol sulphate-
lactose binary system, without the presence of a FCA,
is shown in Fig. 2. The relative position of the data
below the bisecting line indicated a stronger affinity
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Fig. 2 CAB-graph of a salbutamol sulphate lactose binary system
(with the use of compressed tablet substrates).

between salbutamol sulphate and lactose than their
cohesive forces. This suggested a predisposition for
an ordered blend. However, the quantitative measure-
ment of the relative strength of the cohesive-adhesive
ratio indicated that the adhesive salbutamol sulphate-
lactose interaction was approximately six times
greater (A\1,=6.25) than the cohesive salbutamol sul-
phate bond. It should be stressed that previous
assessments performed with model crystal substrates
revealed a salbutamol sulphate-lactose reduced inter-
mixing coefficient of 16.8827. This disparity may be
explained by the inevitable increase in surface rough-
ness by using compressed powder substrates in con-
trast to smooth crystalline substrates. This would
have a considerable effect on both van der Waals
forces and capillary forces® 3D, Nevertheless, both
studies revealed a consequent adhesively led system,
suggesting that a significant amount of energy would
be required to overcome the adhesive interaction for
efficient dispersion of the drug from a lactose sur-
face.

Thus, the introduction of a FCA was intended to
advantageously lower the adhesive interactions be-
tween drug and excipient to facilitate the detachment
of the drug particles from the carrier upon aerosolisa-
tion provided that an adhesive-led system is main-
tained.

1. Carrier-based formulations with conditioned
lactose
The CAB-graphs obtained for the interaction of
salbutamol sulphate probes and conditioned lactose
probes with leucine, lecithin and MgST are shown
in Fig. 3A, 3B and 3C, respectively. As expected,
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Influence of the coating of lactose with a force control

agent on the cohesive-adhesive balances in a salbutamol
sulphate-lactose system.
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the adgﬁ%nOQhQFCAs significantly modified the
sag%it?n\(lgbﬁbtose interactions. In all cases, the intro-
ct\'k@ﬁ of the ternary agent significantly reduced the
ad#esive interactions of the salbutamol probe with
the various modified lactose substrates. However,
particle adhesion decreased to such an extent that
the reduced intermixing coefficient (Fgrugactose/ Farug:
drug), Calculated from the gradient of the CAB plots,
was below 1 (Table 1). This shift moved the CAB
system to one synonymous of a cohesive-led system.
The conditioning of lactose with MgST resulted in the
lowest intermixing coefficient value (A;,=0.61) while
the addition of leucine and lecithin reduced the inter-
mixing coefficient to 0.96 and 0.88, respectively.
Thus, the pre-conditioning of lactose particles with
leucine, lecithin or MgST transformed a system
which was dominated by the adhesive drug-lactose
forces into a cohesive system. Such lowering of the
interactions between drug and excipient via the intro-
duction of the FCAs may possibly lead to an unstable
formulation, subjected to undesirable segregation.
Consequently, to highlight the influence of the
modifications of the intermixing coefficient on the
blending characteristics via the introduction of
FCAs, scanning electron microscopy and drug con-
tent uniformity analyses of the blends were investi-
gated. Representative SEM images of formulations of
salbutamol sulphate mixed with lactose-leucine, lac-
tose-lecithin and lactose-MgST conditioned particles
are shown in Fig. 4A, 4B and 4C, respectively. As
anticipated from the intermixing coefficient measure-
ments, scanning electron micrographs highlighted a
high degree of drug segregation resulting from intro-
duction of the FCAs. A very limited adhesive interac-
tion was apparent between agglomerated salbutamol
sulphate particles and conditioned lactose-leucine

(Fig. 4A). However, large quantities of drug particles
were present as loose agglomerates. This segregation
was even more pronounced for lecithin (Fig. 4B) and
MgST (Fig. 4C) conditioned lactose particles. Virtu-

e s =
e [T e

Fig. 4 Representative scanning electron micrographs of ternary
mixtures of salbutamol sulphate and lactose pre-con-
ditioned with leucine (A), lecithin (B) or magnesium

stearate (C).

Table 1 Mixing sequences of salbutamol, lactose, force control agent formulations and resulting reduced intermixing coefficients and content

uniformities.

Conditioning Mixing

Content uniformity

Reduced intermixing coefficient (A1,)

Mechanofusion, 10min @ 5200rpm Turbula, 30min @ 46rpm (% RSD)
Salbutamol sulphate (non conditioned) Sorbalac 400 6.25 4.20
Sorbalac 400 + Leucine Salbutamol sulphate 0.96 8.92
Sorbalac 400 + Lecithin Salbutamol sulphate 0.88 9.31
Sorbalac 400 + MgST Salbutamol sulphate 0.61 15.51
Salbutamol sulphate + Leucine Sorbalac 400 1.89 2.92
Salbutamol sulphate + Lecithin Sorbalac 400 2.13 3.00
Salbutamol sulphate + MgST Sorbalac 400 1.52 3.62
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éh? cen%itioned lactose surfaces, which resulted in
\%Brmation of large drug agglomerates. Interest-

\ﬂlngly, the mechanofused Sorbalac 400 lactose parti-

cles appeared to be smoother after pre-conditioning
with leucine, lecithin or magnesium stearate, com-
pared to the as supplied Sorbalac?”. This suggested a
smooth continuous coating of the FCAs over the sur-
face of the lactose particles.

As anticipated, dose content uniformity measure-
ments revealed an increase in the relative standard
deviation of salbutamol sulphate of each blend. The
RSD of 4.2% for micronised salbutamol sulphate
mixed with lactose increased to 8.92% with the condi-
tioning of lactose with leucine, 9.31% for lactose-lecithin
and 15.51% for lactose-MgST. These observations sug-
gested a good correlation between the reduction of
the intermixing coefficients, which were all signifi-
cantly below 1, and the content uniformity measure-
ments of salbutamol sulphate in the corresponding
carrier-based formulations.

The de-agglomeration and dispersion behaviour of
the salbutamol sulphate particles from the model car-
rier based formulations are shown in Fig. 5. The
emitted dose of the salbutamol sulphate-lactose for-
mulation via the low resistance Monohaler® device
was quite high (76.57%). However, a significant per-
centage of the drug was recovered in the throat and
the first stage of the NGI apparatus. These results

30 1

Percentage of nominal dose
N
o
1

10 ~

were in accordance with a previous in vitro study
conducted with a Rotahaler® and Turbuhaler® DPI
devices?. This study suggested that the observed
deposition pattern was due to the limited detachment
of the drug from the carrier upon actuation caused by
the highly adhesive salbutamol sulphate-lactose inter-
actions.

The mechanical fusion of leucine with lactose
resulted in a similar drug emission efficiency to the
conventional blend. However, the amount of salbutamol
sulphate recovered in the first stage of the NGI signif-
icantly increased with respect to the non coated lac-
tose blend. The coating of lactose with either lecithin
or MgST slightly reduced the device retention of the
active ingredient from 23.43% to 18.73% and 18.99%,
respectively. Although the interaction between drug
and coated lactose surfaces were significantly de-
creased, a large amount of drug was still recovered
on the upper stage of the in vitro apparatus.

These results were consistent with the assessment
from the CAB-graphs. The CAB analysis indicated
that the energy of interaction between the drug and
coated lactose would reduce to such an extent that
the adhesively led salbutamol sulphate-lactose formu-
lation would shift to an unfavourable cohesive system.
The aerosolisation performances of the modified
lactose carrier-based formulations may have not im-
proved since the dramatic shift in the force balance
was shown to lead to poor blend homogeneity and the

Il Salbutamol sulphate+lactose
[ Salbutamol+(lactose-leucine)
I Salbutamol+ (lactose-lecithin)
[ Salbutamol + (lactose-MgST)

Device Throat Stagel Stage?2 Stage3 Stage4 Stage5 Stage6 Stage7 Stage 8

Fig. 5

In vitro deposition of salbutamol sulphate carrier-based formulations with conditioned lactose (mean+S.D., n=3).

* p<0.05, ** p<0.01, *** p<0.001: significant difference compared to without force control agent by ANOVA one-way.
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drug

The conditioning of excipient particles with a FCA
modified the adhesive interaction between drug-car-
rier and excipient-excipient interactions. In contrast,
the processing of the micronised drug particles with
the FCA would alter both the cohesive (drug-drug)
and adhesive (drug-lactose) interactions. To further
investigate the possibility of selectively modifying
both these interactions within a carrier based formu-

lation, the drug was mechanofused with the FCAs.

The CAB-graphs obtained for the interaction be-
tween conditioned salbutamol sulphate with leucine,
lecithin or MgST and lactose are shown in Fig. 6A,
6B and 6C, respectively. The balance remained adhe-
sive for all three systems, although the drug-lactose
forces decreased by more than a half of its original
value. The conditioning of salbutamol sulphate with
leucine, lecithin and MgST led to an intermixing
coefficient of 1.89, 2.13 and 1.52, respectively. These
mixtures would therefore be expected to form homoge-
nous interactive blends with advantageously weak
drug-lactose interactions. As expected, the lactose
force balance transformed from an adhesive to a cohe-
sive system. Nevertheless, it can be speculated that
this shift should not greatly affect the formulation
properties as this change of behaviour is predomi-

nately due to a decrease of the adhesive (drug-lactose)

forces and not in an increase of the lactose cohesive

bonds.

Representative scanning electron micrographs of

the lactose particles blended with conditioned

salbutamol sulphate-leucine, salbutamol sulphate-

lecithin, and salbutamol sulphate-MgST are shown in

Fig. 7A, 7B and 7C, respectively. In contrast to the
ternary mixture of drug and conditioned lactose
shown in Fig. 4, the conditioned drug particles

strongly interacted with the lactose particles for all

three FCAs. This suggested an effective adhesive dis-

position, in agreement with the CAB data analyses.

The corresponding content uniformity measurements
of the ternary mixtures reflected an adhesive led sys-

tem with low relative standard deviations for lactose

mixed with salbutamol

sulphate-leucine (2.92%),

salbutamol sulphate-lecithin (3.00%) and salbutamol
sulphate-MgST (3.62%) conditioned particles.

These observations suggested good correlation be-

tween the reduced intermixing coefficients and the
characteristics of the respective carrier-based formu-
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Fig. 6

Influence of the coating of salbutamol sulphate with a
force control agent on the cohesive-adhesive balances in a
salbutamol sulphate-lactose system.
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lations. Such formulations would be expected to be
stable during handling and storage, and may lead to a
greater de-agglomeration and dispersion efficiency of
the respirable particles.

The in vitro deposition profile of conditioned
salbutamol sulphate carrier-based formulations are
shown in Fig. 8. The Mechanofusion of the force
control agents to the salbutamol sulphate particles
resulted in a significant decrease in device retention
from 23.42% for the FCA free formulation to 12.51%
with leucine, 14.52% with lecithin and 8.23% with
MgST. These results suggested a lubrication effect of
the FCA and subsequent reduction in interaction
between the powder bed and the capsule, while the
formulation conserved its metastability as suggested
by the CAB analyses. More dramatic was the signifi-
cant decrease of the percentage of drug deposited on
the first stage (cut off diameter-8.06-m) of the NGI
apparatus. Stage 1 deposition decreased from 22.89%
to 6.16% for the conditioning of salbutamol sulphate
with leucine, 9.20% for salbutamol sulphate-lecithin
and 7.99% for salbutamol sulphate-MgST. This indi-
cated a greater de-agglomeration efficiency of the
coated salbutamol sulphate particles in the carrier
based formulations. This was further highlighted by
the increase deposition of the active ingredient in

Fig. 7 Representative scanning electron micrographs of ternary the lower stages of the in vitro apparatus. These

mixtures of lactose and salbutamol sulphate pre-con-
ditioned with leucine (A), lecithin (B) or magnesium

stearate (C).

Percentage of nominal dose

data clearly indicated that the characteristic proper-
ties of carrier based formulations can be controllably

40 q
Il Salbutamol sulphate+lactose
[ (Salbutamol-leucine)+lactose
I (Salbutamol-lecithin)+lactose
[ (Salbutamol-MgST )+ lactose
30 A

Device Throat Stagel Stage?2 Stage3 Stage4 Stage5 Stage6 Stage7 Stage 8

Fig. 8 Invitro deposition of salbutamol sulphate carrier-based formulations with conditioned drug (mean+S.D., n=3).
* p<0.05, ** p<0.01, *** p<0.001: significant difference compared to without force control agent by ANOVA one-way.
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$?~ Aﬁsummary of the device retention, fine particle

fraction (% respirable particle of the emitted dose)
and total fine particle fraction (% respirable particle
from total recovered dose) of the salbutamol sulphate
carrier-based formulations is shown in Fig. 9. A clear
pattern of formulation performance was observed
depending on whether the force control agent was
fused either with the drug or the lactose. Formula-
tions with pre-conditioned drug, in contrast to con-
ditioned lactose, offered the best drug delivery
performances. It is suggested that the conservation of
an adhesive system for the pre-conditioned drug par-
ticles directly led to the increased de-aggregation per-
formance. Meanwhile, the selective decrease of the
drug-lactose interfacial interaction for conditioned
lactose particles led to a dominant cohesive (drug-
drug) system, which resulted in poor blend homo-
geneity and poor fluidisation. The highest %FPF of
the emitted dose was obtained for formulations with
leucine and lecithin coated salbutamol sulphate parti-
cles (73.72% and 71.87%, respectively). The low drug
retention of salbutamol sulphate-MgST conditioned
particles (8.23% device retention) contributed to deliver
an equivalent total fine particle dose as for leucine
and lecithin (64.43% for leucine, 61.41% for lecithin
and 63.79% for MgST).

CONCLUSIONS

The influence of force control agents on the proper-
ties and performances of model salbutamol sulphate
carrier based formulations was investigated. The
cohesive and adhesive dependencies were controlled
by conditioning either the drug or the carrier before
mixing in order to create selective modifications of
the inter-particulate interactions within a dry powder
formulation. The conditioning of these fine inhalation
powders was conducted via a Mechanofusion system.
This new technique was intended to enable effective
particle covering with a nano-scale coating, a process
which is difficult to achieve via conventional ap-
proaches.

The colloid probe AFM technique together with the
novel cohesive-adhesive balance (CAB) analysis pro-
cedure was utilised to measure the variations in inter-
particulate forces of binary and ternary blends. The
CAB-graph method successfully predicted substantial
modifications in the behaviour of the formulations,
dependant on whether the FCAs were conditioned
with the drug or the lactose. This novel approach of
applying FCA to the drug is in contrast to previous
work in this area where force control agents have tra-
ditionally been applied to carrier particles.

This work emphasized that the CAB analysis
method can be utilised for pre-formulation studies
and in the design of new formulation systems for dry
powder inhalers. The work also confirmed the poten-

100
I Salbutamol sulphate-lactose
Bz Salbutamol-(lactose-leucine)
Salbutamol-(lactose-lecithin)
80 | B Salbutamol-(lactose-MgST) P
® E= (Salbutamol-leucine)-lactose IT
é D (Salbutamol-lecithin)-lactose | (1% .
= @ (Salbutamol-MgST)-lactose =\ (IH é‘TI
£ 60 =\ (IH =(1nl=:
€ = e =1l =
5 =\ (IH = 1=
c — T — T
k] = =l (I
[} — | — |
2 40 A = | s =N
< =(1Nlli= =l (I
S =[Nli= = 11Nli=:
© s | v =]
o) — | — |
o =[S =[li=
20 1 Z =l =l
0 Téﬂ% = | =l |

Device retention (%)

T

Fine particle Fraction (%) Total Fine particle (%)

Fig. 9 Fine particle fraction and emission efficiency of salbutamol sulphate carrier-based formulations (mean+S.D., n=3).
* p<0.05, ** p<0.01, *** p<0.001: significant difference compared to without force control agent by ANOVA one-way.
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Abstract

This article describes the research leading to the development of a new process for flotation deink-
ing of waste paper, including old newsprint (ONP), magazines, etc. The technique involves a simple
reagent scheme (ammonium hydroxide or sodium bicarbonate) that can be used at room tempera-
ture to generate fine bubbles at the ink/fiber/water interface that help in the ink particle detach-
ment as well as in rendering ink particles hydrophobic. The reagents also act on desorbing organic
species (oil) from oil-based ink, thereby stabilizing the bubbles. A self-aeration flotation machine
could be used to enhance flotation Kinetics. Experimental studies have been conducted to evaluate
different operating conditions, including reagent dosage, flotation time, recycling flotation water,
etc. The efficiency of the process is evaluated in terms of yield of clean pulp, brightness, and reagent

consumption.

Key words: De-inking, Flotation, Ammonium hydroxide, Soda ash.

INTRODUCTION

In modern times, with the ecological concerns about
conservation of raw materials and the rapid decline of
available landfill space, it has become increasingly
necessary to recover and recycle used raw materials.
Thus, recovered wastepaper represents a valuable
source of raw material for the paper industry. There-
fore, the wastepaper must be treated to remove any
ink particles and non-ink contaminants (Bridle, 1984).
Conventional de-inking is accomplished by convert-
ing the wastepaper to pulp and contacting the pulp
with an alkaline aqueous de-inking medium contain-
ing chemicals that play important roles in the ink sep-
aration and removal processes. The physical pulping
and the alkalinity of the aqueous medium cause the
partial removal of ink from the pulp fiber. The added
chemicals complete this removal and produce a sus-
pension and/or dispersion of the ink particles that
have been removed from the pulp. The resulting mix-
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ture is subsequently treated by flotation or washing to
separate the suspended ink from the pulp. Examples
of the chemicals used in the conventional de-inking
plants include alkali metal hydroxides, alkali metal sil-
icates, oxidative bleaches, and surfactants at tempera-
tures in the range of from 30° to 50°C. Anionic and/or
non-ionic surfactants, such as soaps or ethoxylated
alkylphenols are mainly used as surface-active agents
(Chamblee and Greenwood, 1991).

Much of the previous research on de-inking wastepa-
per has been directed towards the development of
de-inking agents. For instance, Poppel et al. (1986)
described a process involving the treatment of the
wastepaper in a pulper at an alkaline pH with alkali
silicate, an oxidizing bleaching agent, a fatty acid con-
taining more than ten carbon atoms, and a dispersing
agent. The acid and dispersing agent are added as
an oil-in-water emulsion. Other agents include thiol
ethoxylate compounds proposed by Poppel et al.
(1986), a mixture of C® to C'¢ alkanols and alcohol
ethoxylates suggested by Wood and Fried (1986), or
compounds capable of liberating multivalent cations
as reported by Wood and Wood (1985). In addition,
DeCeuster and Dupriz (1982) used pine oil and a
soap-making fatty acid, and a hydrolyzed copolymer

KONA No.23 (2005)
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~®\tjﬁer efforts have addressed washing or flotation

per fibers (Chamblee, 1991, Dingman, 1999, El-Shall,
2003, Eriksson, 1997, Forsberg, 1994, Haynes, 1998,
Miller, 1982, Nanda, 1985, Norman, 1994, Pfalzer,
1981, Renders, 1993, Robertson, 1998, Schwinger,
1994, Shiori, 1988, and Tefft, 1988).

In recent years, however, ink formulations have
become more and more complex and involve an
increasing use of a wide variety of synthetic resins
and plasticizers. Many of the new ink formulations
incorporate new pigments, dyes, and toners that are
difficult to remove by the conventional aqueous de-
inking chemicals. The challenges that the pulp and
the paper industry is trying to meet today in the recy-
cling area are to: (1) economically produce quality
paper that meets the consumer needs while satisfying
legislative demands for the content of recycled paper;
and (2) increase the process efficiency in order to
facilitate use of recovered paper that currently cannot
be processed economically. There exists a need for
new recycling processes that are more economical
and can handle a wider range of recovered paper. One
of the most important steps in recycling the recov-
ered paper is de-inking. There also exists a need for
methods of de-inking that can handle (1) a wider vari-
ety of printed material (newsprint to high quality
glossy magazine paper) and (2) a higher pulp density
than the conventional processes.

This paper discloses a new reagent scheme for flota-
tion de-inking of a mixture of old news print (ONP)
and old magazine print (OMP). The performance and
reagent consumption of the process is discussed in
comparison to published data by conventional alka-
line process.

MATERIALS AND METHODS

Pulping

The wastepaper, 30% old magazines (OMG) and
70% old news print (ONP), was used in these experi-
ments. The pulp stream is mixed with 0.5—1.0 wt. %
hydrogen peroxide and 0.1 wt. % ammonia as ammo-
nium hydroxide (or 1—3 wt. % sodium bicarbonate or
sodium carbonate). All reagents are related to dry-
paper weight. The pH in this stage is about 9.5—-10.0.
The reagents are added during the pulping stage,
which is carried out at room temperature in a Hamil-
ton Beach 16 speed blender running at the highest
speed for 1—2 minute pulping time at 10% solids by
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weight (pulp consistency).

Flotation

After pulping, the pulp is then transferred to the
flotation machine, which could be a flotation column
or a mechanical flotation cell. In this study, a Denver
flotation machine (4.0 liter cell) is used. In some tests
polypropylene glycol (400 or 4000 molecular weight)
was added as a frother. Dosages are indicated in
the results section. Unlike the conventional reagent
schemes, which can handle only 1.0—1.2% solids load-
ing during flotation, this method can handle up to
2.0% solids loading efficiently. Flotation was done for
different times. The froth was collected and periodi-
cally scraped off the top of the flotation cell with a
small paddle. The ink and pulp deposited on the sides
of the cell and the stand pipe were frequently washed
down with water. Water was continuously added to
keep the froth level constant and at the lip of the cell.
This is needed for efficient froth removal. It should
be mentioned that the amount of added water was
kept as low as possible (about 3—5% of the cell vol-
ume) to minimize dilution of the chemicals present in
the suspension. Floated ink particles were discarded
and pulp left in the cell was separated from the water
using 35 mesh screen. The separated water (contain-
ing pulping chemicals) was used for testing recycled
water. The pulp was then washed on the same screen
using fresh water. Fig. 1 shows the flow diagram of
the deinking process used in this study.

A4

i Pulping and
ég&?g;']a o —p Reagentizing [¢—— 0.5—1% H,0,
(pH 9.5-10.0)

A4
; > Float-over
Separation Cell Flow
(Under Flow) l
Reagentized AT ANSRRRE
— Liquid for Washing Screen ! Washing on :
Reuse i Screenor i
: Discard

Clean Fiber

Fig. 1  Flow Diagram of University of Florida (UF) Flotation De-
inking Process
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Age? sgf@énmg the pulp, vacuum filtration was
@@ng\#&mg a 15.0 cm diameter funnel under 15 inches

$?~ of ﬁg vacuum. A Whatman filter paper No. 40, 15 cm

dia., was placed into the funnel to avoid fiber passing
through the funnel pores. Another filter paper was
placed at the top of the pulp in the funnel. Filtered
pulp was pressed between two flat surfaces to form a
uniform cake. After pressing, the cake was completely
dried in an oven. The mass of dried pulp was used to
calculate the yield. Some samples were sent to a spe-
cialized lab to measure the ash content before and
after de-inking.

Brightness Measurement

The brightness tests were used to measure ink
removal. Brightness of formed cake (pad) was mea-
sured using hand held Technidyne Technibrite™
TB-1C. The brightness meter was calibrated using
calibration plates of known brightness. The bright-
ness readings were averaged of 5 readings for each
sample.

RESULTS AND DISCUSSION

In this study, ammonium hydroxide, sodium bicar-
bonate, and sodium bicarbonate were used in combi-
nation with hydrogen peroxide during the pulping
stage. Data obtained in these systems are discussed
below.

1. Testing Ammonium Hydroxide
Effect of Flotation Time

Effect of flotation time on brightness of pulp is
shown in Table 1. The data show that ink floats even
after five minutes, as indicated by increasing bright-
ness values of the produced pulp. Extending flotation

Table 1 Effect of flotation time on brightness of produced pulp
(0.5% H,0,, 0.1% NH,OH, 2 minute pulping)

Flotation Time, min Brightness, % ISO
1 43
2 44
3 49
4 50
5 51
6 54
8 55.5

124

time to eight minutes improves brightness to a higher
value, as shown in Table 1. It is worthy to mention
that the (ONP) waste paper (without printing) has a
brightness value of 56%. The choice of flotation time
depends on many factors, including costs (capital and
operating), desired quality, and economical yield val-
ues.

It is interesting to note that ash content decreases
with time, as shown in Fig. 2, indicating that filler
particles are also floated with the ink particles. One
disadvantage, however, of using longer flotation time
is the loss of pulp leading to lower yield values as
shown in Fig. 3. The yield decreases markedly when
flotation is continued longer than five minutes.

18
L 4
16
14
£
g 12 1
5}
£ 101
5 8-
g
o -
z ¢
4 -
2 4
0 T T
0 2 4 6 8
Ash Content, %
Fig. 2 Effect of flotation time on ash content of de-inked pulp
(0.5% H,0,, 0.1% NH,OH, 2 minutes pulping)
94
92 |
90
= |
g 88 |
>
86
84
82 T T T T T T ]
1 2 3 4 5 6 7
Flotation Time, Min.
Fig. 3 Effect of flotation time on yield of de-inked pulp (0.5%

H;0,, 0.1% NH,OH, 2 minutes pulping)
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T{;@ge @\s\(ﬁts may be attributed to bubble forma-
é{orﬁ gﬂg'to reactive peroxide and soluble alkaline
g@énts may react in the presence of the pulp that dis-

odge the ink particles of the fiber and help in floating

the ink and filler particles. Using ammonium hydrox-
ide, ammonia gas nucleates at the fiber / solution
interface. The reaction may be speculated to proceed
according to the following scheme:

2NH,0H+H,0; » NH; 1 +2H,0+0+NH,"+O0H"
M

It should be mentioned that no gas bubbles are
observed in absence of pulp. The reasons for activa-
tion of such reaction in the presence of pulp are still
not clear. Nevertheless, the liberated ammonium gas
floats the ink and filler particles to the surface. Hy-
drogen peroxide bleaches the pulp and contributes to
the product brightness. In all results shown below,
however, a self-aerated flotation machine was used
where air was sparged into the system to enhance
flotation kinetics of the filler and ink particles.

Effect of Recycling Process Water

Recycling water for reuse in process industries is
important to cost effectiveness of the process as well
as reduction of discharge to the environment of possi-
bly contaminated water. Thus, it is important to evalu-
ate the effect of water recycling on the performance
of the deinking process and the quality of the de-
inked pulp. Interestingly, the brightness of the prod-
uct increases with the number of recycling stages as
seen in Fig. 4. It is important also to note that a yield

51.5

50.5 1
50 A
495 4
49 A

Brightness, %

48.5 1
48 A
475 1

a7 T T T T

Recycling stages

Fig. 4 Effect of water recycling on brightness of de-inked pulp
(0.5% H,0,, 0.1% NH,OH, 2.0 minutes pulping, 4.0 minutes
flotation time)
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value of 88 +/—1% was obtained in all of these tests.
In other words, recycled water does not have detri-
mental effect on pulp recovery or ink removal.

The brightness improvement may be attributed to
two reasons. First is due to the bleaching effect of
hydrogen peroxide. Second is stabilization of formed
gas bubbles by the released oil due to the action of
the hydrogen peroxide. Release of oil is evidenced by
a decrease in surface tension of water as shown in
Fig. 5. Interestingly, it is found that further decrease
in surface tension and increase in total carbon content
are obtained by recycling water.

56

Surface Tension, dyne/cm
(6]
N
1

48 T T T

No of recycling Stages

Fig. 5 Effect of recycled water on surface tension (0.5% H,0O,,

0.1% NH,OH, 2.0 minutes pulping, 4.0 minutes flotation
time)

Further testing of this process utilizing higher
dosage of reagents and addition of polypropelyne gly-
col with Molecular weight of 400 has shown a dra-
matic improvement in the brightness of de-inked
pulp. The obtained brightness values for ONP and
magazines have reached a level close to original val-
ues (Papers without print). These results are dis-
cussed in another publication (EI-Shall et al. (2003)).

2. Testing Sodium Bicarbonate/Sodium
carbonate
Sodium bicarbonate or sodium carbonate was used
instead of ammonia in the pulping stage. In these sys-
tems, the following reactions may take place:

NaHCO3+2H,0; - Na*+O0H™+2H,0+0,+C0; 1 (2)
Na,CO;3+3H,0, - 2Na*+20H"+2H,0+0,+0+CO, 1
®)

The liberated carbon dioxide bubbles would (simi-
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lar to th\@gmao)@a gas) dislodge the ink particles of
th étb%r ge?féce and help float them to the surface of
he @@pension. In this case, the formed molecular

$?~ ox?%en would function as an additional flotation

agent.

It is expected that processes utilizing combinations
of alkaline agents and peroxides, which do not react
with each other to liberate gas bubbles, the process is
much less efficient. For example, where alkali metal
hydroxides and hydrogen peroxide are utilized, the
reagents react according to the scheme:

NaOH+H,0, - 2Na*+OH~+H,0+0 )

Although hydrogen peroxide aids in brightening
the pulp, no gas bubbles are formed to float the ink
particles to the surface of the pulp stream.

In Fig. 6, the experimental data show (as in the
case of ammonium hydroxide) the brightness in-
creases as flotation time and reagent dosage increase.
It should be mentioned that the flotation time might
represent the time needed for the bubbles loaded
with ink particles to float. Thus, the type of reagent
used may not be of significance during the flotation
stage.

On the other hand, the effect of dosage can be
explained on the bases of the increased number of
fine generated CO, bubbles, which are responsible
for dislodging the ink particles from the fiber surface
during the pulping stage.

Most importantly, several tests were conducted
using sodium carbonate (less expensive reagent) in-
stead of the bicarbonate. The results indicated that

56

—4&@— 1% bicarbonate
2% bicarbonate
—&— 3% bicarbonate

54 e

Brightness, %

50

T T T
0 2 4 6 8

Flotation time, min

Fig. 6 Effect of Flotation time on deinked pulp Brightness (1%
H,0O,, 2 minutes pulping time, different bicarbonate dosages)
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the sodium carbonate could be used to produce a
pulp with brightness more than 55% after flotation.
Therefore, it may be cost effective to use soda ash
instead of ammonia or sodium bicarbonate during the
flotation deinking process.

REAGENT CONSUMPTION AND
PERFORMANCE COMPARISONS

The recommended reagents to be used in this
process to produce pulp of high brightness (over 54%
for ONP and over 80% for magazines) are listed in
Table 2. The dosages of these reagents are also
listed in the same table together with that used in con-
ventional alkaline pulping as described by Dingman
and Perry (1999). The data show that few reagents at
lower dosages are used in the developed process. In
addition, the process could be more cost effective,
especially when a less expensive reagent such as soda
ash is used. An added advantage of this process is the
high pulp (2%) consistency in flotation as compared to
(1.0—1.25% normally used by the industry). This rep-
resents over 60% increase in plant capacity. Another
important point to remember is that all pulping and
flotation are done at room temperature instead of the
high temperature conditions (over 40 degrees C)
used in conventional de-inking plants (Dingman et al.
(1999)).

Table 2 Comparison between Recipes and Reagent Consumption
for Conventional and the Developed Deinking processes

Process Additive Dosage (#/ton)

Conventional Alkaline | Sodium hydroxide 12
Hydrogen peroxide 16
Chelant 4
Sodium silicate 20

UF Process-1 Hydrogen peroxide 20
Ammonium hydroxide 4
PPG 0.5

UF Process-2 Hydrogen peroxide 10
Sodium carbonate 10
PPG (400 MW) 0.5

CONCLUSIONS

A simple and effective deinking process involving
pulping and flotation steps was developed. The
process depends on adding reagents in the pulping
stage that lead to formation of fine bubbles at
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ink %r@ﬁer interface. The results of preliminary

ée&s g\‘r@\ived that brightness more than 55% could be
ined from a mixed stock containing 30% old mag-

\Sazines (OMP) and 70% old newsprint (ONP). The

process has several features such as, few chemicals
such as hydrogen peroxide and Alkali reagent (e.g.,
Ammonium hydroxide, Sodium bicarbonate and so-
dium carbonate) are used, and high yield of good
quality (brightness) product. From a practical and
economic view points, this process may prove to be
more economical due to low reagent’s consumption,
operating at room temperature, increased plant capac-
ity by floating higher solid content pulp, and possibil-
ity of water recycling. Further testing at larger scale
is recommended to verify the potential of this
process.
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&%%mé&erization of Low-Level, Oversize Particles in Abrasive Powders'
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T.F. Dumm
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Abstract

Abrasive powders are used in fine grinding and polishing applications many of which require
defect-free surfaces. Scratching is a primary defect that can be caused by very low levels (less than
10 ppm) of large, oversize particles in the powders. Powders containing low levels of oversize parti-
cles can escape the scrutiny of quality control efforts because particle size analysis techniques have
detection and sensing limits that prevent detection and quantification. This paper describes several
common size analysis techniques with special regard to the limits of detecting oversize particles. Rec-
ommendations are described for measuring and quantifying low levels of oversize particles in powder

size ranges of greater than and less than 10 microns.

Key words: Diamond, Abrasives, Powders, Size analysis, Oversize

1. Introduction

Many of the abrasive powders that are used for
grinding, lapping or polishing are derived from crush-
ing and/or milling larger particles into finer sizes.
These powders include silicon carbide, aluminum
oxide, boron carbide, cubic boron nitride and dia-
mond. Fine abrasives are usually manufactured by
crushing and grinding; followed by size classification
methods that include screening, air classification or
some form of sedimentation. Although the size reduc-
tion operation is important for obtaining the finer
sizes from a coarser feed material, it is the size classi-
fication process that creates the narrow size fractions
that are important for proper performance of abrasive
grains in a surface modification application such as
lapping or polishing. If the surface modification re-
quires a surface finish that is free of scratching, i.e.,
no obviously large, deep grooves created by substan-
tially larger particles in a set of narrowly graded parti-
cles, then special care must be taken to ensure that
these particles are not present in the powder. Scratch-
ing is a serious visual and technical defect in applica-

™ Accepted: August 30, 2005
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TEL: (614)438-2903 FAX: (614)438-2829
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tions like gem or crystal glass polishing, chemical
mechanical planarization (CMP) of micro-electronic
circuitry?, precision wire sawing of semi-conductor
ingots? and in computer hard drive media®. Unfortu-
nately, the inherent nature of oversize particles is that
the concentration needed to cause serious damage to
a surface is well below the detection limits or capabil-
ity of most modern size analysis methods.

On the fine side of the size distribution curve, it is
equally possible to have low levels of fine-size parti-
cles that suffer from the same detection limitations as
those on the coarse side. If present in low levels,
these particles usually have no effect on the perfor-
mance of the abrasive. When present in larger quanti-
ties, and depending on the relative fineness of the
size, undersize particles can have greater impact on
characteristics like dispersion, tendency of forming
agglomerates or packing behavior.

Another important factor is particle shape. The
effect of particle shape on polishing performance is
not as well understood as size effects. Many size mea-
surement techniques are sensitive to shape and parti-
cles having very high aspect ratios or have a plate-like
shape can appear as oversize particles. However, in
many applications using abrasive particles for lapping
or polishing, the high aspect ratio or plate-like parti-
cles will behave differently from oversize particles
with more equi-axial or blocky shapes. In general, the
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blocky %Qe?&@&rtlcles tend to be more problematic
be&@q& U}e’? resist breakage under load and survive

Q@@‘T&Qyw\ﬂ\:an those with irregular shapes. This paper
will'focus on the effects of oversize particles only.
g?‘ he eff f | I

A number of processes are used for reducing or
eliminating oversize particles in powders or slurries.
These include: sieving, filtration, elutriation, sedimen-
tation and various forms and modifications of these.
However, in order for any process to be controlled with
confidence, it is necessary to measure the attribute
that one is classifying or modifying. In the case of over-
size particles, this becomes quite difficult because of
the difficulty in measuring them. A number of size
standards exist for defining various grades of abrasive
powders; for example in the diamond abrasive indus-
try: Federation Europeenne des Fabricants de Produits
Abrasifs (FEPA)®, American National Standards Insti-
tute (ANSI)® and Industrial Diamond Association
(IDA)®.

There are two factors that make it difficult to con-
trol the level of oversize particles in a powder where
the term oversize refers to particles substantially
coarser than the median size of the powder. The first
is the ability of detecting the particles with a certain
degree of certainty. The second factor is applying the
proper metric that adequately quantifies the level of
oversize particles in a powder. The size attributes of
powders are normally measured using particle size
analysis techniques such as sieves, microscopic meth-
ods, sedimentation, electrical or optical sensing zone,
laser light scattering techniques and others. Although
each of these techniques employ different definitions
of particle size, the distribution of sizes within a pow-
der are measured and quantified using statistical
terms such as the mean, median or mode size, stan-
dard deviation or percentile points on a cumulative
curve of the total size data. These metrics serve quite
well for describing the bulk properties and general
performance of powders. However, these metrics are
not useful for describing low levels, on the order of a

Applied Force

few parts per million or even parts per billion, of over-
size particles that can cause severe problems in sur-
face modification processes.

This paper will describe the limitations that are
associated with most of the modern techniques used
for measuring the bulk size characteristics of pow-
ders. Additionally, semi-qualitative techniques are
described which allow evaluation of oversized parti-
cles for very fine powders that are the most difficult
to quantify by other techniques.

2. Effect of Oversize Particles

In applications that use abrasives for 2 or 3-body
lapping or polishing, the ideal mode of operation is
that uniformly sized particles are spread onto a lap-
ping plate or polishing cloth using a liquid carrier.
When the substrate being lapped or polished is
placed in contact with the slurry on the plate, the par-
ticles are forced into a single layer between the plate
and substrate (See Fig. 1). Only those particles that
contact the workpiece and lapping plate provide the
action that abrades or polishes the substrate. Where
more compliant lapping surfaces are used, like poly-
meric films or cloths, there is more particle contact
with the workpiece, but the pressures exerted by
larger particles can exceed those of the smaller ones
that are not pushed as far into the lapping cloth. In
either case, narrow particle size distributions provide
the highest level of particle contact, uniformly sup-
port the load placed on the substrate and polish or
abrade with the highest material removal rate and
best (defect free) resulting surface finish.

When oversize particles are present within a pow-
der, even at levels that are not detected by most size
analysis techniques, a considerable amount of surface
damage can be caused from the lapping and polishing
process. Fig. 2 shows the effect of a few large parti-
cles among millions of smaller narrow-sized particles.
When the large particles are between the lapping

Workpiece
p ' M‘x f 3

Abrasive Particles

1___ - A |
L e T Lapping Plate

Fig. 1  Schematic of graded particles in a lapping or polishing application showing how uniformly sized particles bear the applied load.
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Oversize Particle

Fig. 2 Schematic of graded particles in a lapping or polishing application showing how A few oversized particles bear a disproportionate

amount of the applied load.

plate and substrate, they will support a disproportion-
ate amount of the load placed on the workpiece. The
smaller particles around the large particle will bear
no load and therefore be rendered useless. If the
oversize particles support the pressure placed upon
them without fracturing, the result will be relatively
deep scratches on the workpiece.

3. Definition of Oversize Particles

The concept of an “oversize” particle has the most
relevance with relationship to a “narrow” size distrib-
ution. In powders having broad size distributions, the
definition and effect of oversize is more vague and
less pronounced and for purposes of this discussion,

. Fines
Superfines Tail

Main Distribution

we will limit the definition to narrowly graded pow-
ders or those having a median size to standard devia-
tion ratio of 5 or larger (for example a powder having
a median size of 15 microns and standard deviation of
2.5 microns will have a ratio of 6).

There are two magnitudes of oversize particles that
can exist within a set of particles: Near-oversize refers
to solid particles which are present in a distribution
with a high degree of statistical probability and occur
with enough frequency that they are detected and
accounted for within a size distribution. These are the
particles that make up the coarse “shoulder” of a dis-
tribution curve (see Fig. 3) and are generally 1.5 to 2
times larger than the median and are represented
within the 90" to the 99" percentiles on a number

Coarse

Tail Oversize

Superfines
(attached to on-size)

On-size

Oversize Particle

Fig. 3 Schematic of a typical particle size distribution curve showing the major zones that affect powder performance.
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basis. F(@%ag\o\%ly graded powders, these particles
do,pet eae@dlly lead to scratching problems.

S

-oversize particles that may be present in a

$?~ dis‘fAribution usually occur as rogue particles that were

not removed from the powder due to process ineffi-
ciencies or contamination during handling or storage.
In this case, gross-oversize particles are defined as
solid particles whose size lies above the coarse shoul-
der of the particle size distribution curve and are
statistical outliers from the rest of the population.
Gross-oversize particles are generally 2 to 5 or more
times larger than the median size. As little as 0.25 mg
of 10 micron particles in as much as 80 kg of 1 micron
mean size powder may be enough to allow one 10
micron particle to be included in as little as 60 mg of
the bulk powder. Because it is the very largest parti-
cles in a powder that cause the scratching problems
described in the introduction, for the remainder of
this discussion, we will refer to gross-oversize parti-
cles as oversize particles.

In many cases, agglomerates of individual median-
sized or near-sized particles will behave as oversize
particles. The extent with which they can scratch or
cause defects depends upon how tightly bound the
individual particles are within an agglomerate. Tightly
bound agglomerates, that occur with more frequency
as the median size of a powder decreases, can behave
as solid particles. Agglomerates that are held together
with less cohesive force may behave as solid particles
initially, then break apart under the applied load.

4. Characterization of Oversize Particles

The common size analysis techniques used for
measuring particle size distributions of powders are:
sieving, sensing zone methods (electrical and opti-
cal), laser light scattering, sedimentation, photon-cor-
relation spectroscopy and microscopy. Each of these
methods is based on fundamental principles that are
well understood and each technique has advantages
over others in specific size ranges, materials and
applications. When employed properly, the size analy-
sis techniques generate statistically significant size
data for the bulk of the population of powders or parti-
cles that are being measured. Bulk size properties
include mean, median, standard deviation, skewness
factors, and percentiles that are statistically signifi-
cant.

Table 1 lists the features of the common size analy-
sis techniques with respect to their ability for detect-
ing and quantifying oversize particles. The techniques
are listed with respect to the lower detection limit. As
can be seen by the table, the sieving technique, which
actually performs a physical separation of the parti-
cles based on sieve-size, has a tremendous capacity
for “measuring” billions of particles in relatively short
timeframes. Given that the sieving time is sufficiently
long enough to provide each particle with opportunity
to fall through the sieve mesh or be retained, the
process of determining whether a particle is above or
below the sieve size has a high degree of resolution.

Table 1 Comparison of Size Analysis Techniques for Measuring Oversize Particles in Powders

Particle-by- - . - Particle Oversize Lower
Technique Particle Park/'lthgﬁifﬁ]“on Sam?:ra]élze, Counts per | Resolution Detection Practical
Counter Y minute* Level Size Limit
Sieving No (for data) | Sieve Opening 1 to 1000 10° to 10%? Excellentat | PPB 10 um
sieve size
Sensing Zone Yes Aperture or Detection Zone | 0.005 to 0.5 10* to 10° Very Good Several PPM | 2-5um
Single Particle*
Light Scattering | No Detection Zone 0.05t0 1 10 to 10° Fair 0.5% 0.1um
Field Response
Sedimentaion No Detection Zone 1to0 10 10 to 10° 0.1um
Bulk Field or Bulk Response Poor 0.5%
Line Start Fair 0.5%
Microscopy Yes Single Particle Detection 0.0005 to 0.05 | 10° to 10* Excellent PPM
Optical lum
Electron 0.05 um
Photon No Detection Zone 0.005-0.05 106 to 10° Poor 1% 0.005 um
Correlation Field Response

* Particle counting statistics increase per time increment as size of powder decreases.
+ Single-particle detection response only if samples are sufficiently diluted.
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Int %asg@?usmg a sieve for detecting oversize par-
é{c?esod%ingle sieve is employed rather than nesting

N @ﬁéries of sieves. The sieve is chosen so that the size
\“of the openings represents an arbitrary definition of

oversize so that any particles retained on the sieve
would be classified as such. Although no detailed size
information is obtained on the bulk of the distribu-
tion, the particles that are retained on the sieve can
be easily quantified by counting or weighing or other
means. The added bonus of using sieves for measur-
ing oversize particles is that these particles are actu-
ally removed from the powder and a value-added
function has been performed.

Although sieving seems like the ideal method for
measuring and detecting oversize particles, there are
practical limitations for its use across all products
and sizes. With the development of ultrasonic sieving
technology, the ability of sieving powders through
very fine mesh sizes has improved significantly. Wire
mesh screens are made as fine as 635 mesh (20
microns) and electroformed screens as fine as a few
microns. Electroformed sieves finer than 10 microns
are expensive and fragile. At this size, it becomes dif-
ficult and time consuming for even ultrasonic energy
to encourage the fine particles to fall through the sieve
openings. Therefore 10 microns is near the practical
limit of the sieving technique. Other concerns with
using the sieving technique are the selection of sieve
size with respect to the coarse shoulder of the distrib-
ution: if the sieve size is too close to the shoulder,
many “near-size” particles will be present on the sieve
cloth (see Fig. 3). These particles require long siev-
ing times to orient and fall through the sieve and can
cause the sieve cloth to blind. If the sieve is much
coarser than the coarse shoulder of the distribution,
the powder will fall through more easily, but oversize
particles that are near the sieve size, and fall through,
would not be accounted for. Given that sieves are usu-
ally available only in standard size ranges, there may
be little flexibility in matching the sieve size based on
the coarse shoulder of the size distribution. Finally,
sieves must always be thoroughly inspected for holes
or tears before being used for size analysis.

Another popular technique for measuring particle
size distributions is the electrical sensing zone or opti-
cal sensing zone. Particles are sampled into these
devices in dilute suspensions so that they can pass
through the sensing zone one at a time and are there-
fore counted individually. As the particles enter into
or through a zone, they trigger or disrupt either an
electric current or a light beam. A sensor detects,
quantifies the intensity of the signal and records the

KONA No.23 (2005)

data in a size channel. The resolution of the “size”
that is measured is a function of the sensitivity of the
sensors, which in modern electronic systems are
quite good.

In principle, it would seem that the sensing zone
techniques are ideal for measuring and detecting
oversize particles. In practice however, this technique
is limited by several factors for the ability of measur-
ing oversize crystals. In the case of electrical sensing
zone methods, particles suspended in an electrolyte
are drawn through an orifice. Particles can only be
detected and measured if they pass through the ori-
fice. This of course, requires that the orifice be larger
than the coarsest particles in the sample. If there are
particles in the sample that are coarser than the ori-
fice, they will not be detected and can also cause plug-
ging of the orifice. Another significant limitation of
the sensing zone techniques is the counting statistics
related to measuring dilute samples. For electrical
sensing zone techniques the count rate is controlled
by the concentration of particles in suspension and
the suction applied through the aperture. An optimum
count rate exists whereby too low of a rate results
in inefficient use of time and exacerbation of back-
ground noise, whereas too many particles can result
in coincidence effects; two or more particles entering
the sensing zone simultaneously. When this happens,
the analyzer detects these as single, larger particles.
In practice, an optimum count rate is approximately
50,000 particles per minute. If oversize particles are
present in concentrations of several parts per million,
then it is possible that one oversize particle may be
present in the population that is sampled in one or
more minutes of analysis time.

Other limitations with electrical sensing zone tech-
nique occur from the background “noise” that is gen-
erated from the electrolyte solution. There are two
forms of “noise” that are generated from the elec-
trolyte: the first is a high frequency noise that usually
occurs in the finest size channels and is more preva-
lent as the aperture size decreases. This noise can be
accounted for by making an analysis of clear elec-
trolyte having no particles in suspension and subtract-
ing these background counts from the data obtained
with the particles. The biggest effect of this noise is
that it limits the use of the electrical sensing zone
technique to sizes down to about 2 to 5 microns. The
second form of noise is low frequency noise that can
occur randomly in any size channel. Small bubbles,
suspended contamination, particle build-up near the
aperture inside the orifice tube, voltage fluctuations
or electrical interruptions caused from loose electri-
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shggsr‘)[\{\g@fect of ‘noise’ that resulted from analyz-
@ﬁb @&0 micron mean sized powder that had been

$?\Q sie\%d three times through a 270 mesh (53 um) sieve

to remove any oversize particles. As can be seen,
counts still occurred in the coarser channels. Filter-
ing the electrolyte and keeping connections clean can
reduce this form of noise, but it cannot be completely
eliminated. Both high frequency and low frequency
forms of noise can result in counts that appear as
coarse particles.

In general, electrical sensing zone techniques are
suitable for measuring oversize particles only when
the oversize particles are smaller than the aperture
size, when the analysis is performed with minimal
coincidence effects and when no low frequency noise
is present during the analysis. Even when all of these
criteria are met, the technique is best suited for pow-
ders with mean sizes greater than 5 microns.

Microscopy techniques performed either manually
or coupled with digital image analysis equipment, are
popular size analysis methods that can also reveal
information on particle shape, composition and other
features not possible with higher speed analysis tech-
niques. As Table 1 describes, size analysis using opti-
cal microscopy methods is applicable for sizes down
to about 1 micron and electron microscopes are suit-
able for sizes down to about 0.05 microns. Although

the resolution associated with microscopy is excel-
lent, the trade-off is that the data collection schemes
are considerably slower than other size analysis meth-
ods resulting in poorer counting statistics for a given
analysis time. When used for measuring bulk powder
attributes, especially for narrow size distributions, the
data from several thousand particles is usually ade-
quate. However, for detecting and measuring oversize
particles, especially those that exist in the parts per
million ranges, the microscopy techniques do not lend
themselves to scanning millions and millions of parti-
cles. Despite the quantitative limitations, the practice
of scanning prepared slides of particles under a micro-
scope looking for rogue oversize particles is quite
common.

Laser light scattering size analysis methods, based
on forward and right angle light diffraction principles
are very popular for measuring size distributions.
These methods are very appealing because they
cover wide size ranges (0.1 to 1000 microns), require
small sample quantities (less than 1 gram), generate
reproducible data, and are fast and easy to operate.
Commercially available systems can analyze powders
dispersed in a liquid (usually water) or dry powders
that have been aerosolized. In either case, the laser
beam passes through a field of particles to a detector
or series of detectors. The light passing through the
field of particles is scattered at various angles and
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Fig. 4 Example of a particle size distribution from a powder that has been sieved three times to completely eliminate any gross-oversize parti-
cles. Subsequent analysis using an electrical sensing zone technique still shows counts that appear in coarser channels.
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for % dd,(ﬁgctlon pattern that is unique to the size
gj&rigo@dn of the powder. The detectors are arranged
Oﬁ“ @\ﬁxed angles that relate to a given size or size chan-
nel and the intensity of scattered light that falls onto
each detector determines the percentage (typically by
volume) of those particles in the distribution. The
sensitivity of these detectors is such that it requires
the cumulative amount of light scattered from many
particles simultaneously to achieve the minimum
level of light that the detectors can sense. It is the
sensitivity limit of the light detectors that limits the
ability of this technique for measuring oversize parti-

cles in a powder.
A few oversize particles dispersed among millions
of particles are simply undetectable by this technique.
Fig. 5 describes this effect. In example A, a 1 micron

81

Lot #2L
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T
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mean size powder contains less than 0.01 percent by
mass of oversize particles generally in the 10 micron
or coarser size range. This powder produces an
extremely poor surface finish when used for lapping
or polishing glass substrates. In spite of the obvious
presence of oversize crystals, the laser light scatter-
ing technique did not detect these. In fact, example B
shows a powder with essentially the same size distrib-
ution as example A, but the sample B powder does
not contain any oversize particles and performs as
expected.

Sedimentation methods of particle size analysis can
be performed using homogeneous suspensions in
either a gravitational or centrifugal field. In either
case, particle size is based on the differential settling
rates of particles based on Stokes’ Law. The determi-
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A.) Diamond powder with low-level oversize particles that are undetected by laser light scattering but cause severe scratching.
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B.) Diamond powder with similar bulk size distribution as A, but with no oversize particles.
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Fig. 5 Examples of 1 micron mean size powders having A.) low levels of oversize particles that are undetected using a laser light scattering
technique, but clearly causing scratches in lapping application; and B.) powder of similar size distribution having no oversize particles

present and producing uniform surface finish in a lapping application.

KONA No.23 (2005)

135

D



&L

@c)\
nation Q(dl% g(l;(t\gr volume fraction of particles within
§ée '?rag,ﬁ@n is made in several ways: by physically
e\g@ng a sample of suspension and weighing the

$?~ so s, by measuring the attenuation of an x-ray

source through the suspension or by measuring the
attenuation of a light or laser beam. If employing the
cumulative weight measurement method, the ability
of the sedimentation technique for detecting oversize
particles is very limited simply because the weight of
even a few oversize particles is well below the sensi-
tivity of most weighing balances. If using radiation
attenuation, the technique is limited in the same way
that laser light scattering techniques are: by the lack
of sensitivity of the detectors.

Photon correlation size analysis techniques are
applicable to particles in the size range of 0.005 to 1
micron. Particle size is based on the response of a
laser beam to particles vibrating in a liquid. Although
the physics of the laser response to the particles is
somewhat different than in laser light scattering sys-
tems, the basic limitations for detecting low-level
oversize particles are essentially the same: the photo-
detectors simply do not have the sensitivity of detect-
ing the response of a few larger particles within the
field of on-size particles.

5. Oversize Measurement Recommendations

For powders with mean sizes coarser than 10
microns, sieving is clearly the preferred and most
reliable method of measuring and detecting low levels
of oversize particles. If the bulk size distribution of
the powder is known, then a single sieve with sieve
openings that are above the coarse tail of the distribu-
tion can be selected. Depending on the size of the
powder, a known quantity of powder can be placed
on top of a clean sieve (having been pre-inspected
for holes and tears), and vibration and/or ultrasonic
energy can be used for sieving the material through
the openings. Sieving is complete after some point in
time such that: 1.) No material resides on the sieve
cloth or, 2.) A steady amount of residual material
resides on the sieve cloth for a fixed period of time.
As an added measure of accuracy, any residual mater-
ial on the sieve cloth and sidewalls of the sieve can be
washed through the sieve with water or alcohol.

If residue is present on the sieve, and it represents
enough material for accurate weighing, then the re-
sidue can be carefully transferred to weighing paper
and weighed. In some cases, there may not be a suffi-
cient amount of material for weighing, then, a visual
inspection of the sieve cloth under a stereo micro-
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scope would allow an estimate of the number of over-
size particles retained. Microscopic analyses of this
residue would also allow an estimate of the size of
the oversize particles. The visual analysis of retained
particles on a sieve cloth is aided by using smaller
diameter sieves, such as a 3-inch diameter sieve.
Smaller sieves help concentrate any oversize particles
that may be present in a smaller area. Using this tech-
nique, it is indeed possible to find and measure a sin-
gle oversize particle in a relatively large quantity
(representing billions of particles) of powder.

For particles in the 0.1 to 10 micron mean size
range, sieving techniques become less practical
unless one knows beforehand that the oversize parti-
cles are larger than the sieve size that would retain
them. Because of the limitations described above for
the sensing zone techniques, these methods are not
reliable for detecting low levels of oversize particles
primarily because one cannot know with any certainty
if counts that occur above the 99™ percentile of a dis-
tribution are coincidence effects, noise or, in fact,
really particles.

One technique that can be used for isolating and
ultimately quantifying oversize particles in this size
range is a modified sedimentation technique. As
discussed above, the resolution of sedimentation
technique is not suitable for detecting low levels of
oversize particles when measuring a full distribution
of particles and when using on-line radiation attenua-
tion techniques. However, it is possible to utilize the
technique for repeatedly fractionating a suspension at
a single Stokes’ diameter that would be chosen based
on the known size distribution of the powder. In this
technique, a known amount of powder is weighed and
dispersed into a suspension at 1 to 5 weight percent
solids. The dispersion technique would normally
employ de-ionized water containing 0.1 to 0.5% of a
surfactant in addition to pH adjustments so that the
zeta potential of the dispersed solids is sufficiently
high that adequate stability of the suspension is
achieved. A combination of mechanical and ultrasonic
agitation usually provides enough energy for break-
ing up any agglomerates that may act as oversize par-
ticles. For the very finest size powders, i.e., those less
than 0.5 microns, longer agitation times will usually
be required.

For powders with mean sizes greater than 1 mi-
cron, the sedimentation fractionation technique can
be performed using gravity settling in a clean glass
beaker. Using Stokes’ Law, one can calculate the set-
tling time required for the finest oversize particle to
settle from the top of the liquid level to the bottom (or
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neaj @ﬁe antlgm) of the beaker. When the suspension
e}é's'at %(&'ghly mixed and dispersed, the beaker is

@M\I\(\/\ed to stand for the calculated time while the par-

is used for withdrawing the suspension down to a
level near the bottom of the beaker. The withdrawn
suspension can be saved or discarded, but is not
required for further analysis. As the sediment always
includes all of the oversize plus some of the bulk
material, several decantation cycles must be per-
formed. Therefore, after the first decantation, the
beaker is filled again with “clean” de-ionized water
that has been treated with surfactant and pH modifier.
The retained suspension, which is now more dilute, is
stirred and ultrasonically agitated. The suspension is
then allowed to stand again for the calculated time
until the oversize particles settle to the bottom and
the suspension is decanted again. The process of
diluting and decanting is repeated until the settled
suspension contains a minimum level of on-size parti-
cles. The number of cycles required for isolating any
oversize particles will also depend on the concentra-
tion of the initial solids loading in the suspension. For
example, for the oversize particles to be more than
50% of the sediment, you would need 10 decantation
cycles if the oversize particles are twice the median
size and 4 cycles at 5 times the median, for 1 ppm
oversize. For 1 ppb, it comes out to about 15 cycles
and 6 cycles.

When the fractionation process is completed and if
residue is present at the bottom of the beaker, and it
represents enough material for accurate weighing,
then the residue can be carefully dried, transferred to
weighing paper and weighed. In some cases, there
may not be a sufficient amount of material for weigh-
ing, then, a visual inspection of the settled particles
under a stereo microscope would allow an estimate
of the number of oversize particles in the powder.
Microscopic analyses of this residue would also allow
an estimate of the size of the oversize particles.

In powders having a mean size less than 1 micron,
the same process as described above can be used
however, centrifugal sedimentation can reduce the
settling times. Whether one uses gravitational or cen-
trifugal sedimentation, it is imperative that one mini-
mizes the risk of external contamination of particles
from mixers, probes, decant tubes, etc. In the case of
gravity settling, the process can generally be scaled
up to accommodate larger quantities of powder if nec-
essary.

KONA No.23 (2005)

6. Summary

Levels of oversize particles may exist within nar-
rowly graded abrasive powders at levels that are in
the parts-per-million to parts-per-billion range. The
presence of these particles can have a serious and
deleterious effect on the performance of these pow-
ders especially in abrasive lapping, polishing and pre-
cision wire sawing applications. Although abrasive
powders are manufactured to stringent size controls
for the bulk distribution and measurement techniques
are quite effective at characterizing the bulk of the
distribution, the ability of detecting the low-levels of
oversize particles remains a challenge. These low lev-
els of particles are below the detection limit of most
modern, high-speed size analysis techniques. The
limitations of some of the most popular techniques
are described with respect to their ability for detect-
ing rogue oversize particles.

For powders with mean sizes at or above 10 mi-
crons, a sieve analysis technique is described that can
be used for detecting and quantifying oversize parti-
cles with considerable resolution. For powders that
are finer in size, a sedimentation technique can be
used for isolating any oversize particles that may be
present. The sedimentation method can be performed
using either gravity or centrifugal sedimentation tech-
niques.
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Abstract

On-board hydrogen storage is an important obstacle to the development of a sustainable, ultra-low
emission transportation system. A dry particle coating technique was used to coat micron-sized mag-
nesium powders with Ni nanoparticles for hydrogen storage. Three parameters were explored in this
study: powder size, nickel loading, and processing time. The composite materials were evaluated
based upon a number of criteria, including the degree to which the nanoparticles were distributed
over the Mg surface, the improvement in kinetics for hydrogen absorption, and the increased amount
of hydrogen absorbed and desorbed. Comparisons were made between the bulk Mg powders and those
coated with Ni. Due to the high shear forces it created, the dry particle coating system effectively dis-
tributed Ni nanoparticles onto the Mg powder surface. A coating process that required 48 hours
using traditional ball milling was reduced to 90 minutes with the dry particle coating system. Mag-
nesium powder with a mean diameter of 44 microns and a nickel loading of 2 atomic weight percent
was the most Kinetically active for hydrogen absorption under the conditions studied. Hydrogen
absorption began at 150°C, and desorption started at 250°C. The dry particle coating system, how-
ever, did not alter the magnesium microstructure during 90 minutes of processing and did not pro-
duce the large surface areas generated by ball milling.

Key words: Hydrogen Storage Materials, Mechanical Alloying, X-Ray Diffraction, Metals, Nanoparticles

INTRODUCTION

Motor vehicles operating in the United States
account for 65% of the oil consumption, 78% of all
carbon monoxide emissions, 45% of nitrogen oxide
emissions, and 37% of the volatile organic carbons
(VOCs), as reported by the Environmental Protection
Agencyb. On average, the internal combustion engine
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is only 19% efficient in converting fuel into useful
work?. Fuel cell vehicles, which rely on the electro-
chemical reaction of hydrogen instead of combustion,
provide an attractive alternative. For example, proton
exchange membrane fuel cells (PEFCs) are 40 — 45%
efficient and emit only water vapor and heat when
hydrogen gas, obtained from renewable sources, is
used as a source of fuel®.

Providing a safe, reliable, efficient and continuous
source of hydrogen to the PEFC is one of the most
important technological obstacles to overcome be-
fore fuel cell vehicles become a viable alternative®.
Automakers can choose to store hydrogen directly
onboard as a liquid, gas, or hydride, or produce it
onboard by refining a fossil fuel; however, it was
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found

$?~ mentally benign than those operating with onboard

fuel processors®. Solid storage in the form of metal
hydrides has several advantages over other direct stor-
age options, including improved safety and a higher
hydrogen storage density (6.5x10% H atoms/cm? for
MgH,) than hydrogen gas (0.99x10?> H atoms/cm?)
or liquid hydrogen (4.2x10%? H atoms/cm?®)®. Owing
to its high hydrogen capacity, low weight, abundance
in nature, and low environmental impact, magnesium
is a favorable material for storage®, and thermody-
namics favor the formation of the hydride at room
temperature. Unfortunately, slow kinetics, resulting
in high absorption and desorption temperatures
(~400°C) for MgHj, limit its potential application”.

Many researchers have attempted to improve the
hydrogen absorption/desorption Kkinetics through
mechanical ball milling of bulk magnesium metal,
alloying with transition metal catalysts and destabiliz-
ing the magnesium-transition metal-hydrogen matrix.
Mechanical ball milling can improve hydrogenation
rates over those of the bulk material due to its ability
to affect changes in the microstructure of the magne-
sium®. Milling produces a nanocrystalline microstruc-
ture that provides an abundance of defects and grain
boundaries near the surface® ®. These fissures serve
as passages for hydrogen diffusion, along with improv-
ing hydride nucleation and hydrogen atom penetra-
tion?. Planetary milling also increases the number of
defects in the interior of the materials, while enlarg-
ing the specific surface area®. Particle size, also
largely affected by mechanical milling, plays an im-
portant role in hydriding and dehydriding rate im-
provements. Mechanical milling is generally used to
produce powders in the range of 60 — 100 um® 19,
The smaller size increases the surface area to volume
ratio of the powders and creates more active sites for
hydrogen penetration.

Dehydrogenation properties are largely dependent
upon the particle’s microstructure'®. Iwakura’s group
reported improvement in hydrogenation-dehydrogen-
ation and charge-discharge characteristics resulting
from the formation of a nanocrystalline or amorphous
structure!?. Particles with nano-crystalline structure
(grain size 10 nm or less) increase the density of
grain boundaries, resulting in easier activation'?. A
large fraction of hydrogen in the Mg,Ni-H system
occupies the deformed inter-grain regions and not the
intra-grain regions®®. lwakura et al.*? postulated that
hydrogen stored in the amorphous region was ther-
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modynamically less stable than that stored in inter-
and intra-grain regions, resulting in lower tempera-
tures for desorption. When compared to the crystal
hydride, the amorphous phase is less stable, which is
reflected by the ease of hydrogen solubility in the
amorphous phase'?.

Alloying bulk magnesium powder with transition
metal catalysts has drastically improved hydrogen
absorption and desorption kinetics. Holtz and Imam*®
reported improved hydrogen discharge rates with the
addition of as little as 0.1 atomic weight percent (at %)
nickel to the surface of the magnesium. Hydrogen
molecules have a strong affinity for nickel and readily
dissociate and adsorb onto surface-layer nickel clus-
ters®® . Through the addition of 1 at % of nickel
to magnesium, Holtz and Imam!® achieved a 50%
increase in hydrogen capacity, a decrease of 100°C in
the temperature for the onset of hydrogenation and a
lowering of the dehydrogenation onset temperature
from for 50°C.

The uniform distribution of catalytic nickel on the
surface also allows hydrogen absorption and desorp-
tion to occur in the presence of oxides and hydrox-
ides®. Boulet and Gerard!” attributed the ability to
absorb hydrogen in the presence of an oxide layer to
a modification of the magnesium surface by the cata-
lyst. Transition metal catalysts dissociate H, mole-
cules into H atoms, which are able to diffuse along
grain boundaries between the magnesium and the
additive material. Hydrogen atoms are more easily
absorbed by magnesium or magnesium compounds
than H, molecules®®. The interface between the mag-
nesium and the catalyst acts as an active nucleation
site for the hydride phase.

Elemental selection for metal hydride production
must take into account chemical bonds between
atoms. Yukawa et al.’® found that hydrogen interacts
more strongly with hydride non-forming elements, B
(e.g. Ni and Fe) than it does with hydride forming
elements, A (e.g. La, Ti, Mg). However, the B-H inter-
action was only dominant in the presence of A ele-
ments??. Therefore, when designing an alloy for
hydrogen storage, it is important to include both A
and B elements. For pure metal hydrides (i.e. MgH,),
the interactions between the A and H atoms are
strongly ionic, owing to the relatively wide energy gap
between them. This results in a charge transfer from
the A to the H atom and the formation of a stronger
bond. In hydrogen storage alloys (i.e. Mg,NiH,) the
valence band of the B element occurs in the interme-
diate energy range between the hydrogen and A ele-
ment. The result is a covalent interaction between B
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an"?fh%e@bmic orbitals to form molecular orbitals. By
ixing both A and B elements, the B-H interaction is

enhanced while the A-H interaction is weakened'?.

The weaker covalent bond allows for easier activation

of the hydrogen desorption process!® 20,

The objective of this research was to explore a new
dry particle coating technique to produce composite
materials of magnesium and nickel for hydrogen stor-
age. The dry particle coating system was chosen as
an alternative to ball milling because of its ability
to disperse nanoparticles in a fraction of the time.
Results of the literature review illustrate the impor-
tant role powder composition and Mg microstructure
play in improving hydriding kinetics. Magnesium was
selected for study because of its high hydrogen stor-
age capacity and the large volume of work available
for comparison. Additions of catalytic amounts of tran-
sition metals to the magnesium surface lower the
temperature of hydrogen absorption and desorption.
Nanosized nickel was chosen for this study because it
remains catalytically active even after the formation of
oxides. Given that metal oxides readily form upon
exposure of the pure metal to air, the ability to remain
catalytically active is a valuable asset. Experiments
were carried out to evaluate three parameters: Mg
powder size, Ni loading and coating time. Hydrogena-
tion studies were performed on the as-processed sam-
ples in order to determine the ideal parameters for
maximizing hydrogen absorption. Having selected
the most effective parameters, further analyses were
performed to quantify the amount of hydrogen des-
orbed from the materials. Results of this study were
compared to similar studies that utilized ball milling.

Table 1 List of experimental conditions

METHODOLOGY

Dry Particle Coating System

Samples containing Mg powder (300 pm, Fisher
Scientific; 44 pm, Alfa Aesar; 4 um, Reade Advanced
Materials) and Ni nanoparticles (primary particle
size: 72+30 nm, surface area: 6 m?/g, bulk density:
0.66 g/cm®, Argonide) in varying concentrations (0,
0.5, 1, or 2 at %) were mechanically processed using a
dry particle coating system. Nickel loading in excess
of 2 at % was not considered because the resultant
loss in hydrogen capacity by weight rendered the
materials less competitive for onboard storage. Coat-
ing runs lasted 30 or 90 minutes. A rotor speed of
4600 rpm, vessel speed of 70 rpm, gap-size of 1 mm,
and Mg mass of 10 g were used to process all powder
samples. Table 1 lists the experimental conditions.

Consisting of an elliptic rotor encased in an ellipti-
cal vessel, the dry particle coating system (Fig. 1)
utilizes a dry coating technique to produce the pow-
der composites??®, The rotor operates at high revo-
lution while the vessel rotates at low speeds in the
opposite direction. This applies strong compression
and shear forces to the particles when they pass
through a narrow gap between the rotor and vessel
wall. Smaller gap-sizes increase the forces on the
powders and should affect the microstructure of the
powders, in addition to creating more cracks and
irregular surfaces. The process also more evenly dis-
tributes the nickel nanoparticles onto the magnesium
surface. A stainless steel vessel and stainless steel
rotors capable of maintaining an inert atmosphere
were used.

All handling was conducted in a glove box (Plas

Dry Particle Coating System

Hydrogenation?

Set Number

Mg powder size® Ni loading (x)° Coating time Mg-x at % Ni H; gas
[um] [at %] [min] [a] %]
1 300 0,05,1,2 30, 90 0.1 100
2 44 0,05,1,2 30, 90 0.1 100
3 44 0,1,2 30, 90 1.8 100
4 4 1,2 90 18 100
5 4,44 2 90 1.8 100
6 44 2 90 1.8 1004

2 The chamber was heated to 200°C over approximately 1 hour and maintained for 150 minutes, unless otherwise noted

b 10 g of Mg were used for all sets; set 5 used 5 g of each powder size

¢ Ni loading of 0.5, 1, or 2 at % is equivalent to 0.1205, 0.2410, or 0.4820 g, respectively
4 Chamber was quickly heated (<20 min) to 200°C and then maintained for 150 minutes
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Fig. 1  Schematic of Dry Particle Coating System

Labs, Inc. Model 855-AC) under argon because of
the potential reactivity of Mg with air and water. An
oxygen analyzer (Cambridge Sensotec, Ltd. Rapidox
3000) was used to monitor the oxygen level in the
glove box, which was maintained at lower than 500

ppm.

Hydrogenation System
Hydrogen absorption studies were carried out using

a custom designed hydrogenation system (Fig. 2).
The core of the system was a custom-made stainless
steel reaction chamber, 180 cm?® in volume. High
temperature heating tape (Barnstead/Thermolyne,
BIH101040) was used to heat the chamber. The
chamber was pressurized with pure hydrogen (high
purity grade) using a special high-pressure regulator
(Concoa, Inlet No. 3124321-01-350). Argon (Praxair,
high purity grade) was used to flush the system and
remove any contaminants. Pressure was monitored
using an electronic pressure transmitter (Omega,
PX880) connected to a process panel meter (Omega,
DP25B-E). Temperature was measured via a thermo-
couple (Omega) attached to the outside of the cham-
ber under the heating tape.

Hydrogenation experiments were performed with
various Mg powder sizes and Ni loadings to evalu-
ate their effects on hydrogen storage capacity and
absorption rates. Initial pressure and temperature
readings were taken and recorded prior to heating
the chamber. Samples were slowly heated to 200°C
(~60 min) under an initial H, pressure of 145 psi and
maintained at that temperature for 150 minutes.
Experiments were also performed with Mg-2 at % Ni,

Pressure transducer

Thermocouple

’

Tt Reaction chamber

Digital pressure output

ﬁT

>

Vacuum pump

L

Vent to fume hood

s

H, Ar

Fig. 2 Schematic of the hydrogenation system
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minutes) to 200°C, which was then maintained

or 150 minutes. Reaching higher temperatures faster,

it was hypothesized, would increase the rate of hydro-

gen diffusion and minimize the formation of impene-
trable surface layers of hydrogen.

Hydrogen Desorption

Desorption studies were performed using a Ther-
mogravimetric analyzer (TGA 2050, TA Instruments)
with a sensitivity of 0.2 pg. A small amount (~50 mg)
of MgH,-2 at % Ni was placed on a platinum pan and
the system was set to ramp to 350°C at 2°C/min; after
ramping, the system was cooled to room temperature
over 60 minutes. Throughout the run, Ar was flowing
at a rate of 90 cm®/min over the sample surface in the
furnace and 10 cm3/min was flowing into the furnace
to maintain a positive pressure in the region of the
balance. A baseline was generated by performing a
similar analysis with a sample of the Mg-2 at % Ni that
had not been exposed to hydrogen. The difference in
mass loss between the baseline and the hydrogenated
samples would be attributable to hydrogen desorbed
from the sample. Similar desorption experiments
were performed for Mg-2 at % Ni processed for 30
minutes and Mg-1 at % Ni processed for 30 and 90
minutes.

Powder Characterization

X-ray diffraction (XRD, Phillips APD 3720) with Cu
Ka radiation was used to identify the compounds pre-
sent in the mechanically coated powders before and
after hydrogenation. The main compounds of interest
were Mg, Ni, MgH,, Mg,Ni, MgO, MgNi and MgNi,.
Reference scans for all of the compounds were
obtained from JCPDS?® values for diffraction data
using PCPDFWIN software. XRD was also used to
identify the crystalline structure of the powders.
Broadening of the peaks following coating would indi-
cate the formation of nanocrystalline or amorphous
structures.

Scanning electron microscopy (SEM, JEOL JSM
6400) was used to examine the surface of the magne-
sium powders before and after coating. Secondary
electron images of the pure magnesium powder and
coated materials were compared to evaluate the
extent to which the Ni nano-catalyst had been distrib-
uted over the Mg surface. SEM was also used to qual-
ify any changes in the appearance of the Mg grains
(i.e. evidence of cracking or formation of surface
defects). Backscatter electron imaging returned an
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image with atomic number contrast, which allowed
for the identification of the Ni powders. Energy dis-
persive spectroscopy (EDX) was used to determine
the elemental composition on the surface of the sam-
ple. Analysis of the resulting spectrum of energy
versus relative count allows for a quantitative and
qualitative assessment of the sample constituents.

RESULTS AND DISCUSSIONS

Color Change

Prior to processing in the dry particle coating sys-
tem, the 300 um Mg powders were silver in color and
the Ni nanoparticles were black. Following 90 min-
utes of processing with Ni, the powders lost their lus-
ter and acquired a dull-gray color. The 44 um powders
were darker initially than the larger powders and pro-
cessing with Ni served to darken them further. No
change in color was observed for the 4 um powders.
This color change suggested that the dry particle
coating system had sufficiently coated the Ni nano-
particles onto the Mg powder for the two larger sizes.
Following exposure to hydrogen, the 44 um powders
were significantly darkened, with the original color
returning after one desorption cycle in the TGA. Qual-
itatively, this provided evidence of hydrogen absorp-
tion and desorption.

Powder Size, Ni Loading, and Processing Time

Hydrogen absorption studies were first carried out
for 300 um Mg powders processed in the dry particle
coating system for 90 minutes. Each 2 g coated sam-
ple (0.5, 1 and 2 at % Ni) was hydrogenated under a
starting hydrogen pressure of 145 psi. For compari-
son purposes, a 2 g sample of pure, unprocessed Mg
powder was examined using the same protocol. Both
samples were characterized by XRD before and after
exposure to hydrogen (not shown).

Good agreement between the intensity of the Ni
peak (°26=45) and the amount of Ni added to the sys-
tem (i.e., 2 at %>1 at %>0.5 at %) was observed. This
was indicative of successful Ni coating onto the Mg
surface. The characteristic MgH, peaks (°26=28 and
36) were present for these coated materials; however,
the relative intensity of the hydride peaks to the Mg
peaks (°206=32, 34, 37) was small. Results of these
hydrogenation studies revealed only a minimal
amount of hydrogen absorbed by the 300 um parti-
cles, likely a surface layer of hydride'® 2”2 _Consider-
ing how little of the Mg-x at % Ni was converted to the
hydride phase, it was concluded that Mg powders
with particle sizes in the 300 um size range were not
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core was most likely the barrier to absorption. Nei-
ther increased Ni loading nor longer processing time
were capable of dramatically improving hydride for-
mation.

Experiments performed with the 44 um (Sets 2
and 3) powders showed a significant increase in the
formation of the hydride phase relative to the simi-
larly prepared 40 — 80 mesh powder samples. This is
reflected by the significant increase in the MgH,
peak (°26=28) intensity relative to the Mg (°26=37)
peak intensity. Fig. 3 shows the XRD patterns for the
44 um samples. Given that the intensity of each com-
ponent’s main peak is proportional to the amount pre-
sent??, more of the hydride phase was formed in the
44 pm powder.

Increasing the Ni loading clearly enhanced the
quantity of hydrogen absorbed by the 44 pm pow-
ders. As shown in Fig. 3, with increased Ni loading,
the ratio of the Mg peak intensity (°26=37) to the
MgH, peak intensity (°26=28) also increased. This
indicates that chemisorption of H,, the process that
can be improved by transition metal additions, was
the limiting factor for hydride formation in this size
range.

The effect of processing time on the 44 pm parti-
cles was examined by hydrogenating powders with a
reduced processing time (30 minutes) in the dry par-
ticle coating system. The intensity peak ratios are
0.21, 0.30 and 0.38 for Mg-x at % Ni (x=0.5, 1, and 2),
respectively. Comparing the results for Mg-2 at % Ni
at different processing times, the product with a longer
processing time of 90 minutes had absorbed signifi-
cantly more hydrogen. Conceivably, 30 minutes is not
long enough to effectively distribute the nanocatalyst.
It is interesting to note that powders coated with 0.5
at % Ni absorbed more hydrogen when processed for
a shorter period of time. Increasing the processing
time for the samples with 0.5 at % Ni loading may
have actually embedded the already coated nanopar ti-
cles into the Mg surface. Once embedded, less of the
Ni surface area would be exposed to H,, leading to a
reduction in the catalytic effects.

Secondary electron images of the 44 um Mg pow-
der, following 90 minutes of processing with and with-
out 2 at % Ni, are shown in Fig. 4. The powders are
very smooth and relatively free of surface defects in
addition to being uniform in size and shape. Ball
milling, in contrast, produces irregularly shaped pow-
ders with numerous surface defects and a very rough
surface® 3, Processing in the dry particle coating
system does not appear to impart any physical change
on the Mg powders under the conditions studied.
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1 ® Ni
3000 1 (a) MgH2/Mg=0.07
Ni/Mg=0.03
v
4 L 3
2500 h | .' | - - v .
1 ' | { | |_1 L "W W I
2000
(b) MgH,/Mg=0.27
i
1 il ;rllll-| * .3 T T .'Ii' T
1000 = o A
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Fig. 3 XRD patterns for 44 um powder samples of (a) MgH,-0.5 at % Ni, (b) MgH,-1 at % Ni, and (c) MgH,-2 at % Ni processed for 90 minutes.
Peak intensity ratios of MgH2/Mg and Ni/Mg for each sample are indicated
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Fig. 4 SEM images of (a) pure Mg (44 pm) processed for 90 minutes and (b) Mg-2 at % Ni processed for 90 minutes; EDX mapping of (c) Mg
and (d) Ni for Mg-2 at % Ni

EDX mapping of Mg-2 at % Ni is also shown in
Fig. 4. The bright spots in image (c) are from Mg Ka
X-ray emissions and those in image (d) are for Ni Ka
radiation. Although present in only a small amount,
the Ni appears to be evenly distributed over the Mg
surface: there are no localized regions of intensity.
Small levels of oxygen were present in both samples,
an expected result given that magnesium readily
forms surface layers of hydroxides, oxides, and car-
bon-oxygen compounds.

The comparison of the 300 um and 44 pum results
agreed with earlier studies (e.g. Zaluska et al.®) that
concluded smaller sizes (<50 pm) eliminate the prob-
lem of a compact hydride layer blocking further
hydrogen absorption. Diffusion through this hydride
layer is slow — many orders of magnitude slower than
in Mg — and becomes the rate-limiting step in the
hydride formation process® 3. Higuchi et al.l¥
reported that hydrogen penetrated to an average
depth of 30 um and stopped. For a spherical particle,
this correlates to a diameter of no more than 60 um.

KONA No.23 (2005)

Limiting powders to this size will reduce Kinetic
barriers associated with slow hydrogen penetration
through the hydride layer3?.

Experiments were also carried out for 4 um pow-
ders (Set 4). It was hypothesized that the increased
surface to volume ratio would improve hydrogen
capacity; however, these samples absorbed signifi-
cantly less hydrogen than the 44 um powder samples
and nearly the same amount as the 300 um powders.
Most likely, the poor performance was a result of inef-
fective coating with the Ni nanoparicles due to adhe-
sion of the 4 um Mg powders to the sides of the dry
particle coating system vessel during processing.
This agrees with the observation reported in the
“Color Change” section. Clearly, hydrogen absorption
depends not only on powder size but also on the effec-
tiveness of the catalyst coating onto the Mg surface.

Experiments were then carried out with mixtures of
the 44 pm and 4 pm powders (Set 5). The hypothesis
was that 44 pm powders would improve the flow of
the 4 um powders in the dry particle coating system,
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ders alone. Again, the effective dispersion of the Ni
particles onto the 4 pum powders may not have oc-
curred, thus preventing them from absorbing hydro-
gen under the conditions of this study.

Hydrogen Absorption

The above studies were performed to elucidate the
most desirable combinations of Mg powder size, Ni
loading, and processing time for maximizing hydride
formation. Additional experiments were performed to
measure the amount of H, absorbed by these samples
and to determine the onset temperature for absorp-
tion. Plots in Fig. 5 are temperature and pressure
profiles for hydrogenation runs of (A) the back-
ground, (B) Mg-1 at % Ni — 30 min, (C) Mg-1 at % Ni
— 90 min, (D) Mg-2 at % Ni — 30 min and, (E) Mg-2 at
% Ni — 90 min. The higher pressures for curve A are
a result of the higher temperatures. Although the
same procedure was followed for all runs, there were
some minor differences in temperature profiles due
to the variation in the heating tape wrapping. Fig. 6
shows the XRD profiles for these runs; there is a
clear difference in the amount of hydride formed. The
powder coated with 2 at % Ni and processed for 90
minutes absorbed the most H, under the conditions
studied.

Curves for 90 minutes of processing (C, E) have a
similar shape, as do the curves for 30 minutes of
processing (B, D), which is indicative of similar
mechanisms for H, absorption for each processing
time. Materials processed for 90 minutes were still
absorbing hydrogen after 150 minutes at ~200°C, as
evidenced by their maintaining the same slope.
Absorption rates for powders processed for 30 min-
utes, however, were leveling off after 120 minutes.
Extended processing in the dry particle coating sys-
tem improved the hydrogen storage capacity and
absorption rate for powders with the same Ni loading.
Longer processing times (90 minutes) may increase
the number of active absorption sites by more evenly
distributing the Ni nanoparticles over the Mg surface.
Shorter processing times (30 minutes) may not suffi-
ciently disperse agglomerates on the surface, result-
ing in only localized catalytic enhancement. Also of
note are the lower temperatures required for powders
with 2 at % Ni loading to begin hydrogen absorption
(where the slope of the pressure curve changed sig-
nificantly). For example, Mg-2 at % Ni (90 min) began
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Fig. 5 Profiles for hydrogenation runs: (A) without material, (B)

with Mg-1 at % Ni — 30 min, and (C) with Mg-1 at % Ni —
90 min, (D) with Mg-2 at % Ni — 30 min, and (E) with Mg-2
at % Ni — 90 min. The initial temperature was 24°C

to absorb hydrogen at 170°C (marked by arrow).
Nickel was effective at lowering the high temperature
required for the onset of hydrogenation in pure Mg.

XRD scans in Fig. 6 clearly show that combining
longer processing times with increased Ni loading
improves hydrogen absorption capacity for these
alloys. Whether longer processing time or increased
Ni loading is more effective at improving hydrogen
absorption is not as clear. A sample processed for 30
minutes with 2 at % Ni absorbed nearly the same
amount of hydrogen as a sample processed for 90
minutes with only 1 at % Ni. The longer processing
time provides better dispersion of the low Ni loading,
which produces effects equivalent to a higher loading
with poorer dispersion due to the shorter processing
time.

The Mg-2 at % Ni powder processed for 90 minutes
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Fig. 6 XRD patterns for (B) MgH,-1 at % Ni - 30 min, (C) MgH_-1 at % Ni - 90 min, (D) MgH-2 at % Ni - 30 min and (E) MgH,-2 at % Ni - 90 min.

Stoichiometric amounts of Mg-x at % Ni and hydrogen were used for the absorption runs

was shown to absorb the most hydrogen; therefore, it
was selected for further study. Experiments were con-
ducted with very slow heating (<1°C/min) in order
to determine the temperature required for the onset
of hydrogen absorption. The results showed that
absorption began at 150°C and continued for 3
hours to a final temperature of 170°C. This material
appeared to have absorbed about the same amount of
hydrogen (XRD spectra not shown) as the Mg-1 at %
Ni powder processed for 90 min (Fig. 6C); however,
less of the hydride phase was formed than for the
same material (Mg-2 at % Ni, 90 minute) heated to
200°C at a rate of 3°C/min and maintained at that tem-
perature (Fig. 6E). As evidenced, higher tempera-
tures help overcome the slow diffusion Kkinetics and
are required to hydrogenate these powders more
completely.

Comparing the XRD spectra for pure Mg and those
processed for 30 and 90 minutes shows no evidence
that longer processing times affected the crystalline
structure of the Mg powders. Neither peak broaden-
ing nor reductions in intensity are observed. Their
presence would have indicated a reduction of the
crystalline size to the nanometer range or the forma-
tion of amorphous powders. Additionally, Mg,Ni,
alloys were not observed. In contrast, ball milling
affects the Mg microstructure, producing nanocrys-
talline and amorphous powder alloys. This increases
the number of grain boundaries that improves hydro-
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gen diffusion rates” % 3%, Given that the presence of
surface defects and grain boundaries improves hydro-
gen absorption, the absence of these defects in the
processed samples might be responsible for the slower
absorption rates witnessed. In this study, the addition
of Ni nanoparticles improved chemisorption; how-
ever, hydrogen diffusion was the rate limiting step
because dry particle coating does not affect the Mg
microstructure.

Hydrogen Desorption

Hydrogen desorption studies were performed
using TGA. A background scan was first carried out
for an Mg-2 at % Ni sample that had not been exposed
to hydrogen. The results are shown in Fig. 7; a
weight change of 0.2547 wt % was observed, which
resulted from the loss of any surface impurities (i.e.,
hydroxides and carbon oxygen compounds). This
background loss was applied to subsequent studies
performed with the hydrogenated powders to deter-
mine the amount of hydrogen desorbed. The four
samples examined in the absorption study were ana-
lyzed ((B) Mg-1 at % Ni — 30 min, (C) Mg-1 at % Ni —
90 min, (D) Mg-2 at % Ni — 30 min, (E) Mg-2 at % Ni
— 90 min), and the results are shown in Fig. 7. The
powders with 2 at % Ni loading processed for 90 min-
utes in the dry particle coating system desorbed the
most hydrogen: 2.825 wt %. The onset of desorption
started at ~200°C and proceeded rapidly between 225
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Fig. 7 Weight change from TGA desorption

and 250°C. The major desorption for all samples was
completed by 275°C. XRD scans of Mg-2 at % Ni, prior
to hydrogenation, and MgH,-2 at % Ni, prior to and
after desorption, showed that following desorption
with the ramping profile, all of the hydride phase was
converted to pure Mg.

It should be noted that the material regained 0.42
wt % from 325 to 350°C. The weight gain was most
likely caused by the absorption of impurities in the Ar
gas flow. It is interesting to note that the background
sample showed no evidence of weight gain at higher
temperatures. One possible explanation is that having
been exposed to hydrogen, the surface of the dehy-
drogenated powders was more active for absorption.
Prior to activation, oxide and hydroxide surface layers
are barriers to hydrogen absorption and conceivably
could have prevented the background sample from
absorbing impurities. Future work can focus on iden-
tifying the absorbed impurities and determining if
they enhance or hinder subsequent hydrogen absorp-
tion. Furthermore, the desorbed gas stream should
be collected and analyzed as impurities in the stream
could affect the performance of the fuel cell®®.

CONCLUSIONS

Replacing fossil fuel powered transportation with
zero emission fuel cell vehicles could drastically
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reduce the contribution of vehicular exhaust to ambi-
ent air quality problems. Hydrogen storage, however,
remains a significant barrier to the wide-scale imple-
mentation of hydrogen-powered vehicles. To explore
a potential solution to this pressing problem, nickel
coated magnesium powders were prepared using a
dry particle coating system and the hydrogen absorp-
tion/desorption properties were examined.

Magnesium powders of 44 pm in diameter
processed with 2 at % Ni for 90 minutes were found to
absorb hydrogen at a pressure of 145 psi starting
from as low as 150°C. Furthermore, the hydro-
genated powders desorbed 2.857+0.0003 wt % H, in
20 min between 225 and 265°C. Hydrogen absorption
improved with increased processing time or increased
Ni nanoparticle loading. Magnesium powders with
sizes of 300 and 4 um, prepared under similar condi-
tions, absorbed only minimal amounts of hydrogen.
While the 300 um powders were coated successfully,
the large diameter limited mass transfer. It was
hypothesized that the small 4 um powder would be
free of the mass transfer problem, but it was not
coated well in this process.

When compared to ball milling, the dry particle
coating system can coat and distribute Ni nanocata-
lysts on Mg powders in a drastically shorter time.
However, extensive ball milling affects the morphol-
ogy of the Mg powders, resulting in nanocrystalline
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JoPhysgenation and dehydrogenation. The dry par-

oﬂ“ Q@b coating system, in contrast, did not yield an

observable change in crystalline structure under the
conditions of this study. Ball milled samples of Mg-1
at % Ni absorbed 6.13 wt % H, after 50 hours of milling
compared to 2.6 wt % for samples processed by dry
particle coating for 90 minutes. Samples prepared by
ball milling completely desorbed H, in 20 minutes at
350°C, although they began to desorb hydrogen at
275°C'9). Powders processed by the dry particle
coating system completely desorbed in 20 minutes,
between 220 to 265°C. The future work should exam-
ine how the coating process affects the particle char-
acteristics (e.g. size distribution and specific surface
area) that may shed new light on how to further
improve the hydrogen absorption/desorption capabil-
ities.
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Abstract

Modeling of Mechanical Alloying (MA), which is a solid-state powder processing technique, is car-
ried out by examining one widely used laboratory scale milling device, the SPEX 8000 shaker mill. It
is a vibratory mill; its vial is agitated at a high frequency in a complex cycle that involves motion in
three orthogonal directions. In this work, a popular dynamic simulation technique, Discrete Ele-
ment Modeling, is applied to examine dynamics of a SPEX 8000 shaker ball mill based on the move-
ment of milling balls. The computational results for energy dissipation rate inside the mill are
calculated for different ball sizes and varied total ball to powder mass ratios (charge ratios). The
computational results are well correlated with the experimental results tracking milling dose (used
to define the degree of milling) as a function of ball sizes and charge ratios. Moreover, the numerical
(theoretical) milling dose that correlates well with its experimental analog was found to depend on
the energy dissipation rate of the head-on ball collisions. The numerical simulations also indicated
that the milling progress is most significantly affected by milling media collisions with the energy
within a specific threshold, while the collisions with smaller and greater energies are less effective.
Finally, discussion shows how this novel approach of correlating specific scaling terms between

experiments and simulations can be applied to other powder processing equipment.

Key words: Mechanoalloying, Discrete Element Modeling (DEM), Simulations, Milling progress, Shaker mill

1. Introduction

Mechanical Alloying (MA) is a solid-state, high-
energy ball milling technique used to produce powders
with unique microstructures. Mechanical Alloying
process has been widely employed in industry to syn-
thesize a variety of commercially useful and scientifi-
cally interesting materials®. Generally, in MA process,
a mixture of powder is loaded into a high-energy mill
along with a suitable grinding medium (milling balls).
Powder particles trapped between colliding media are
constantly subjected to deformation, resulting particle
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flattening, coalescence (cold welding) and/or frag-
mentation.

MA is a complex process. Aspects of the events that
occur in MA process have been described qualita-
tively?. However, modeling the MA process is a diffi-
cult task, since a large number of variables need to be
considered. Despite its complexity, modeling of the
process has been actively pursued during the last
10 — 15 years, e.g.,®. In general, modeling of MA
approaches can be classified in either local or global
terms. Local modeling describes effects (thermal
and mechanical) and events (deformation, fracture
and welding) when powder particles are entrapped
between colliding or sliding media surfaces*®, while
global modeling considers aspects such as distribu-
tion of impact velocity, impact angles as well as het-
erogeneity of powder within the mill”. Attempt has
been made to incorporate local and global approaches
to examine mechanics of MA process®. While mod-

KONA No.23 (2005)



Q
\@Q

o
.
era gucgeé% has been achieved in modeling the
6@&:@%5 of the MA process based on a simplified
oﬂ“ @&N , the mechanics of MA remain incompletely
““understood. In the present work, a novel approach is
considered where a parametric description of the
milling progress of mechanical alloying in SPEX 8000
shaker mill is investigated in a manner such that
experimental and theoretical results can be corre-
lated. This paper describes the numerical modeling
method used to develop theoretical description of the
milling progress.

The SPEX 8000 series shaker mill is widely used
in laboratories throughout the world. It allows rela-
tively rapid milling of small (<20 g) quantities of
material, and has become a de-facto standard piece of
equipment. Focusing on this type of mill will enable
subsequent comparison of the computations with
experimental results published by other researchers.
Validation of the numerical approach for this type of
mill is the first step required for transition to larger-
scale industrial equipment.

The SPEX 8000 shaker mill is a vibratory mill,
where its vial is agitated at a high frequency in a com-
plex cycle that involves motion in three orthogonal
directions. Fig. 1 shows the schematic of a SPEX
8000 mill device that is used in our lab. The center of
vial vibrates in two-dimensional mode with the same
frequency and different amplitude, and its slanted axis
rotates around the third direction. The movement of
rotation and vibration has the same frequency. In this
paper, a popular dynamic simulation technique, Dis-
crete Element Modeling, is applied to 3D simulation
of the SPEX 8000 shaker ball mill based on the inter-
actions of balls with other balls as well as the vial
boundaries. The purpose of the study is to examine
dynamic impact inside this milling device and develop
a correlation between the numerical results and the
experimental data. As it is known, the driving force
for the milling process is the countless impacts
between ball and ball and ball and vial. Energy dissi-
pation during the impact directly contributes to any
changes in the milled powder, as powder is trapped
between impacting surfaces. The cumulative work
performed on the powder is described by the milling
dose Dy, quantified later in the paper. Therefore,
through detailed simulations, energy dissipation rate
inside the system is calculated and based upon that a
numerical (i.e., theoretical) milling dose is defined.
Calculations are carried out for different ball sizes
and total ball-to-powder mass ratios (ball mass, m,, to
powder mass, my, the ratio is also called the charge
ratio, Cg). This numerical milling dose is correlated
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with a suitably determined experimental milling dose
to evaluate the milling progress.

Fig. 1 Schematic of SPEX 8000 mill.

2. Description of the Numerical Model

Most particle dynamic simulations use the Discrete
Element Method (DEM). The term “discrete ele-
ment” refers to the fact that the simulation models the
particles as a system of individual element (called
discrete elements)?. In other words, this technique
simulates systems consisting of discrete particles in
which motion of each individual particle is controlled
by its interactions with other particles and with the
system boundaries, which are also treated as dis-
crete elements. Therefore, in a DEM simulation, dis-
crete elements include particles and boundaries. For
numerical simulation of the SPEX 8000 system by
DEM, the boundary of the system is disassembled
into three elements; one is represented as cylindri-
cal boundary and the other two are represented as
bounded top and bottom flat surfaces. In the modeling,
the movements of boundary elements are described
according to the actual motion of the SPEX 8000
vibrating mill during the experiments. Referring to
Fig. 1, these include rotation of the vial, which is
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itself til ey?a?gp‘h% z-axis, and linear vibratory motion
of v@l%eg@'in x and y directions. As per its design
@ﬁ% \gequent operating conditions, the value of
rotﬁ\ion frequency is the same as that of vibration.
Hence, the vibration movement in x and y directions
can be expressed by the following simple equations,

x=A, sin wt
y=A, cos wt

(€)

where, A, and A, are the amplitudes of motion in x
and y directions respectively, and w is the frequency
of vibratory motion.

For dynamic simulation of a particulate system by
DEM technique, the computation time is a critical
issue, which is governed by the number of particles
and size of the smallest particle in the system. In a
given experiment, the physical size of powder to be
mechanically alloyed is very small, and the size varies
significantly, while the number of particles is very
large. This poses a formidable computational chal-
lenge, and hence it is impractical to include individual
powder particles in the modeling. The main purpose
of this work is to compute useful information based
on ball-ball and ball-boundary interactions in order to
understand the mechanics of the SPEX 8000 mill.
Therefore, it is not necessary to exactly model all the
powder particles which are being milled, and only the
milling media balls along with the vial motion are mod-
eled. Although this is a standard practice as reported
in the literature, e.g.5", there is always some effect of
powder on ball-ball and ball-boundary interactions,
and therefore it is taken into consideration by allow-
ing a change in certain properties of the ball parti-
cles. This is done based on the strategy suggested by
Kano et al., through proper selection of restitution
coefficient!®. Moreover, previous systematic study
has shown that the impact velocity, thickness and
strength of the powder layer coating the balls and the
ball size contribute to the variation in restitution coef-
ficient!D. The trends reported earlier were supported
by our experimental evaluation of restitution coeffi-
cient between the ball and vial surface for a clean ball
versus a milled powder coated ball*®. Therefore, in
our study (here as well as in Ref.!?), it is assumed
that under the same amount of powder loading, resti-
tution coefficient is inversely proportional to surface
coverage of milling balls and changes within the
range of 0.5 — 0.8 under different operating condi-
tions. In our numerical simulation, Walton-Braun soft
sphere model®'® is applied to ball-ball and ball-
boundary interactions. The detailed description of the
force model and the numerical implementation can be
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found in®®,

The time step, At, is an important quantity that
affects the total computational time required for the
simulation, and is calculated by the following expres-
Si0n13'15),

At= eV mi/ZK]_
n

2
where e is the restitution coefficient of the milling
balls, m; is the mass of one ball, K; is the spring stiff-
ness during the loading (i.e., approach during the
contact) and n is the desired number of time steps for
one contact. This number is typically chosen to be
between 20 and 60, and for this simulation n=40.
Equation (2) shows that the time step of the calcula-
tion is proportional to the ball mass.

The normal stiffness of the milling balls K; has
been estimated to fall within the recommended guide-
lines'**®, allowing for a maximum deformation of 1 %
of the ball diameter during a collision. The normal
stiffness has thus been calculated using the following
equation,

K,=0.017E r; ©)

where E is Young’s modulus and r; is the ball radius.

3. Simulation Approach

As mentioned before, because of the large differ-
ence between the particle size of the powder being
milled and the size of the milling balls, only milling
balls were considered. This simplification is reason-
able; it allows focusing on the high-energy interac-
tions between milling balls as well as milling ball and
milling vial walls, which are responsible for mechani-
cal alloying in a ball mill. During the simulation,
energy dissipation in the system, which arises from
ball-ball and ball-wall collisions, is calculated in the
term of the energy dissipation rate by the following
equation,

£= 3 A8y BBk @)

k=1 s k=1 ts
where E; and E; are the energies of a binary impact-
ing system before and after a collision, respectively; k
is the collision index, and N, represents the total num-
ber of collisions during the time interval t;. For a ball-
ball collision, the energy of the impacting system is
calculated by:

1, 1 1,1 5
E1,2=Emivi+E|iwi+EPi+EmJVJ+EIin'+EPj 5)
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ge'f’orgc@'l) and after the collision (E,), respectively; i,
o jga%e indices of two colliding balls, v is the transla-

$?~ “\\ional velocity, and o is the rotational speed of each

impacting ball; m is the mass and | is the moment of
inertia of the ball; and E, is the potential energy of the
ball under gravity (E,=mgh, where h is height of
mass center, and g is the gravitational acceleration);
and for a ball-boundary interaction,

1 1
E1,2=EmiAvi2+Eliwi2+Epi (6)

where Av; is the relative impact velocity between the
ball i and the boundary it is colliding with.

Table 1 lists the parameters and their values or
variation ranges used in the simulation and in the
corresponding experimental study*?. The parameters
related to the milling vial geometry and movement
come from empirical measurements for a specific
SPEX 8000 series shaker mill used in experiments!? 17,
Milling ball sizes and loadings are also the same as
for the corresponding experimental investigation.
Milling balls used in the study are made of hardened
steel (density, p=7.86g/cm?®) with four different sizes.

Table 1 Input parameters of simulation

Size of vial (mm) $38x57

Angle of vial axis with rotating axis (°) 15

Rotation speed (rpm) 1054

Vibration frequency (Hz) 17.6

Vibration amplitude A,, Ay (mm) 25,6

Diameter of milling ball (mm) 2.36, 3.16, 4.76, 9.52
Total mass of milling balls (g) 12.5, 25, 50

Young Modulus of steel (GPa) 200

Friction coefficient 0.4

Restitution coefficient 05-0.38

4. Numerical Results

Numerical simulations are carried out to represent
closely the experimental studies of the effect of milling
ball size and ball loading, represented by Cx (total ball
mass to powder mass, termed as the charge ratio), on
the milling time. According to the experimental study,
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three values of Cg, i.e., Ck=2.5, 5 and 10 are used for
each ball size. As stated in the previous sections,
because of the computational limitation, powder par ti-
cles are not considered directly in the numerical
analysis. However, the effect of powder to ball-ball
and ball-wall interactions is taken into consideration
by the appropriate selection of the restitution coeffi-
cient. It is assumed that under the same powder load-
ing, the restitution coefficient is inversely proportional
to the surface coverage of the milling balls, varying in
the range of 0.5 — 0.8. For the milling process, the
required milling time is correlated with the impact
energy consumption rate, i.e., the energy dissipation
rate. The larger the energy consumption rate, the
shorter will be the milling time required to achieve
the same state in the milled powder. The dynamics of
the SPEX 8000 shaker mill is studied in detail in
terms of the distribution of energy dissipation per
impact and the impact angle. Fig. 2 represents the
histograms of impact energy dissipation inside the
system corresponding to four different ball sizes with
Cr=5.0, and my,=2 g. The vertical scale is the fraction
of all impacts occurring at a given energy dissipation
level. For the system loaded with the smallest balls
considered (d=2.36 mm), the value of energy dis-
sipation for most impacts is less than 10e-5 J. For the
two ball diameters, d=3.16 mm and d=4.76 m, most
impacts involve energy dissipation at the similar
energy levels that do not exceed 10e-2 J. For the sys-
tem loaded with the largest ball size (d=9.52 mm),
some impacts involve the energy levels exceeding
10e-2 J. Fig. 3 illustrates distribution of the dissipated
energy as a function of collision angles for the sys-
tems with different milling ball sizes. Generally, for all
ball sizes, most collisions occur at an angle that is in
range 80 — 90°. Such impacts can be classified as
oblique or glancing impacts. However, a trend can be
noticed that with the increased ball size, the fraction
of the energy dissipated in the collisions occurring
at smaller angles increases. For the largest milling
balls (d=9.52 mm), the fraction of the energy dissipa-
tion from the collisions occurring at the angles less
than 30° (which can be called head-on collisions)
approaches 10%. These observations made through
numerical simulations show that the processing of
powder in a SPEX 8000 mill involves a large fraction
of glancing impacts. Relatively few impacts are accom-
panied with high levels of energy dissipation. These
conclusions are in good agreement with previously
observed experimental results?, suggesting that this
numerical simulation strategy can capture the experi-
mental phenomena reasonably well.

155

|/
I

»‘}
%)

D

l’"'t



071 L 4

Fraction
=
<
T
.

107% | E

1074 1 1 L 1
1078 1075 1074 1078 1072 107t

a Energy dissipation per impact (J)

10° T T
d=4.76 mm

107t | 4

1072 | E

Fraction

107% | E

1074 , .
1078 107 1072

Cc Energy dissipation per impact (J)

10° T T T T
d=3.16 mm

107t E
c
i<
e -2 L J
§ 10
(T8

1073 E

1074 L L L 1

1078 107° 107 1073 1072 107*
b Energy dissipation per impact (J)
10° T T T T
d=9.52 mm

107t J
c
K=
§ 1072 E
s

1073 E

1074 L L L L

10°° 10°° 1074 1073 1072 107!

d Energy dissipation per impact (J)

Fig. 2  Histograms of the fraction of energy dissipation per impact for different impact energies for the systems with different ball diameters, d:

a.d=2.36 mm; b. d=3.16 mm; c. d=4.76 mm, and d. d=9.52 mm.

Discussing further the results of the numerical sim-
ulations, one can consider the frequency of collisions
as a function of the number of balls loaded in the
milling vial for different ball sizes. The results are
plotted in Fig. 4. It is observed that the collision fre-
quency inside the SPEX 8000 mill is approximately
proportional to the number of balls. This trend re-
mains valid for different ball sizes, allowing some gen-
eralization of this result followed from the numerical
modeling. Fig. 4 also shows that the number of colli-
sions per second is quite large, and that the collision
frequency remains linearly related to the number of
balls while the number of balls increases in a wide
range, as illustrated by the log-log plot. Although it is
not shown explicitly, the number of collisions per ball
increases dramatically as the total number of balls
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within a system increases. While this is a useful
result, it is unclear whether an increase in the num-
ber of balls within the same size milling vial would be
advantageous for the milling progress. Hence, there
is a need to develop parametric information that can
allow generalization as well as consolidation of the
results for different operating parameters such as ball
size and number of balls, and can allow for an easy
comparison with the experimental results.

One such function that can be formulated and sub-
sequently studied through simulations is proposed in
terms of the energy dissipation rate, E;, and the
charge ratio, Cg, of the system, and is expressed as
Cr-my/E4'?. The powder mass, m, is incorporated in
the function as a scaling factor to correlate with the
experimental study and characterize the energy dissi-
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Fig. 3 Distribution of the fraction of energy dissipation per impact as a function of the collision angle for the systems with different ball sizes:

a.d=2.36 mm; b. d=3.16 mm; c. d=4.76 mm, and d. d=9.52 mm.

pation per unit mass of powder. Fig. 5 shows that the
function Cg-m,/E, is almost constant for four differ-
ent ball sizes and three charge ratios with two differ-
ent powder loadings. Noting that Cx, is the ratio of the
total ball mass to the powder mass, the function can
be expressed as, Cg-my/Eq=my/Ey, so that the result
shown in Fig. 5 can be interpreted as m,/E =const.
This means that the collision energy dissipation rate
Eq is proportional to the total ball mass m,, and is
nearly independent of the ball size. This result is fur-
ther supported by our simulation data shown in
Fig. 6.
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Fig. 4 Collision frequency (1/s) in the system as a function of
number of milling balls for different ball sizes.
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Fig. 6 Simulation results showing the energy dissipation rate as a

function of the ball mass for different ball sizes.

5. Parametric Investigation of Mechanical
Alloying

Recent experimental studies® 1) on reactive milling
using a SPEX 8000 mill suggested that the milling
progress can be described using the specific milling
dose, D, given by:

Dn=— (7)
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where W is the work performed on the powder, and
m, is the powder mass.

The studies involved milling of reactive materials
such as thermites, where a self-sustaining reaction is
triggered after a certain period of milling. For the pur-
pose of the comparison of experimental and numeri-
cal results, it was assumed that the self-sustaining
reaction is triggered when a specific degree of refine-
ment of the powder components was achieved. The
work performed on the powder in the milling system
can be expressed through the energy dissipation rate,
Eq, i.e., W=Egtini, Where ti; is the milling time
required to initiate (or trigger) the reaction'? ). This
leads to,

_ W _ Edlinit
m, M

D ®

From DEM simulations, it was observed that Eq is
proportional to the mass of the milling balls m,, hence,

Eqtinit  Mptini
— d linit o blinit =CRtinit (9)
mp mp

Dnm

This equation provides an easy method for experi-
mental measurements of the milling dose for a specific
milled material. Based on the experimental results for
milling of 2Al+Fe,0; thermite!> 17, the product of the
measured milling time (leading to initiation of the self-
sustained reaction) and the charge ratio, Dy, =Crgtinjt,
is plotted in Fig. 7 as a function of the ball size for dif-
ferent charge ratios. The plots of Cgtjyi; for different
Ck values are similar to one another, especially for the
intermediate ball sizes, and the overall value of D,
does not change significantly. Therefore, the experi-
mentally determined milling dose shows the behavior
that is qualitatively similar to its numerically calcu-
lated equivalent, cf. Fig. 5.

However, the experimentally determined milling
dose is not always constant, particularly for smaller
and larger ball sizes. While the deviations may be
explained qualitatively by collective ball motions or
vial size limitations, further details could be deter-
mined from the numerical simulations. For instance,
in the numerical simulation, the effect of the collision
impact angle on the milling progress can be readily
examined. Following the initial analysis presented in
Fig. 3, the collisions occurring at different impact
angles can be classified, in the first approximation, as
head-on impacts (the impact angle is less than 30°)
and glancing impacts (the impact angle is greater
than 30°). Therefore, the energy dissipation rates for
each type of collisions can be computed and respec-
tive milling progress functions can be considered and
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Fig. 7 Experimental data on reactive milling of 2Al+Fe,O3; composition presented as the product of the charge ratio and milling time plotted

versus ball size for different charge ratios.

compared to the experimental data shown in Fig. 7.
The sum of the head-on and glancing energy dissipa-
tion rates is the total energy dissipation rate, shown in
Figs. 5 and 6. In contrast, Fig. 8 illustrates numeri-
cal milling dose, D'\, based on the energy dissipation
rate from the head-on collisions only as a function of
ball sizes for a series of charge ratios corresponding
to the experimental data in Fig. 7. For comparison, a
similar plot for the numerical milling dose based on
energy dissipation rate in glancing impacts only is
shown in Fig. 9.

The numerical milling corresponding to the total
E4, shown in Fig. 5, reveals a relatively constant mil-
ling dose as a function of ball size, while the milling
dose based on the head-on energy dissipation rate
shows a different trend which correlates better with
the experimental milling dose as shown in Fig. 7.
Conversely, the calculation based on the glancing
energy dissipation reveals different value of milling
dose upon different powder loading, where larger
loading results in smaller milling dose, which is not
supported by the experimental results. The numerical
milling dose based on the head-on dissipation energy
rate has a divergence similar to the experimental
milling dose for small diameter balls, but demon-
strates a less efficient milling (shown as larger aver-
age milling dose value) for Cr=10 rather than Cg=2.5
as the experimental results. For the intermediate ball
sizes (d=3.16 mm and d=4.76 mm), which generate
collisions with very similar levels of energy dissipa-
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tion (c.f. discussion in section 4 for Fig. 2), the nume-
rical milling dose agrees well with the experimental
milling dose. This may imply that the specific range
of dissipation energies is critical for reactive milling
and, by implication, for the progress in mechanical
alloying.

The validity of experimental milling dose and nu-
merical milling dose based on the energy dissipation
rate for the head-on collisions is also well represented

10? . : : : . . .
—— Cgr=2.5 mpy=2g¢
—o— Cg=5.0,my=2¢g
—— Cg=10.0, my=2g
~o-Cgr=2.5,m,=5¢g
-—=--Cgr=5.0,mpy=5¢
--+-Cg=10.0,m,=5¢

Cr-my/Eq (9/W)
=)

100 1 1 1 1 1 1 1

Ball size (mm)

Fig. 8 Theoretical/numerical milling dose Dy, based on the head-
on energy dissipation rate as a function of ball size.
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Fig. 9 Theoretical/numerical milling dose based on the glancing
energy dissipation rate as a function of ball size.

in the DEM results with a near constant milling dose
for 4.76 mm balls among all charge ratios. This inter-
section point represents the most efficient milling
condition for the examined charge ratios. Therefore,
head-on collisions are found to be more significant in
defining the milling progress. This finding agrees
with reports stating that the glancing impacts do not
contribute significantly to the deformation, coales-
cence, and fragmentation* 7,

The results shown so far indicate that this method-
ology of combined numerical and experimental study
can be used for the analysis of mechanical alloying
suitable for the further process development and
scale-up. The numerical (or theoretical) milling dose,
although expressed in terms of energy, behaves
similarly to the experimental milling dose which is
expressed in terms of time. This demonstrates the
DEM methodology’s ability to capture the physical
interactions during milling. In a scaled up operation,
the optimal conditions, observed here for 4.76 mm
balls, may actually occur at a different ball size, but in
general, numerical modeling can be expected to iden-
tify the optimal ball size and help identify the addi-
tional parameters required for successful production.
The same idea could be applied to the analysis of
other dynamic systems, such as mechanofusion, where
a parameter similar to milling dose can be used to
evaluate the coating degree. That topic will be dis-
cussed in a future paper.
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6. Conclusions

The numerical study of the mechanical alloying in a
SPEX 8000 shaker mill is carried out by DEM tech-
nique. The movement of the vial is implemented into
the modeling according to the experimental measure-
ments. During the simulation, the energy dissipation
rate of the system is calculated for four different ball
sizes and three charge ratios. The numerical milling
dose is thereafter constructed based on the energy
dissipation rate and correlated with the experimental
milling dose, which is a useful indicator of the milling
progress for reactive milling. There is a good agree-
ment between numerical simulation and experimental
data indicating a trend for a constant milling dose for
a specific material. Furthermore, the numerical milling
dose based on the energy dissipation rate from head-
on impacts demonstrates a better correlation with the
experimental milling dose than the similarly defined
milling dose calculated considering the energy dissi-
pation rates for all or only glancing impacts. This clas-
sification of the energy dissipation rate according to
head-on and glancing impacts can only be accom-
plished by numerical simulation, emphasizing its
importance for the analysis of the actual milling
mechanism. Particularly good description of the
milling progress by both the experimental milling
dose and its numerical analog is found for intermedi-
ate ball sizes, which result in collisions within a spe-
cific range of energies. The collisions with energies
which are higher or lower than the observed thresh-
old, and which occur when larger or smaller balls are
used, appear to be less effective in achieving the
milling progress. Because the numerical simulation
successfully predicts the trends observed in the
experiments, it is suggested that the model can accu-
rately describe the progress of mechanical alloying
and reactive milling, and is useful for further scale-up
studies.
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Abstract

Constrained sintering of a substrate with a sandwich structure, which was the laminated inner-
constraining alumina layer between the glass-alumina mixed layers, has been studied. The influence
of specific surface area of the particles and porosity of inner constraining particle layer upon sinter-
ing shrinkage was investigated. Specific surface area of the alumina powder for the inner constrain-
ing particle layer could be changed by grinding and blending two different particle size powders. As
for the debinded sheet used with ground alumina powder, the pore distribution was sharp, and the
bending strength was proportional to the specific surface area. In the case of inner constraining par-
ticle layer used with ground alumina powder, penetration length of molten glass from glass-alumina
mixed layers obeyed Kozeney-Carman'’s equation. On the other hand, as for the debinded sheet with
particle size blended powder, the effects of specific surface area on the bending strength and the pen-
etration length of molten glass differed from the results of the grounded one. Sintering shrinkage in
X-Y direction of the sandwich substrate was basically related to the bending strength of debinded alu-
mina powder sheet for inner constraining particle layer in both cases.

Key words:
Pore distribution, Bending strength

1. Introduction

Recently, electronic equipment has become ever
smaller, reflecting the growing demand for more com-
pact, lower-profile electronic components and higher
density electronic component packaging applications.

In the field of ceramic multi-layer substrates, a
method for manufacturing LTCC (Low Temperature
Co-fired Ceramics) substrates, whereby silver or
copper electrode materials of relatively low electric
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Ohshinohara, Yasu-shi, Shiga 520-2393
TEL: +81-77-586-8325

E-mail: s_nakao@murata.co.jp

This report was originally printed in J. Soc. Powder Tech-
nology, Japan, 41, 730-737 (2004) in Japanese, before
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tee with the permission of the editorial committee of the
Soc. Powder Technology, Japan.
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Constrained sintering, Sandwich substrate, Inner-constraining layer, Penetration, Particle size,

resistance are fired together with ceramic powder, is
gathering attention, and research work is underway
to constrain sintering shrinkage to improve the dimen-
sional accuracy of LTCC substrates.

Some of this research proposes methods to reduce
sintering shrinkage in the X-Y direction on substrate'®.
According to these methods, a particle layer with a
high melting point material, such as alumina, is lami-
nated and fired on the surface of a formed member.
Any of these methods can be used to produce an
LTCC substrate with higher dimensional accuracy.

As a compound material consisting of glass and
ceramic, LTCC substrates have a lower bending
strength compared with conventional alumina sub-
strates, etc.”. However, including a larger proportion
of ceramic powder within the LTCC substrate com-
position does facilitate bending, although a higher
sintering temperature is required. As a result, if elec-
trodes are to be fired together with glass and ceramic
powders, the potential amount of ceramic powder to
be blended is limited®.
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point ceramic particle layer, which is not sintered at
the normal glass material sintering temperature, is
formed within the multi layer substrate in order to
constrain sintering shrinkage in its horizontal direc-
tion. Namely, during the sintering process, the molten
glass penetrates into the pores among the particles in
the ceramic particle layer to form a low-porosity com-
pound solid member consisting of glass and ceramic.
The authors have proven that this method, combined
with inhibition of LTCC substrates’ sintering shrink-
age, can improve the bending strength of LTCC sub-
strates® 10,

The authors have investigated the effects of a
ceramic particle layer, which is not sintered at the
normal glass material sintering temperature used in
the authors’ process, on the constraint of sintering
shrinkage and densification of the substrate.

2. Experimental Method

2.1 Starting materials

The glass powder used for our experiment was a Si-
Ca-Al-Mg-B-O based material available on the market;
with a glass transition temperature of 933K, a thermal
expansion coefficient of 4.4x10-%/K and a specific
gravity of 2.48. Low soda alumina powder was added
to this glass powder at an amount of 40% by weight to
prepare the glass-alumina mixture layer.

For the alumina particle layer, two alumina powder
types with mean particle sizes of 0.4 and 1.5 um respec-
tively were used as starting materials. These powders
were blended, taking their particle sizes into consid-
eration, to provide particle-size blended powder types.
At the same time, other powder types were prepared
by grinding an alumina powder with a mean particle
size of 1.5 um. These powder types were each used as
an alumina particle layer.

2.2 Experimental conditions

The alumina powder, with a mean particle size of
1.5 pm, was ground in a dry media agitating mill. For
each grinding run, 2 kg of alumina powder and 12.5
kg of PSZ grinding balls, 5 mm in diameter, were
loaded into an agitating tank with an internal volume
of 5 L. The agitating speed was set to 4.17 s~%, and the
grinding durations were 30, 120 and 320 min respec-
tively. The sheets for the glass-alumina and alumina
particle layers were formed using a doctor blade tech-
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nique. The slurries for the sheets were prepared
using an experimental compact ball mill through
blending at a speed of 4.58 s~ for 2 hours. 1.75 kg of
PSZ balls, 5 mm in diameter, was loaded into a resin
pot with an internal volume of 1 L. The slurries for
glass-alumina layer were each prepared by loading
0.24 kg of glass powder, 0.16 kg of alumina powder,
0.15 kg of ethanol and 0.06 kg of butylal-based binder
into the resin pot respectively.

The slurries for the alumina particle layer were
each prepared by loading 0.5 kg of alumina powder,
0.15 kg of ethanol, and 0.06 kg of butyl alcohol based
binder into the resin pot.

The particle size blended powders for the alumina
particle layer were obtained by blending an alumina
powder with a mean particle size of 1.5 pm and an alu-
mina powder with a mean particle size of 0.4 um at
mass ratios of 100:0, 75:25, 50:50, 25:75 and 0:100.

The glass-alumina mixture slurries were dried and
formed into 180 pm sheets, while the alumina slurries
were dried and formed into 12 and 40 um sheets.

These sheets were laminated to constitute the sand-
wich structure shown in Fig. 1 and then compressed
into a solid member. More specifically, a 180 um-thick
glass-alumina mixture sheet was laminated on either
side of a 12 or 40 um-thick alumina sheet respectively,
following which the laminates were compressed using
a single-axis press.

Each compressed member was punched into pieces
of specific dimensions, and each piece was then
debinded by heating, with a temperature increase rate
of 1K/min and a maximum temperature of 827K. Sin-
tering was performed in air using a batch oven; the
heat increase rate was 7K/min, the sintering tempera-
ture was 1153K, and the retention time was 60 min.
The process chart of the experiment is shown in
Fig. 2.

Glass-alumina layer 180 pm

Alumina particle layer

12, 40 um

l 180 pm

Fig. 1 Schematic drawing of layer structure of substrate before
sintering

Glass-alumina layer
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Fig. 2

2.3 Method for measurement
2.3.1 Powder characteristics of alumina
powder and alumina particle layer

The particle size distribution of each ground alumina
powder was measured using a laser diffraction/dis-
persion particle size distribution analyzer (LA-700:
Horiba).

As for the alumina powders having undergone par-
ticle size blending, the formed sheets were debinded
by heating at 773K for 60 min, prior to the measure-
ment of particle size distribution on these sheets
using the aforementioned analyzer. The surface area
of these alumina powders was measured using a BET
technique (Monosorb: Yuasa lonics).

2.3.2 Porosity and pore size distribution of
alumina particle layer

The porosity and pore size distribution of the alu-
mina particle layer were measured using a mercury
porosimeter (Model 2000: Carlo Erba). The samples
used were debinded sheets that were prepared by
laminating 40 alumina green sheets, each one formed
40 um-thick, compressing them together at 110 MPa
and heating them at 773K for 60 min.

2.3.3 Bending strength of alumina particle layer
40 alumina green sheets, each one formed 40 pm-
thick, were laminated; the green sheets were com-
pressed together at 110 MPa and punched to provide
a formed member measuring 5.0x30.0x 1.5t mm.
The formed member was debinded by heating at
773K for 60 min, before then being subjected to a
three-point bending test with a fulcrum span of 25
mm and a cross head speed of 0.1 mm/s. The bend-
ing strength og of the formed body was determined

KONA No.23 (2005)

with Eq. (1).

os=(3FsL)/(2Wt2) )

where, Fg is the load at which the sample was broken,
W, the width of the sample, t, the thickness of the
sample, and L, the fulcrum span. A total of 10 identi-
cal samples were used for testing.

2.3.4 Penetration length of glass into alumina
particle layer

A 180 pm-thick glass-alumina layer was forcibly
bonded to each side of the 40 pm-thick alumina parti-
cle layer; then the resultant formed member was
punched into 3535 mm square samples, and the
cross-section of samples analyzed for Al and Si map-
ping using a wave-length dispersion X-ray micro ana-
lyzer WDX (JXA-8800: JEOL). Based on the Al
mapping diagram, the thickness of the alumina parti-
cle layer was measured, and then from the Si (a com-
ponent of the glass) mapping diagram, the penetrating
depth of glass into the alumina particle layer was mea-
sured. Hence, based on the difference between the
thickness of the alumina particle layer and the pene-
trating depth of the glass, the glass packing depth
into the alumina particle layer was determined.

2.3.5 Shrinkage percentage

A 180 pm-thick glass-alumina layer was forcibly
bonded to each side of a 40 pm-thick alumina parti-
cle layer; the resultant formed member was then
punched into 35x35 mm square samples, and the lon-
gitudinal and lateral dimensions of the compressed
and sintered samples were measured. The shrinkage
percentage was determined for the longitudinal, lat-
eral and thickness directions of the samples; based on
the proportion of the difference in dimensions before
and after sintering.

3. Experimental Results and Discussion

3.1 Characteristics of alumina particle layer
consisting of ground material

Fig. 3 provides particle size distribution curves
obtained from powders that were prepared by grind-
ing alumina powder of mean particle size 1.5 um using
a dry media agitating mill and respective grinding
durations of 30, 120 and 300 min. The longer the
grinding time, the smaller the proportion of large size
particles. As a result, the particle size of each powder
sample decreased as grinding proceeded, meaning
the form of particle size distribution curves varied
from a two-peak to a single-peak pattern. With a short
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Fig. 3  Effect of grinding time on particle size distribution

grinding time of 30 min, the ground powder was seen
to peak at around 2.3 um, with particle size distribu-
tion similar to that of a starting material, and a high
volume percentage of large size particles in the ground
powder. With longer grinding times (i.e. 120 and 300
min), the peak at 2.3 um disappeared and the percent-
age of particles sized at around 0.5 pm increased.
Fig. 4 summarizes the tendency of the specific sur-
face area of ground powder that is dependent on the
grinding time!». With a grinding time of 30 min or
longer, the specific surface area increases proportional
to the square root of the grinding time. However, the
gradient gently increases within the time span from 0
to 30 min, meaning that the grinding speed is low.
The reason for this seems to be the time lag before
the aggregated starting powder material starts dis-
persion. Fig. 5 illustrates the relation between the
surface area and porosity with the debinded sheets;
prepared using powders that were ground for 30, 120
and 300 min respectively. Fig. 5 reveals the fact that
the porosity remains unchanged, regardless of the
specific surface area values. Fig. 6 meanwhile shows
the relation between the specific surface area of
powder material before grinding and the bending
strength of the debinded member that was heated at
773K for 60 min. Fig. 6 shows that the bending
strength of the debinded member increases propor-
tional to the specific surface area of the powder mate-
rial after grinding.

The relation between the three-point bending
strength and the characteristics of the particle layer
summarized here can be considered as follows: The
issue of three-point bending strength can be treated
as bending of a cantilever beam, the center of which
is exposed to a concentrated load between both
fulcrums. According to a bending strength formula
derived from the Bernoulli-Euler assumption, maxi-
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ground alumina particle layer after heat treatment at 827K
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Fig. 6 Bending strength of ground alumina particle layer after

heat treatment at 827K as a function of specific surface
area

mum amounts of tensile and maximum compression
stresses are exerted onto the outer skin of beam?®?,
The compression breakage strength exceeds the ten-
sile breakage strength and during a three-point bend-
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ing&@?, Qge&age starts from the outer skin location
6@(60@5(1@10 the maximum tensile stress test. The
@ \(\_ . . . . . R
) &ere point bending stress is considered to be equiva
$?~ \‘ﬁent to the tensile breakage strength.

\(\O It has been reported that the tensile breakage
strength of a particle layer is affected by the inter-
particle adhesive force and the number of contact
points'319, Based on Fig. 5, since the porosity remains
unchanged, regardless of the specific surface area,
the coordination number of the particles seems to also
remain virtually the same'®. However, it appears that
as the surface area of a powder increases, the number
of particles in the unit area on the breaking face does
the same. As a result, the number of contact points
does likewise, which enhances the bending strength.

3.2 Characteristics of particle size blended
alumina particle layer

Fig. 7 summarizes the relation between the blend
proportions and specific surface areas resulting from
samples prepared by particle size blending with alu-
mina powders of which the mean particle sizes are 1.5
and 0.4 um respectively. Based on Fig. 7, it is appar-
ent that as the proportion of the large size particles
increases, the resultant specific surface area linearly
decreases.

Fig. 8 reveals particle size distribution curves with
blend percentages of large size particles of 0%, 25%,
50%, 75% and 100% respectively and with each sample
exhibiting a two-peak particle size distribution pat-
tern. Judging from the trend in Fig. 8, no peak shift
occurred, even though the alumina powder was
ground in a ball mill. This appears to result from the
synthesis of particle size distribution curves of two
alumina powders used for particle size blending.
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Fig. 7  Effect of particle size blended powder on specific surface
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Fig. 9 illustrates the relation between the proportion
of large size alumina particles and the porosity of the
alumina particle layer. Fig. 9 reveals that when the
proportion of large size alumina particles is 25%, the
porosity is minimized and when the proportion of
large size alumina particles exceeds 25%, it increases.
Fig. 10 shows the pore size distribution curves of the
particle size blended powder samples. When the pro-
portion of large size particles is 0% (A), a sharp peak
is present at an Rp of 0.05 um. When the proportion of
large size particles is 25% (B), a peak occurs at Rp of
0.06 um, meaning a slight shift in this peak. When
the proportion of large size particles is 50% (C), two
peaks are present on the pore size distribution curve;
namely one at 0.06 pm and the other at 0.1 um. When
the proportion of large size particles is 75% (D), there
is no peak at 0.06 um while peaks are present at 0.1
and 0.20 um. The latter peak, at 0.20 um, is also pre-

0.45

Porosity € (-)
o
~

0.35 >
0 50 100

Proportion of large size alumina (%)

Fig. 9 Effect of particle size blended powder on porosity of alu-
mina particle layer after heat treatment at 827K
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Fig. 10 Variation in pore size Rp distribution for particle size
blended powder

sent when the proportion of large size particles is
100% (E). It appears that the peak at 0.22 um shows a
slight tendency to shift to the smaller particle size
side.

From these findings, it seems that the pores are
present in several clear-cut size groups and that small
pores are present among finer particles, large pores
are present among larger particles, and there is also
the presence of medium-sized pores. The medium-
sized pores are considered to be pores that occur
following disordered arrangement of fine particles sit-
uated near the large particles within an alumina layer
packed with arranged fine particles.

Fig. 11 illustrates the relation between the propor-
tion of large particle alumina powder and the pore
radii Rpgo, Rpsp and Rpio; measured using a mercury
porosimeter. The pore radius Rpsy increases in corre-
lation with an increase in the proportion of large size
alumina particles. The pore radius Rpgy, however,
remains virtually constant up to the blending propor-
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Fig. 11  Variation in pore size Rp for particle size blended powder

tion of large size particles of 75%, and rapidly
increases when the proportion of large size particles
is 100%. The pore radius Rpio increases until the
proportion of large size particles reaches 50%, and
becomes virtually constant when the proportion of
large size particles is 75% or higher.

Fig. 12 provides the relation between the specific
surface area of ground and size blended alumina par-
ticles and the bending strength of the alumina parti-
cle layer. The O marks in the diagram represent the
results obtained from alumina particle layers made
from size blended alumina particles, while the @
marks indicate the results obtained from alumina par-
ticle layers made from ground alumina particles.
Though the porosity of the alumina particle layers
made from size blended alumina particles exceeds

9
g 8 O Particle size blended
~ 7F ® Ground
£5
58 St
i
25 3f
T c
WE ot
>
© 1t
5
O 1
0 5 10

Specific surface area (10° m2/kg)

Fig. 12 Bending strength of alumina particle layer after heat
treatment at 827K as a function of specific surface area
for particle size blended powder
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thai\gf?th%e}@mma particle layers made from ground
é&lfﬁn@a%articles, the bending strength of the former
s is lower than that attained by the latter that are
made from ground alumina particles and have a lower
porosity. An alumina particle layer comprising 75% of
large size particles (Point A) and one composed of
particles ground for 120 min (Point B) each exhibit a
specific surface area of approximately 4x10° m?/kg.
From this diagram, the bending strength of alumina
particle layers comprising size blended particles can
be considered to have degraded, due to the blending
of particles of a smaller specific surface area. The
bending strength values at Points A and B are 1.5 and
2.8 MPa respectively; with the latter twice as large as
the former. Likewise, at Points C and D, each exhibit-
ing a specific surface area of 6x10° m?/kg, the bend-
ing strength values are 2.8 and 4.2 MPa; with the
latter 1.5 times the former.

In addition, the bending strength of the alumina
particle layer with 75% of large size particles (Point A)
is equivalent to an alumina particle layer composed of
100% of large size particles. The possible reason is
considered to be as follows: With size blended parti-
cles, the pores formed among large size particles are
packed with fine particles, resulting in a higher pack-
ing density. If a smaller amount of fine particles is
present, virtually all of them fill the pores among
those of a larger size; hence the bending strength of
the alumina particle layer is governed by the contact
points between the large size particles.

Seemingly, as the proportion of small size particles
increases, the inter-particle distance between the large
size particles does the same; the number of contact
points among the small size particles rapidly increased,
as did the bending strength of the alumina particle
layer.

3.3 Effect of alumina constrained layer onto
substrate characteristics
3.3.1 Effect on shrinkage of substrate
Sandwich substrates, each consisting of a 12 um
alumina particle layer sandwiched between 180 um
glass layers, were prepared, where the 12 um alumina
particle layer was formed using ground or size blended
particles. Fig. 13 illustrates the relation between the
bending strength and shrinkage in the horizontal
directions (X-Y) of these substrates. The O marks
represent alumina particle layers made from size
blended particles while the ® marks stand for those
made from ground particles. As Fig. 13 reveals, the
results from all starting materials can be plotted on a
single curve. Although the horizontal shrinkage is
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g s

c

2

§ 4t

% O Particle size blended
> 3r ® Ground

x

[

S 2

£

(5]

g 1r

X

£

E 0 1 1 1
@ 0 2 4 6 8

Bending strength of Alumina particle layer (MPa)

Fig. 13 Shrinkage in the X-Y direction as a function of bending
strength of alumina particle layer for particle size
blended and ground powder

extremely large when the bending strength of the alu-
mina particle layer is 1.8 MPa or lower, conversely,
when the bending strength is 1.8 MPa or higher, the
shrinkage is as low as 0.5%.

Glass layers on both sides of a constrained layer
shrink when the substrate is fired, and a compression
stress is exerted onto both faces of the constrained
layer. Assume that the constrained layer is separated
in its mid section. A bending moment will occur on
each constrained layer toward the glass-alumina
layer'?. When the alumina particle layer can no longer
withstand this moment and fails to maintain the layer
structure, the shrinkage value climbs. Therefore, it is
important to increase the bending strength of the alu-
mina particle layer in order to decrease the sintering
shrinkage.

3.3.2 Effect on substrate porelessness

To be able to produce a poreless ceramic substrate,
molten glass must penetrate into its alumina particle
layer during the sintering process. Hence, the authors
investigated the effect of the packing structure of alu-
mina particle layer onto the distance of glass penetra-
tion. Crystallization of the glass was inspected on a
glass-alumina layer, which was sintered at 1153K with
a X-ray diffraction technique. As a result, no peak
other than that for alumina was found. This means
that crystallization of the glass did not occur.

Generally, when liquid penetrates into a particle
layer, the distance of penetration can be defined with
the Kozeny-Carman formula®”.

2={e® AP - TI/{K (1—¢)?S3 - n} )

where, | is the distance of liquid penetration into a
particle layer, AP, the difference in pressure that is a
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motive &Q{%e @ﬁ\%enetratlon, T, the time needed for
pe r%ti@ﬂ\,'bénd 7, the viscosity of the liquid. K,
@&ba\r‘h\@hlle, is a constant known as the Kozeny con-

$?~ sta‘r‘?t. The difference in pressure AP that is a motive

force for penetration is considered to be a value equiv-
alent to a capillary suction force P¢ of a particle layer.
When the radius of the capillary is rc, the capillary
suction pressure P¢ can be expressed using the fol-
lowing formula:

Pc=20s-cos 6/r¢ 3)

where o5 is the surface tension of liquid, and 6 the
contact angle of wetting between the liquid and parti-
cle layers. The hydraulic radius ry used to derive the
Kozeny-Carman formula can be defined by the follow-
ing formula:

ru={e/(1— &)H{1/(Swp)} 4)

When vy is substituted for the capillary radius yc in
Eqg. (3), and P is substituted for AP, then Eqg. (2) can
be represented by Eq. (5).

12={2 . p- &% o5cos O - TH{K(1—€)Swn} )

From the formula above, it can be understood that
the square of distance of glass penetration | into a par-
ticle layer is proportional to £2/{(1—¢)- Sw}.

Fig. 14 shows the effect of the distance of glass
penetration onto £2/{(1—&)-Sw} when sintering was
performed at 1153K for 60 min.

In Fig. 14, the O marks represent alumina particle
layers made from size blended alumina particles and
the @ marks stand for alumina particle layers made
from ground alumina particles. In the case of alumina
particle layers made from ground alumina particles,
the square of the penetration distance varies in pro-
portion with £2/{(1—¢&) Sy} according to the Kozeny-
Carman formula. Incidentally, with alumina particle
layers made from size blended alumina particles,
glass readily penetrated into the alumina particle
layer in comparison with those made from ground
alumina particles. As the pore size distribution curves
in Fig. 10 indicate, the alumina particle layers made
from size blended alumina particles, unlike those
made from ground alumina, exhibit two clear-cut
peaks. From Eq. (5), it also appears that glass selec-
tively penetrated into larger sized pores. Because
larger sized pores appear to govern the penetration of
glass, the relation between Rpiy and the penetration
distance was plotted in Fig. 15. The pore size Rpy
and distance of penetration exhibit a linear relation.
For this reason, larger pore sizes are considered to
greatly affect the distance of glass penetration. Addi-
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Fig. 14 Penetration length as a function of £2/{(1—¢&)-Sw}, that is
parameter specific surface area and porosity followed by
Kozeny-Carman Eq.
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Fig. 15 Penetration length as a function of pore size Rpy for par-
ticle size blended powder

tionally, the peak in the large size particles in the alu-
mina particle layer made from particle size blended
alumina particles appears to be greatly affected by
the packing structure around the larger particles.

4. Conclusion

The authors investigated low temperature-fired
substrates using a glass-alumina mixture, and more
specifically, the effect of the packing structure of an
alumina constrained layer on the substrate, wherein
the alumina constrained layer, which is not sintered at
a sintering temperature for the substrate materials, is
provided in the middle of the substrate.

The results obtained from the investigation are
summarized below:;

1) As the bending strength of an alumina sheet to be
used as a constrained layer increases after debind-
ing, the shrinkage of the substrate in horizontal
directions decreases. In addition, the relation be-
tween the bending strength and shrinkage in hori-
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%I q;rb%tions of the substrate can be plotted on
e&?h%cs%me curve, regardless of whether the con-
oﬂ“ @\&trained layer is made from ground alumina or size

W blended alumina particles.

2) When the constrained layer is made from ground
alumina particles and assuming the porosity of
the particle layer remains constant, the bending
strength is proportional to the specific surface
area.

3) When the constrained layer is made from size
blended alumina particles, the pore size distribu-
tion curves each exhibit a two-peak pattern, and
the bending strength of an alumina particle layer
made from size blended alumina particles was
lower than that obtained from any alumina particle
layer made from ground alumina particles. This
fact seems to result from a decrease in the number
of contact points around the large particles, which
led to a loss in bending strength.

4) The distance to which the glass penetrates the alu-
mina particle layer made from ground alumina par-
ticles conforms to the Kozeny-Carman formula. In
the case of an alumina particle layer made from
size blended alumina particles, glass penetrates
more readily into the alumina particle layer. With
an alumina particle layer consisting of size blended
alumina particles, two peaks occur on the pore size
distribution curve owing to the presence of large
size particles, and the penetration distance is de-
pendent on the larger pore size of the two peaks.

Nomenclature

D, :particle diameter (um)
Dsw : specific surface area diameter (um)
Fg :bending force (N)
K :constant for Eq. (2) (-)
L : fulcrum span (m)
| : distance of penetration (um)
Pc :capillary suction pressure (MPa)
Rp :poresize (um)
rc :radius of capillary (um)
ry  :hydraulic radius of powder bed (um)
Sw :specific surface area (m?/kg)
T  :time of penetration (s)
t : thickness of the substrate (m)
V_ :proportion of large size alumina (%)
W  :wideness of the substrate (m)
AP : difference of pressure (MPa)
£ . porosity (-)
n  :viscosity (Pa-s)
p  :density of particle (kg/md)

KONA No.23 (2005)

og :bending strength (MPa)
Os :surface tension (N/m)
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Rapid Size Classification of Ultrafine
Particles Using Surface Characteristics'

K. Wakabayashi?, S. Sekita?,
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Materials Engineering, Waseda University*

Abstract

Size classification of ultrafine particles is one of the most difficult techniques in materials pro-
cessing. We developed a novel ultrafine particle classification method based on heterocoagulation
phenomena of colloidal particle. In this paper, rapid size classification of silica particles (median
diameters of 200nm and 300nm) from their mixed suspension was examined in various solution
chemistries by column bed packed with ferro-nickel slag (FS) as a fibrous collector medium. Many of
100nm-silica particles selectively attached to the FS surface during passing through the FS-packed
column, while 300nm-silica remained in an outlet suspension. Newton'’s efficiency depended on pH
and ionic strength; optimal classification was attained at pH3.5 in 20mM KNOs. These results were
qualitatively explained by DLVO-type interaction energy curve, indicating that interfacial interac-
tion of both particle and collector determined the classification efficiency. Furthermore, particle con-
centration and superficial velocity had an influence on classification efficiency. This method proved
to be simple, rapid and cost-effective for classifying ultrafine particles in aqueous media.

Key words: Size classification, Zeta potential, Silica particle, Fibrous slag, DLVO theory

1. Introduction

Increasing demand to introduce nanotechnology in
various fields of industry encourages the development
of producing, processing and handling technique for
ultrafine particles in aqueous media. It is desirable to
have the suspended phase consisting of homogeneous
particles of uniform size and shape because monodis-
persed particulate suspensions offer many advan-
tages. Conventional size classification of suspended
particles involves the mechanical phenomena such as
screening, sedimentation and centrifugation. However,
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the physical property itself becomes undominant in
the particle size range below 1um; it does not seem
promising to perform ultrafine particle classification
by mechanical technique. One of our authors proposed
a novel method based on surface characteristics as
an alternative method for rapid size classification of
ultrafine particles. This method is essentially based
on heterocoagulation phenomenon of colloidal domain.
While passing through the column bed packed with
solid collector media, part of the particles dispersed
in liquid can approach and successively adhere to col-
lector surface if the interfacial forces between particle
and collector are favorable for attachment. On the
other hand, if the interfacial forces are unfavorable,
particles remain in the effluent suspension. From the
Derjaguin-Landau-Verwey-Overbeek theory for col-
loid stability, surface electrical potential, solution’s
pH, ionic concentration as well as particle size, have
influences on the interaction forces. Therefore, these
physicochemical parameters affect selectivity of parti-
cle adhesion to collector media, that is, efficiency of
particle classification. In the previous study, Sasaki
et al.V carried out the size classification of polydis-
persed ultrafine hematite particles (median diameter
of 200nm) by passing their suspension through col-

173

I’"'(

—
=
-1

[

»“} :
%

D



\(\O

\@%\

\O
.\0\6

umn be@&%@b@with glass beads and demonstrated

th%ga?g{\e(g(&irticles selectively obtained in the outlet.

a@a\et al.? also investigated the classification of

$?~ uItT‘%\fine hematite using fibrous collector medium.

These studies suggested that the performance of size
classification were in general agreement with the
DLVO interaction energy between particle and collec-
tor surface.

In view of the above findings, this study attempts to
carry out the rapid size classification of silica parti-
cles having median diameters of 100nm and 300nm
by column bed packed with fibrous collector and to
elucidate its relevance to interfacial interaction energy
between particle and collector surface. The fibrous
collector employed here was a fibrous ferro-nickel
slag (FS), which is a solid waste material from ferro-
nickel electrosmelting process. FS has received much
attention as a collection media for suspended parti-
cles due to its large specific surface area, chemical
stability and cheap cost. Effect of suspension’s pH
and ionic concentration, which is considered to affect
the surface electrical properties of both particle and
collector, on the particle classification efficiency is
experimentally examined.

2. Materials and Methods

2.1 Colloidal silica particles

Two types of monodispersed colloidal silica parti-
cles were obtained by chemical reaction of alcoholic
solutions containing tetraethylorthosilicate and ann-
monia catalyst, as described by Stéber et al.®. Condi-
tions for preparation and both characteristics are
listed in Table 1. Silica sol was centrifuged and the
supernatant solution was decanted, followed by dis-
persed in doubly distilled water. After sonicated five
minutes, silica sol was centrifuged again to remove
the residual reagents completely. This procedure was
repeated until the conductivity of the supernatant
reached 10uS/cm. The stock suspensions were stored
in Pyrex container and were agitated in an ultrasonic
bath before use. The hydrodynamic median diame-

Table 1 Particle characteristics used in the experiment

ters of two types of particles were determined to be
100nm (small) and 300nm (large) by dynamic light
scattering (ELS-800, Otsuka Electronics, Japan). SEM
observation showed that both were spherical and
monodispersed. Mixed suspension of 100nm- and
300nm- silica particles were used in the size classifica-
tion experiment. Fig. 1 shows size distribution of the
prepared suspension.

100

Cumulative weight fraction (%)

,,,,,,,,, b A M| <-100nmSilica |-
,,,,,,,, W .| -300nm Silica  |---
b 1 &~ Mixed sample |-

0 100 200 300 400 500 600
Diameter (nm)

F

g. 1 Size distribution of silica particles used in the experiment.

2.2 Collector for particle adhesion

The collector medium for silica particles was fibers
of ferro-nickel slag (FS) from Pacific Metals Co.,
Japan. FS was byproduct from ferro-nickel electro-
smelting process and produced by a high speed
spinning technique. The chemical composition deter-
mined by a fluorescence X-ray analyzer (XUNIQUE,
PHILIPS, U.S)) is listed in Table 2. An individual
fiber had a mean diameter of 3 — 8um and length of
2 — 3mm. Scanning electron micrograph showed that
an individual fiber had a completely smooth surface
with no surface structure. The specific surface area
of FS was determined to be 0.17m?g~' by BET
method using a surface area measurement apparatus
(ASAP2010, micromeritics, U.S.). Previous study indi-
cated that the dissolution of FS was quite negligible in
the pH range from 4 to10 at 25°C.

Samples Reagents

Hydrodynamic diameter
(DLS measurement)

Morphology
(SEM observation)

TEOS* 10mL

small particle ethanol 250mL + ammonia 11.5mL 100nm spherical
. TEOS 10mL .
large particle methanol 125mL + buthanol 125mL + ammonia 20mL 300nm spherical

* Tetraethyl orthosilicate
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Table@Q ngﬁ&:al composition of fibrous ferro-nickel slag
G

2 i M Al F
& ‘(igr‘p.@ments Sio, go ,0; | CaO e,0;
@%Veight percentage 52.9 22.2 18.6 1.66 1.13

2.3 Zeta potential measurement

Zeta potential measurements of silica particle and
FS were carried out using an electrophoretic light
scattering spectrophotometer (ELS-800, Otsuka Elec-
tronics). Mechanically ground slag powder was used
as FS sample because its chemical composition was
uniform. Supporting electrolyte was KNOs. A droplet
of HNO; or KOH that had the same ionic concentra-
tion as the sample suspension was added for pH
adjustment. Samples were dispersed in an ultrasonic
bath for five minutes and quickly supplied to the mea-
surement.

2.4 Size classification experiment

All tests were performed by column bed method
packed with FS. Fig. 2 illustrates the experimental
apparatus. A cylindrical column made of glass had an

200mm

1) Feed silica suspension
(particle diameter:100nm and
300nm)
]:I 2) FS slag bed
(void volume fraction:0.91, FS
weight:3.09)

3) Stainless mesh support
4) Effluent

Fig. 2

Illustration of FS-packed column bed system.

KONA No.23 (2005)

inner diameter of 25mm and a height of 200mm. To
support the FS, a stainless steel screen disk was
clamped at the constricted part of column. Three
grams of FS were soaked in water for 10minutes and
then packed onto the screen disc, yielding a void vol-
ume fraction of 0.91. The bed was conditioned with a
solution of the same ionic strength and pH as the
suspension. That treatment ensured complete removal
of fragments of destroyed or unfastened FS and of
any adherent microbubbles of air. Silica suspensions
which had a desired particle concentrations, pH and
ionic concentration were continuously fed from the
top of the column into the bed after dispersed in an
ultrasonic bath for 5minutes. Each 100mL effluent
sample was taken and silica concentration was deter-
mined by ICP-AES after complete dissolution of silica
by KOH. Also size distribution of silica particle in
both influent and effluent was analyzed by dynamic
light scattering. Collection efficiency of the silica par-
ticles was evaluated by Si ratio analysis of inlet and
outlet suspension.

All chemicals were of analytical reagent grade and
were used without further purification. Water was
doubly distilled, the second distillation being carried
out in an all-Pyrex apparatus. The temperature was
kept constant at 25+2°C in all experiment.

3. Results and Discussion

3.1 Zeta potential measurement

Fig. 3 shows the results of zeta potential measure-
ments of silica and FS in 10mM KNOj;. Both silica
particles had negative value ranging from —2 to
—60mV and 300nm-silica had more negative zeta
potential than 100nm-silica. The gap in the zeta poten-

_| €100nm Silica

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

W 300nm Silica

Zeta potential, mV

Fig. 3  Zeta potential measurement of silica and slag as a function
of pH in 10mM KNO;.
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lar. roasotﬁé’ pH increased. The isoelectric points
(g\?ér%e\s\fimated to be 4.0 for 100nm-silica, 3.2 for

$?~ 300‘%|m-silica and 2.9 for FS, respectively.

3.2 Size classification tests
3.2.1 Influence of solution chemistry

Fig. 4 shows the recovery of total silica as a func-
tion of effluent volume at various pH values in 10mM
KNOs. The vertical line is normalized silica collection
ratio (Co—C,)/Cy, where C, and C; represent inlet
and outlet silica concentration, respectively. Silica
collection ratio showed maximum value of 0.62 at the
effluent volume of 100mL when pH was 4.0. Silica col-
lection ratio decreased in accordance with the increase
of pH; silica collection ratio was 0.22 at pH5.0. This
trend was explained by the fact that the increase of
magnitudes of negative potential of silica and FS
caused strong repulsive forces, which contributed to
inhibit particle adhesion to FS. The suspension’s pH
was fixed at 4.0 in the following size classification
tests.

Fig. 5 shows the scanning electron microscopic
images of the FS surface after passing through col-
umn bed. Many 100nm-silica particles were observed,
whereas few 300nm-silica adhered to FS. This indi-
cated that 100nm-silica selectively adhered to FS.
Also, Figs. 6 (a) and (b) show SEM images of parti-
cles in the inlet and outlet suspension. Comparing the
proportion of small and large particles, a substantial
number of 100nm-silica particles disappeared from
the inlet suspension; 100nm-silica particles selectively
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Fig. 4 Recovery of total silica particles as a function of effluent
volume at various pH values. Experimental conditions
were KNOj; concentration of 10mM, silica concentration of
26mg/L, and superficial velocity of 1.7mm/s.
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Fig. 5 Scanning electron microscopic images of silica particles
deposited on FS surface.
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Fig. 6 Scanning electron microscopic images of silica particles in
the (a) influent and (b) effluent samples.

deposited on FS surface. In the conventional filtra-
tion, the larger particle size is the easier to deposit on
collector media, because particle deposition usually
occurs by mechanical straining, interception and grav-
itational settling. Experimental finding was to the con-
trary; in fact, this was unique to particle processing
technique based on heterocoagulation phenomenon.
More detailed explanation in connection with interac-
tion energy is discussed later.

Fig. 7 shows the Newton’s efficiency as a function
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Newton'’s efficien

C

200 300
Effluent (ml)

Fig. 7 Newton’s efficiency as a function of effluent volume at var-

ious pH values. Experimental conditions were KNO3 con-
centration of 10mM, silica concentration of 26mg/L, and
superficial velocity of 1.7mm/s.

of effluent volume at various pH values. If we are tar-
geting at 100nm-silica, Newton’s efficiency n is defined
in the following form®.

n=|(collection ratio of 100nm silica)
— (entrainment ratio of 300nm silica)|x 100

number of 100nm silica attached to FS
number of 100nm silica in influent

_ number of 300nm silica attached to FS %100
number of 300nm silica in influent

)

Newton'’s efficiency reached 100% in the effluent vol-
ume of 400mL when suspension pH was 3.5. Newton’s
efficiency decreased at pH4 where collection effi-
ciency of total silica particles reached maximum. This
was probably due to the fact that both 100nm- and
300nm-silica were able to deposit on FS, thereby caus-
ing little selectivity in FS attachment. The position of
optimal Newton’s efficiency shifted to the larger efflu-
ent volume as the pH became lower.

Fig. 8 shows the Newton'’s efficiency as a function
of effluent volume at various KNOj; concentrations
ranging from 1 to 50mM. When KNO; concentrations
were 1mM and 5mM, Newton’s efficiency showed
90% in effluent volume of 100mL. Relatively high
Newton'’s efficiency observed at KNO; concentration
of 10mM. Newton’s efficiency decreased as the total
silica collection got higher. This was also due to the
low selectivity in particle attachment to FS. The posi-
tion of optimal Newton’s efficiency shifted to the large
effluent volume in accordance as the KNO; concen-
tration decreased.

KONA No.23 (2005)

Newton's efficiency (%)

300

200
Effluent (ml)

500

Fig. 8 Newton’s efficiency as a function of effluent volume at var-

ious ionic strength. Experimental conditions were pH4.0,
silica concentration of 26mg/L, and superficial velocity of
1.7mm/s.

3.2.2 Influence of particle concentration and
superficial velocity

Fig. 9 shows Newton'’s efficiency as a function of
effluent volume at several silica concentrations. When
silica concentration was 64mg/L, Newton’s efficiency
reached 76% in effluent volume of 200mL. Similarly,
optimal Newton’s efficiency was attained to be 70% in
effluent volume of 400mL at silica concentration of
24mg/L. The position of the optimal Newton'’s effi-
ciency shifted to the larger effluent volume in accor-
dance with the decrease of silica concentration. On
the other hand, Newton’s efficiency was generally low
when silica concentration was 90mg/L.

Fig. 10 shows Newton’s efficiency as a function
of effluent volume at various superficial velocities
ranging from 0.85 to 11.3mm/s. Optimal Newton’s

90

*26mg/L 3 3 L e
80 | ABAMQ/L |- gt
|| mo0mg/L | T TR
70 3

g
z ! : :
S 60 [k | B S Koo
2 | . : :
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€ 0y : | |
2 0t T
S 30 [ e P g
Baof et
) o e p A
0 ‘ ‘ ‘ ‘
0 100 200 300 400 500
Effluent (ml)
Fig. 9 Newton’s efficiency as a function of effluent volume at var-

ious silica concentrations. Experimental conditions were
pH4.0, KNO3 concentration 10mM, and superficial velocity
1.7mm/s.
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Effluent (ml)
Fig. 10 Newton’s efficiency as a function of effluent volume at

various superficial velocity. Experimental conditions
were pH4.0, KNO; concentration 10mM, and silica con-
centration 26mg/L.

efficiency 68% was observed in effluent volume of
450mL at superficial velocity of 0.85mm/s. Newton’s
efficiency maximum reached 84% in effluent volume
of 200mL at superficial velocity of 5.7mm/s. It was
found that the position of the optimal Newton’s effi-
ciency shifted to the larger effluent volume in accor-
dance with the decrease of superficial velocity. On the
other hand, Newton'’s efficiency generally decreased
when superficial velocity was 11.3mm/s.

3.3 Discussion of DLVO-type interaction
energy between particle and collector

Colloidal particles approach at the neighborhood of
the collector surface by convection and Brownian dif-
fusion, followed by the interfacial interaction that
determines the fate of the particle attachment. If the
interaction is favorable for particle attachment, spon-
taneous and irreversible attachment occurs. On the
other hand, if unfavorable for attachment, collector
repels particle deposition. The process that silica par-
ticles adhered to the fibrous collector was regarded
as the heterocoagulation phenomena; adhesion of col-
loidal particle onto macroscopic substratum. The pos-
sibility of attachment of colloidal particle to solid
surface is discussed by summation of interfacial
forces which is mainly the contribution of both electri-
cal double layer interaction and London-van der Waals
forces based on DLVO theory®. In particular, electri-
cal double layer interaction, which largely depends on
electric potential, ionic concentration and so forth,
plays a decisive role in particle coagulation phenome-
non.

Assuming that the size of the FS was by far larger
than the silica particle, it was reasonable to use the
sphere-plate model. The linear approximated electri-
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cal double layer interaction energy V. between sphere
and plate is derived by Hogg, Healy and Fuerstenau®
and written in the following form,

_sa(Wit+ W)
B 4

Ve 2 2
(Pi+¥3) 1—exp(—kh)

8rce?z?
K= ekgT )

where ¢ is the dielectric constant of the medium, h is
the shortest distance, a is a radius of particles, ¥, and
Y, are surface potentials and k is the Debye recipro-
cal length, e is the elementary charge, kg is the
Boltzmann constant, ¢ is an ionic concentration, z is a
valency of ions and T is absolute temperature. The
unretarded London-van der Waals attraction poten-
tial” V4 is given as,

29, ¥, [ 1+exp(—kh) ]

+ In{1—exp(—kh)|

_Apa

Va=="6n

(3)
where A;s is the overall Hamaker constant for the
system spherel-medium3-collector2 which can be
approximated by,

Az =V Az Ags (4)

where Az, Ay are the Hamaker constant for the
sphere and collector in the medium3, respectively.
Hamaker constant was obtained from the tabulation
by Visser®. The values of A3, A, Used in the calcu-
lation are listed in Table 3. The total interaction
energy Vt between particle and collector system is
written as follows.

Vi=Ve+Va ®)

We discuss the influence of particle size a on the total
interaction energy V. From Eq. (5), V+ is arranged as
follows.

VT=a

ca(Yi+ W%)[

2¥, ¥, | [1+exp(—Kh)}
4

(Y2+w3) | 1—exp(—kh)

+ In{l—exp(—ZKh)]] —Q}}

=a'q)(l'plqu2|K|Ayh) (6)
Table 3 Hamaker constants used in the calculation
Asio,~H,0-5i0, 0.46Xx10°% ]
Asio,~H,0-5i0, 0.96x10°% J
Asio,~H,0-si0, 0.66x10°% ]
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an?ti(ge'?édius if the physicochemical parameters W,
Yk and Hamaker constant are the same values,

““namely, the identical materials. During approaching a

collector surface, if both particle and collector have
negative charges, there exists interaction potential
energy maximum at several nanometer distances
from the surface of collector. This maximum, called
potential energy barrier, is regarded as the activation
energy for particle adhesion to solid surface. Equa-
tion (6) suggests that the height of potential energy
barrier is proportional to the particle radius; the
smaller a particle size is, the more favorable for par-
ticle attachment. Fig. 11 illustrates the conceptual
explanation for selective particle attachment using the
difference of interfacial interaction.

To calculate the total interaction energy curves in
the experimental systems, the surface potential was
approximated as the measured zeta potential obtained
from Fig. 1. Figs. 12 and 13 show the calculated
total interaction energy Vr curves as a function of the
separation distance between the silica and FS at vari-
ous pH values. There is no potential energy barrier
for 100nm-silica; hence spontaneous attachment is
expected. On the other hand, potential energy barrier
are observed for 300nm-silica. Thus selective attach-
ment of 100nm-silica was more probable compared
with 300nm-silica.

3.4 Particle deposition efficiency onto the
cylindrical collector
Spielaman and Friedlander® presented a theoretical
analysis describing a deposition of Brownian particles

Potential energy
Repulsive potential profile

—_— = Attractive potential profile

Large particle — unfavorable for adhesion

/ N
/ \
| AN
I S~— -
] DT EE i - >
I, Q Separation distance
(s
’l_:' Small particle — spontaneous adhesion
1
;
Fig. 11  Illlustration of potential curves and their influence on par-

ticle adhesion to solid substratum.
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Fig. 12  Total potential energy curves between 100nm silica and
FS system as a function of separation distance. The
curves from top to bottom are for pH5, 4.5, 4, 3.5, in that
order.
60
/’\ pH5
I; 40 g
= pH4.5
o
5 20
c
S /\
E 0 1 L
G Vs
= H4
S _20 P
s +«— pH35
S —40
—60
0 5 10 15 20 25 30
Separation, nm
Fig. 13  Total potential energy curves between 300nm silica and

FS system as a function of separation distance. The
curves from top to bottom are for pH5, 4.5, 4, 3.5, in that
order.

which interact with collector through potential force.
Dimensionless particle collection efficiency by cylin-
drical collector medium is expressed by the following
form.

kgT
6TTa

Here, A. is a porosity dependent parameter, U is
velocity of approaching particle, a. is radius of a cylin-
drical collector, D is diffusion coefficient of particle,
f(V1) is a function of total interaction energy, kg is
Boltzmann constant, T is absolute temperature, p is
viscosity of fluid, and a is particle radius. From
Figs. 12 and 13, the difference of total interaction
energy between 100nm- and 300nm-silica is negligibly

1 _2
R=2.2955179A> (UDa) 3f(Vy), D= )
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small w ﬁ pH&\}%s below 4.0. In those cases, dimen-
si r@e& ficle collection efficiency R is a function of
u ﬂ§n coefficient of particle D because the other

$?~ pa?%meters are identical. Dimensionless particle col-

lection efficiencies for 100nm- and 300nm-silica parti-
cles are represented by Rjp and Rsq, respectively. A
ratio of Ryg0 and Rsqp is arranged as follows.
_2 _2
Ri0o : R3p0=100 3 :300 3
=2:1 ®)

This suggests that particle collision rate for 100nm-
silica is preferable to that of 300nm-silica even if inter-
facial forces for both particles were favorable for
attachment.

4. Conclusion

Rapid size classification of mixed silica particles
was examined in various solution chemistries by
column bed packed with fibrous collector medium.
Smaller silica particle whose median diameter was
100nm selectively attached to the collector surface
during passing through the FS-packed column. On
the other hand, larger silica particle having a median
diameter of 300nm remained in an effluent suspen-
sion. Newton'’s efficiency depended on pH and ionic
strength; optimal classification was attained at pH3.5
in 10mM KNOs;. These results were qualitatively
explained by DLVO-type interaction energy curve,
indicating that interfacial interaction of both particle
and collector medium determined the Newton’s effi-
ciency. Particle concentration and superficial velocity
also had an influence on Newton’s efficiency. This
method proved to be simple, rapid and cost-effective
for classifying ultrafine particles in aqueous media.

Nomenclature

A : Hamaker constant [J]
A. : porosity dependent parameter of

Happel's model -1
a . particle radius [m]
a. :radius of a cylindrical collector [m]
Cy, : particle concentration of influent [mg/L]
C; : particle concentration of effluent [mg/L]

180

¢ :ionic concentration [mol/m?]
D :diffusion coefficient of particle [m?/s]
e :elementary electric charge [C]
h :the closest approach distance between

particle and collector [m]
kg : Boltzmann constant [J/K]
R :single collector efficiency [-1]1
T :absolute temperature [K]
U : velocity of approaching particle [m/s]
V, : London-van der Waals potential [J]
V. : electrical double layer interaction energy [J]
V7 : total interaction energy [J]
z :valency of ion [-1]1
e :permittivity of the medium [F/m]
n : Newton’s efficiency [—1
K : Debye reciprocal length [m~1]
M :viscosity of fluid [Pa:s]
W, : electric potential of particle [V]
Y, : electric potential of collector V]
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Abstract

The discrete element method (DEM) takes enormous calculation time because it requires a very
small time step, one small enough to represent the large frequency in the contact dynamic model. In
general, the equations of motion of particles are solved using the second-order Adams-Bashforth
method, which estimates the values of contact force in the following calculation time by linear extrap-
olation, or by multi-step methods such as the predictor-corrector method. Inspired by these two con-
ventional methods, we propose a Contact Force Prediction Method that makes a larger time step
possible. Our method uses the predicted values of contact force at every contact point, which are
exact solutions or numerical solutions of differential equations that represent two particle contacts.
It has been confirmed experimentally that the proposed method gives reasonable results of packing
and discharge simulations, and accelerates DEM calculation 3—8 times.

Keywords: Discrete Element Method, Calculation Time, Time Step, Numerical Integration, Fast Algorithm

1. Introduction

Discrete Element Method (DEM) simulations on a
number of granular systems have reported positive
results since this method can estimate many effects at
particle level”. However, it requires enormous com-
putation time because it needs a sufficiently small
time step to follow high fluctuations in the contact
dynamic model between particles. To overcome the
deficit of conventional DEM, speeding up DEM s
proposed in this study. There are several approaches
to speeding up DEM, such as promoting efficiency in
the algorithm to detect contact between particles,
increase in the time step and limitation of the number

* 3-4-1, Okubo, Shinjuku-ku, Tokyo, 169-8555, Japan

1 Corresponding author
TEL: +81-3-5286-3327 FAX: +81-3-5286-3491
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nology, Japan, 40, 236-245 (2003) in Japanese, before
being translated into English by KONA Editorial Commit-
tee with the permission of the editorial committee of the
Soc. Powder Technology, Japan.
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of particles to calculate. In this study, we report a
method to increase the time step.

In DEM calculation, the time step must be set
smaller than the particle size and the density becomes
smaller or the spring constant becomes larger, in order
to obtain a stable numerical solution. Several methods
to increase the time step have been reported, such as
methods to set the spring constant smaller? and the
particle size larger® than the real value. This method
is an effective method of increasing the time step, but
it must be used after careful examination of the influ-
ence on the phenomenon to which DEM calculation
is applied, because delays in contact detection cannot
be avoided.

The purpose of this study is to develop an original
DEM in which a large time step is possible by improv-
ing the algorithm needed to obtain the numerical
solution to the contact dynamic equation between par-
ticles. We propose a Contact Force Prediction Method
in which predicted values of contact force at every
contact point are calculated by a more stable method
than the conventional DEM and used to solve particle
velocity and location. The packing (Fig. 1) and dis-
charge (Fig. 2) system is chosen here as an example
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Fig. 1  Anexample of packing simulation

0.3 m

Hole 0.2 m

Fig. 2 Anexample of discharge simulation
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of a phenomenon in which contact between many par-
ticles is important, and it is shown that the proposed
method is effective for calculating the packing ratio or
the discharge rate.

2. Delays in contact search and stability of
calculation

When the time step is increased, DEM calculation
may become incapable of reproducing a real phenom-
enon for the following reasons: one is delays in the
contact detection and another is the error of the dif-
ferential method. In the following, the effects of these
factors with the conventional method are examined.

2.1 Outline of DEM

Contact force f; in DEM is calculated by projecting
on the normal direction (f,;;) and the tangential direc-
tion (fs;) as shown below:

fcij (t)zfnij (t)+ 1:sij(t), (1)

where (t) means a function of time t. The normal
direction force is calculated from the following equa-
tions:

frij(t) = —Knij 5ﬁ’ﬁj ®)ny((t)— nnijéﬁﬁ- (t)vnii (1) 2)
8 (1) = (ri+17) = i) (1)1 3)
vij(t) =vi(t) —v;(t) 4
Vi () =(vis(©) - (©) i (0, )

where k is the spring constant, 7 is the damping con-
stant, r is the radius of the particle, ¢ is the overlap
between particles, n is the normal unit vector, v is the
velocity vector, and x is the location vector. Subscript
i denotes the physical values of particle i; j denotes
particle j; ij denotes between particles i and j, n
denotes the normal direction value, and r denotes the
relative value. o; and «; are constants that depend on
the type of contact dynamic model: ;=1 and ;=0
for the linear spring model and o;=1.5 and &»,=0.25
for the Hertz model®.

The tangential direction force is calculated from the
following equations:

foij (1) = — ki S (1) i (1) Sij () — 77sig S i () Vi (1) (6)

8 (1) =0 v (t)dit ] ©)
()= Vsi‘(t)
Slj (t) m (8)

Vsij (1) = Vi (1) = Vinij (1) +(ri o;i(t) +rjw; (t)> xni(t), (9)
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$?~ a3§a4=0 for the linear spring model and «3=0.5 and

&®
.
where 3@? tlgg-‘%ngential unit vector and w is the

angé{ar(? vgo?b'r velocity. 3 and a4 are constants that
© : .
on the type of the contact dynamic model:

04,=0.25 for the Mindlin model” ®. The total tangen-
tial force is limited by the Coulomb frictional limit.

Foij (1) =i i (1) 555 (1), (10)

where  is the friction constant.

In the linear spring model, it is difficult to theoreti-
cally decide the spring constant value except when
the particle shape is a disk, but it is usually used
because of its convenience in the calculation?.

2.2 An error from delays in contact detection

Contact detection between particles may produce a
maximum delay that equals the time step. This delay
can be ignored when the time step is small, but the
following two problems occur when the time step is
large.

One is the large contact force between particles due
to the large strain, which is not practical, because two
particles that are in contact with each other continue
to come close during a delay in contact detection
without receiving contact force from each other. A
method whereby the calculation time is returned to
the starting point when two particles make contact
with each other and where particle locations are
recalculated, which overcomes this problem, has
already been reported® 9. In this study, this problem
is solved using the contact force prediction method
described below.

Another problem is that several particles make con-
tact with the same particle at same time. Two contacts
with a small time lag may be misjudged as occurring at
almost the same time because of the large time step.
This phenomenon changes the behavior of particles
after they make contact because the consumption of
the collision energy is different.

As an example, we consider a difference between a
real phenomenon and calculation result using the
three particles below. As shown in Fig. 3, there are
three particles, A, B and C, without rotation in a one-
dimensional line, and the particles of both ends, A
and C, collide at the same velocity with the central
particle, B, whose initial velocity is zero. Fig. 4
shows the calculated velocity of each particle after
contact when the beginning of the contact between
particle C and B is after A" from the beginning of
contact between particle A and B. Although natural
gas hydrate pellets!>- 2 have been chosen in this sim-
ulation, parameter values used in the simulation can
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Fig. 3  3-particle contact problem
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Fig. 4 Normalized velocity of the 3-particle problem

Table 1 Parameter settings for DEM simulation of ice pellets

Properties Unit Value
Density [kg/m?] 800
Linear Spring Constant [N/m] 2.3%108
Young’s Modulus [N/m?] 5.0%x10°
Poisson’s Ratio [-1 0.32
4 [-] 1.0
Friction Coefficient [-1 0.3

be substituted for the physical properties of ice pel-
lets!®, as shown in Table 1. The particle diameter is
10 mm, and a linear model is used. The contact time
between particles in this simulation is 3.7x107° sec-
onds, and the time step is set up in 1/100 of the con-
tact time, in which the calculation error becomes
sufficiently small. Az" in Fig. 4 is the normalized
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(11)

The velocity is also normalized by the velocity of
particle A and C before they make contact. Fig. 5 is
the simulation result of the normalized velocity error
of particle A calculated from Fig. 4, when the contact
detection between particle A and B is shifted by the
time step in the system in which the contact between
A and B and the contact between C and B take place
at the same time. It can be concluded that DEM with
a large time step is the method that allows the error
shown in Fig. 5 compared with DEM with a small
time step so that the effect of the contact between
the other particles can be ignored. Therefore, the
appropriate numerical solution for DEM with a large
time step is not a highly precise method, but its calcu-
lation is sufficiently fast and stable for a large time
step.

0.2

0.15

0.1

0.05

0 ; a a ;
0 0.2 0.4 0.6 0.8 1

Error of Velocity of Particle A, [v—vo)/vo[{—)

Normalized Time Step, At"(—)

Fig. 5 Error of velocity of particle A

2.3 Stability of calculation

Fig. 6, except its shadowed area, is the general cal-
culation procedure for DEM. The explicit method is
used in DEM and particle i’s velocity v;(t+At), angu-
lar velocity wi(t+At), location x;(t+At) and angular
location 0;(t+At) after time step At are calculated
using contact force fi(t) and torque T;(t). In the fol-
lowing, several solutions with the conventional DEM
are compared using the linear spring model in the

KONA No.23 (2005)
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Contact Detection

lYES

—>| Calculation of Contact Force |

NO

v

h 4

%alcuIat'ion/of/Eftimated/Value%

NO . -
All Contact Points are finished?

YES

All Particles are finished?

YES

| Calculation of Particle Movement |

Fig. 6  Algorithm of calculation of contact force and movement in
the conventional method and the new method

system in which a particle without rotation makes
contact with a wall in one dimension.

Although several numerical methods of solving
the differential equation that represents the contact
between two particles can be considered for the con-
ventional DEM, the easiest with first-order accuracy
is the explicit Euler method®. On the other hand, the
second-order Adams-Bashforth®, Leapfrog!® and
predictor-corrector methods!® are used with the con-
ventional DEM. Although the predicted value of the
contact force in the second-order Adams-Bashforth
method is calculated by linear extrapolation, there is
the problem of second-order accuracy not being
strictly guaranteed unless appropriate processing is
performed at the discontinuous points, such as the
beginning and end points of the contact. Neither is
second-order accuracy guaranteed with the Leapfrog
method, unless the value of the velocity during the
contact is recalculated using an appropriate method,
because the particle velocity is defined by only the
middle point of a time step. Moreover, although the
correction process is usually repeated until an error
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decreas %nqy@% in the predictor-corrector method,

iti &nr@(}’ﬁ'to limit the correction process to 1 or 2
@N‘n%\m shorten the computational time in conven-

$?~ tioﬁAaI DEM. It is necessary to store all contact states

until the calculation of predicted values for the veloc-
ity and location are finished because predicted values
are calculated after all contact forces are calculated
with this method. This processing increases computa-
tional time.

Table 2 compares the 4 above-mentioned methods.
One-dimensional collision of one particle is assumed,
and subscript i and n are omitted. In addition, sub-
script x is defined with kx=t/At and At; time step, is
simplified with h. The contact force is calculated
assuming a linear spring model as follows:

fe=—ko,—nvi. (12)

The analysis contents are explained as follows. In
the case of the explicit Euler method, the explicit
Euler method is expressed in the matrix description
as follows:

Vi+1 _ Vi
6rc+1 =A 61( (13)

Table 2 Comparison of 4 conventional methods (k =t/At, h=At)

A= m m | 14)

The determinant of A is as follows:

AE1-TheKpe, (15)
m m

where m is the mass of the particle. From Equation
(15), it is found that the eigenvalue of matrix A may
be larger than 1. This shows the possibility of deviat-
ing from a stability domain of a calculation with the
explicit Euler method. The calculation stability in
Table 2 is calculated in the same way as when n=0.
At" in Table 2 is defined as follows:

At

At
te

, (16)
where t. is the contact time when n=0.

t=x \/% ()]

The conservation of energy in the explicit Euler
method is examined when 1=0 as follows:

Method Equations Stgk?ill(i:tuylaattl(;]lo Energy Conservation at n=0 Calculation Time
VK'+1_VK_f7K‘ K
h m h2— (mv2+kés2)
Explicit Euler Unstable m 1
6K+l_5K‘_
h =Vi No Good
Vesr1—Ve 13 1
h om0 (Ve 1=V 1%) 2 (M2 1 +k62 1)
2-Order Adams- m Unstable Vi1 Vie-1Xe oy MWk =1 KOk -1 1.46+
Bashforth '
6K+1_6K_£V _iv
h PRANIP R No Good
v — Ve f
x+1/2 172 _ 'k h? k , h? k ,
h m 2 —— —Xi+——XZ
Leap Frog At'=— 4 1.01+
5x+1_5x
=Vi+1/2 Good
h
M:i(i fK_LfH) )
h m\2 2 W —(MV,Ven—1+KSOxc—1)
m
5x+1_5)c _ 3 1 v K K
— — = VT 7/ Vg 2. 2 2 — —
Predictor- h 2 2 At*<27\/\/2_1 +h o (mvi+kég)+h 5 (ViOeo1—Vi-16x) )08
Corrector - T '
Vier1— Vi 1 £
S (fa ) A
h 2m +4h?—(mvZ,_1+kdé2 . _1)
m
01— 0x 1
= =— (Vew1tVvi) No Good
h 2
186 KONA No.23 (2005)

[/
¥

»‘}
3



%\O

1+ h2 (mv2+ks2)>mvi+ks2,

(18)

@QJ‘ m\@+1+k5;<+1—

Equation (18) shows that energy is not strictly con-
served, but there is a conservative quality for a con-
version when the eigenvalue of matrix A is 1. More
concretely, this means that the calculated energy
value shows the minute fluctuations up and down
around the true energy value and does not greatly
decrease or increase. The energy conservation in
Table 2 is examined in the same way as when 1=0.
“Good” shows the case where the energy is not con-
served but the eigenvalue is 1.

Numerical equations in terms of the energy conser-
vation in Table 2 show the error of energy conserva-
tion, which is defined as follows:

Ae=(mv2,1+kd2,1)—(Mmv2+kd2). (19)
V-1 and O _1 are defined as follows:
v —iv —iv
KKk=1—" 2 K 2 k=1
(20)
3 1
57(-7(—1:557(_?51(71

The calculation time in Table 2 shows the time
needed to calculate a one-dimensional collision of a
particle when the calculation time in the explicit
Euler method is 1. Adscript + in the second-order
Adams-Bashforth method shows the calculation time
increases when appropriate processing is performed
at discontinuous points, such as the beginning and
end points of the contact to guarantee second-order
accuracy. With the Leapfrog method, the following
formulae for the beginning and end points are used to
guarantee second-order accuracy:

Vi+172— Vi fK'
h/2 ~m’ (21)
Vi—Vi-1/2 fK
h/2 m’ (22)
However, Equation (22) cannot be used for the
explicit method when n#0, so more appropriate pro-
cessing such as the multi-step method is needed to
guarantee second-order accuracy. Adscript + with the
Leapfrog method shows the calculation time increases
for the reasons given above. However, it is necessary
to note that the contact detection holds most of the
calculation time rather than the calculation of contact
force in a state of crowded particles.

KONA No.23 (2005)

Although the Leapfrog method has the above-men-
tioned problem, Table 2 shows that it is the superior
of the three methods with second-order accuracy in
calculation stability and energy conservation.

With the above-mentioned consideration, a one-
dimensional collision of one particle with a wall is
assumed. It is necessary for the time step to set up a
smaller value in the case of collision of many parti-
cles, because the frequency of the contact dynamic
model becomes larger when the number of contact
points increases. In the following section, we propose
a method whereby a stable numerical solution can be
found for a large time step in a system of multiple par-
ticle collisions.

3. Contact force prediction method

3.1 Outline of contact force prediction method

A predicted value of the contact force at the stage
where two particles collide is solved by this method.

fi(t+At) = fui(t+At)+u(t+AD), (23)

]

where “”” denotes a predicted value. We refer to this
method in which a predicted value of the contact
force is used in this way as the “contact force predic-
tion method” in this study. Fig. 6 shows the calcula-
tion procedure for this method. As compared to the
conventional calculation procedure, the procedure for
predicting the contact force at every contact point, the
shadowed area in Fig. 6, is added. Thus, it is neces-
sary for the calculation time needed to obtain the pre-
dicted value to be small.

The meaning of using a predicted value of a two-
particle collision for a multi-particle collision is exam-
ined here from the viewpoint of numerical analysis.
As an example of a multi-particle collision, we assumed
a one-dimensional collision of many particles without
rotation. The dynamic equations of particle i and j in
a one-dimensional collision system are as follows:

m, i (t)_f.,(t)+zf ®

(24

m MOty 0+5 10 (25)
where the second term of the right-hand side in each
equation is a summation of forces acting on particles i
and j except for the contact force between particles i
and j.

For example, achieving second-order accuracy for
the velocity of particle i depends on the following
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dt 2 dt?

(26)

where the terms above third-order accuracy for At
are omitted. Equation (24) is substituted for Equation
(26) as follows:

Vi(t+At)= v(t)+ (.,(t)+f.,(t+At +3 HM+3 t+At))

(@7

where
ﬂj(t+At)=fij(t)+At% (28)
ft+an=f0)+at L (t). (29)

On the other hand, the following equation relates to
Equation (28).

dfij dvj(t) dv
0wt 0- 20

=Kyl vi(©)-1i(®))+1 ( fij(t)r:jij(t)_fij(t)Tn%fi(t))_(SO)

From Equation (28) and Equation (30), it is found
that second-order accuracy is not achieved unless the
influence of the other contact forces, ) fi(t) and
> fi(t), is considered in the predicted value. However,
it is not necessary to achieve second-order accuracy
with this method because DEM with a large time step

permits an error of a certain order for the calculation
of the contact force, as mentioned in Section 2. Equa-
tion (27) shows that first-order accuracy is achieved
even if the influence of the other contact forces,
> fi(t) and ) fi(t), is ignored. In the following, a
method whereby the influence of other contact forces
is ignored for the predicted value is considered.
Although various methods can be used to obtain
the predicted value, four methods whereby stable
solutions can be achieved in a large time step are
selected and shown in Table 3. The manner of con-
sideration is similar to that used in Table 2, and the
stability of calculation and energy conservation are
examined when n=0. “Exactly Good” in terms of
energy conservation means that the particle energy
is conserved strictly according to the examination
similar to Equation (18). The modified Runge-Kutta
method with second-order accuracy is as follows:

% - fﬁ (31)
% v, (32)
leh— Vi _ f;c:nl/z (33)
@: %(vﬁﬁv,(). (34)

This differs from the conventional Runge-Kutta
method with second-order accuracy in that Equation

Table 3 Comparison of 4 methods of calculating the estimated value of force (x =t/At, h=At)

[/
¥

Ry
€

%

Calculation Stability Energy Conservation Application to the Hertz : -
Method at n=0 at n=0 and Mindlin Model Calculation Time
0
Implicit Trapezoidal Stable NO 1.22
Exactly Good
h? k V2ot h? k V2
Modified o2 T am Y i mt
2-Order Runge-Kutta At= T OK L
Good
R n o\
Y —|h+—+ —+— (mv2+ké2)
4-Order Runge-Kutta A'=—— m 2 6 24 oK 2.61
b4
No Good
0
Exact Solution Stable NO 1.22
Exactly Good
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(34%@?h%tr%ezmd method. Although the calculation
I@erm—o is unstable with the conventional Runge-
@ﬁta method with second-order accuracy, it is inter-

““esting that this method is stable even with such little

modification. “Exact Solution” in Table 3 means a
method whereby an exact solution to the differential
equation of the contact dynamic model is used for the
predicted value.

“Stable” in terms of the stability of calculation in
Table 3 means that a stable solution for the predicted
value of the contact force can be achieved with a large
time step. However, there is another limit for the time
step in DEM calculation, as mentioned in Section 2.2.
The time step has to be set to less than the contact
timet, i.e., At'<1.

From Table 3, the implicit trapezoid method and
the exact solution method are superior to the other
two methods in terms of the large time step and
energy conservation, but these methods cannot be
applied to the non-linear spring model. The method
that can be applied to the non-linear spring model and
permits a large time step is the fourth-order Runge-
Kutta method. The calculation time is smallest with
the implicit trapezoid method and the exact solution
method. However, the effect of the time step that can
be set larger is bigger for the total speedup of DEM
calculation than the calculation time of the predicted
value is small. This is because the calculation time of
the contact detection is larger than that of the calcula-
tion of the contact force, as mentioned above.

A predicted value is calculated by projecting on the
normal direction and the tangential direction similar
to the contact force. Snij(t+At) and Ssi,—(t+At) define
the predicted value of the particle location in the nor-
mal and tangential direction, respectively; vy;(t+At)
and Vg;j(t+At) define the predicted particle velocity
in the normal and tangential direction, respectively.
These values can be obtained by either method, as
mentioned above, and the predicted value of the con-
tact force in the normal direction, fAnij(tJrAt),
obtained as follows:

i =Knij esn.,(t+m)+nn.J 5‘,?5 Vnij(t+AL), (35)

where a; and o, are similar to the constants in Equa-
tion (2). With the conventional DEM, tension in the
normal direction is not permitted by the no-tension
joint, so the predicted value of the contact force in the
normal direction is also not permitted as follows:

when f::u>0, ﬁqij(t+At)= f’\r:ij

when f};<0, fo(t+At)=0. (36)
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The predicted value in the tangential direction,

ﬁij(t+At), is obtained as follows:

when At=At,

f (T At =Ky 5o (t+ A5 (t+AL)

+7sij n,,(t—i—At)vs,J(t+At) (37)
when At>Atcij,
f (t At =Ky 5o (t+ Al Sy (t+ A T)

+15; S (t+ A eg) Vi (t+ ATy, (38)

where o3 and o, are similar to the constants in
Equation (6). Afcij is the time when the two-particle
collision finishes, i.e., ﬂfij=0, and is obtained by the
following linear approximation equation, for example:

—J—f”' ® At.
n|J (t) nlj

Moreover, the predicted value of the contact force
in the tangential direction is limited by the Coulomb
frictional limit:

Atc.J (39)

e (t+ A= i (L AL (40)

3.2 Application examples of the contact force
prediction method

Some examples of DEM calculation using the above-
mentioned original method are introduced here. In
this study, the packing and discharge system are used
as an example of multi-particle collision.

The properties of the particles have already been
shown in Table 1. The particle size is 50 mm, the
number of particles is 200, and the calculation space
is a quadratic column whose bottom is 0.3 mx0.3 m.
The contact time between two particles in this calcu-
lation is 2.0x107* seconds. The periodic boundary
condition is used in all side walls in order to moderate
the wall effect. The linear spring model is used for the
contact force model, and the spring constant is deter-
mined from the contact time by the Hertz spring
model.

In all calculations, the exact solution method is
used to obtain the predicted value of the contact force
with the contact force prediction method.

3.2.1 Packing simulation

The packing simulation results produced by the
free fall of particles are shown here. Particles fall
freely from a height of 1 m.

Fig. 7 shows the time change of the energy sum-
mation of all particles in the case of the contact force
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Fig. 7 Kinetic energy of total particles in packing simulation

prediction method or the conventional method, re-
spectively. n; is the number of partitions in the contact
time as follows:

te
nt_El (41)
where t; is the contact time needed for one particle to
contact a wall. Although the calculation is dispersed
in ny<3 with the conventional method, it is not dis-
persed in ni=3 with the proposed method.

Fig. 8 shows the comparison between the conven-
tional method and the proposed method for the cal-
culation results of the packing ratio. The calculated
packing ratio becomes larger as the time step becomes

0.62 i [
0.61 =>-Conv. [
— \ & New
L 060
'% 0.59 |—i-AX g
o
E 0.58 \<>\ -
£ ‘
8 os7 Ay
0.56
0.55
1 10 100 1000 10000
ne(—)
Fig. 8 Result of packing simulation
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larger. It is assumed that this is because the overlap at
the beginning of contact between two particles is
maintained. How fine the time step must be set with
the proposed method depends on how much calcula-
tion error is permitted. In Fig. 8, although the pack-
ing ratio does not depend on the time step in n;>300
with the conventional method, n:>30 with the pro-
posed method. In other words, the proposed method
can set the time step 10 times larger than that of the
conventional method. The calculation time of 1 step
with the proposed method is 1.2 times larger than
with the conventional method. Thus, the proposed
method accelerates DEM calculation 8 times when
the time step is set 10 times larger than convention-
ally.

Incidentally, there have been various considerations
regarding the random packing of mono-dispersed par-
ticles in the long term'”: 18, The random packing ratio
should be between the closest packing ratio, 0.74, and
the packing ratio in a simple cube lattice, theoretically
0.52. Moreover, experimental results of mono-dis-
persed spherical particles by Westman and White!?
show that their packing ratio is between 0.553 and
0.63. Therefore, the packing ratio 0.57 obtained in this
study is the appropriate value.

3.2.2 Discharge simulation

In order to simulate a system in which particle
movement is more dynamic than in the packing sys-
tem, a 0.2-m diameter circular outlet is opened at the
bottom of the packed particles bed, and the particles
are allowed to fall freely from the outlet to the floor, a
distance of under 1 m.

Similar to Fig. 7, Fig. 9 shows the time change of
the energy summation of all particles. Although the
calculation is dispersed in n;=3 with the conventional
method, it is not dispersed in ni=3 with the proposed
method. Fig. 10 shows a comparison between the
conventional method and the proposed method for the
calculation results of the number of discharged parti-
cles from the outlet. As for the discharge behavior, a
big difference between the conventional method and
the proposed method is not found, even with the large
time step. It is believed that this is because the calcu-
lation error is canceled out due to the movement of all
particles. In Fig. 9, the kinetic energy is not dis-
persed in ni=6 with the conventional method and
n=1.5 with the proposed method, so the proposed
method can set the time step 4 times larger than that
of the conventional method. When the calculation
time of 1 step is considered, the proposed method
accelerates DEM calculation 3 times.
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Fig. 10 Result of discharge simulation

4. Conclusion

DEM in which a large time step is possible is devel-
oped by improving the algorithm to solve the contact
force between two particles. In general, the equations
of motion of particles are solved by the second-order
Adams-Bashforth method, which estimates the values
of the contact force in the following calculation time
by linear extrapolation, or by multi-step methods such
as the predictor-corrector method. Inspired by these
two conventional methods, we propose an original
method called the contact force prediction method,

KONA No.23 (2005)

which uses the predicted value of the contact force at
each contact point of two particles. As for the method
of obtaining the predicted value of the contact force
with the proposed method, four methods in which a
large time step can be set are examined, and their
characteristics are shown. Moreover, the packing and
discharge system is chosen as an example of the
multi-particle collision, and the proposed method
accelerates DEM calculation 3—8 times.

In this paper, some calculation results of mono-dis-
persed particles are introduced as an imminent exam-
ple, but we have already confirmed that the contact
force prediction method is useful for two sizes of par-
ticle at a number of approximately 10 million. Under
the present parameters, it is expected that the num-
ber of particles calculated in DEM will be limited to
100 million, even if several techniques to accelerate
DEM calculation, such as the method proposed here,
are applied. Thus, an additional acceleration, such as
parallel computation or combination with a continu-
ous method, is needed for application to the general
scale system. However, it is confirmed that the con-
tact force prediction method proposed in this study is
useful for DEM acceleration.

Nomenclature

f :Force Vector of Particle (N)
f :Estimated Value of f (N)
f. : Contact Force Vector of Particle (N)
fc : Estimated Value of f (N)
fo :Force Vector of Particle except for
Contact Force (N)
fo : Estimated Value of f, (N)
g :Acceleration of Gravity Vector (m%/s)
h :Time Stepin Table 2 and 3 (s)
i :Particle Index (-)
I : Moment of Inertia of Particle (kg-m?)
j i Particle Index (-)
k :Spring Coefficient (N/m or N/m?%)
x :Time Index )
m : Mass of Particles (kg)
n : Unit Vector from the Center of Particle to
Contact Point (-)
n; : Number of Steps in Contact Time (-)
r :Radius of Particle (m)
s : Tangential Unit Vector (=)
t :Time (s)
t. :Contact Time (s)
T :Torque Vector of Particle (N-m)
v : Velocity Vector of Particle (m/s)
v Velocity of Particle (m/s)
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&@\
\O
o
~ L QO .
P Es{\@%tegwglue of v (m/s)
X 6@9’3%[80?? Vector of Particle (m)
& : Bisplacement (m)
$?~ 5 W Estimated Value of & (m)
&L At : Time Step (s)
At": Normalized Time Step (=)
At, : Estimated Value of Contact Time (s)
At : Time Difference of Contact Start Points (s)
At" : Normalized Time Difference of Contact
Start Points =)
vy : Constant Related to Restitution Coefficient (—)
1 Viscosity Coefficient (kg/s or kg/s/m°%)
0 : Angular Position Vector of Particle (rad)
L Friction Coefficient (-)
o : Angular Velocity Vector of Particle (rad/s)
Subscripts

i Particlei

ij :Between Particleiand j
j  :Particlej

n : Normal Direction

s : Tangential Direction
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¢ N Fundamental Study on Particle Transportation by
Pressure Waves in Pipes'
— The Characteristics of Particle Transportation —

M. Horie

Department of Mechanical Engineering,
Faculty of Engineering, Setsunan University*
H. Kado* and H. Ide

Department of Mechanical Engineering,
Faculty of Engineering, Kagoshima University**

Abstract

This study investigates the development of new technology for particle transportation in pipes with
cyclic pressure waves. The flow is not steady because progressive and reflective pressure waves do
exist in pipes and as a result, the flow in pipes is a pulsating one. The particles are continuously sup-
plied into a horizontal pipe and are transported by the cyclic pressure waves. In this experiment, the
loading ratio corresponds to a general high-pressure force feed system, and as a result the main flow
pattern is plug flow. The properties of the plug are clarified by measuring the characteristic length
and velocity of the plug, and the mean number of pressure waves between successive plug passages.
Then, the properties of particle transportation are explained using the calculated apparent loading

ratio.

Key words: Pneumatic Transport, Compressible Flow, Unsteady Flow, Multi-phase Flow, Pressure Wave,

Plug Flow

Introduction

In recent years, pneumatic transportation methods
using the force of pressure, such as plug transporta-
tion, which is called a high-pressure transportation
system, are often used. However, choking is caused
by a variety of transportation conditions, i.e., particle
shape and material, piping arrangement, etc. in the
pipeline. Therefore, methods of preventing choking*®
and the breaking-up of particles accumulated in
pipes®”), have been studied for better transportation
efficiency. It is essential to obtain the best transporta-
tion conditions, because the behavior of particles is

* 17-8 Ikeda Nakamachi, Neyagawa, Osaka 572-8508, Japan

**1.21-40, Koorimoto, Kagoshima 890-0065, Japan

! Corresponding author
TEL: 81-99-285-8271 FAX: 81-99-285-8271
E-mail: kado@mech.kagoshima-u.ac.jp

™ This report was originally printed in Japanese J. Multi-
phase Flow, 17, 276-284 (2003) in Japanese, before being
translated into English by KONA Editorial Committee
with the permission of the editorial committee of the So-
ciety of Multiphase Flow.

194

remarkably different depending on the condition of
the particles. In general, the pipe flow is steady in
pneumatic transport of particles®. The particles are
supplied to the pipe periodically to make the particles
form plugs.

The unsteady flow in pipes has been researched with
focus on oscillating flow®'® and pulsating flow*?,
where oscillating flow is superimposed on a mean flow.
In pneumatic transportation, experimental research
on the behavior with pulsating flow*® was clarified,
but it seems that there has been no research on pul-
sating flow or oscillation flow using pressure waves.

This investigation is basic, new research on solid
particle transportation using pressure waves. It is
assumed that this method is suitable for plug trans-
portation and is effective against the choking prob-
lem. In the previous report®®, the unsteady drag
coefficient of single spherical particles slipping or
tumbling on the pipe wall was estimated by the corre-
lation of experimental particle behavior and the loci
calculated from the equation of motion. However, in
practical pneumatic transportation, the theoretical
elucidation of the behavior of the particles is very dif-
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6@1@(3{\{93%‘.' Therefore, in this report, the behavior of a

N I\Hmhp of particles (plug) was experimentally investi-

gated.

In this investigation, a cyclic pressure wave was
generated in the horizontal pipe, and the downstream
end of the pipe was allowed to remain open. There-
fore, the flow in the pipe was unsteady where pro-
gressive, reflective waves existed simultaneously. The
feeder continuously supplied the particles into a pipe,
and the behavior of the lump of particles was ana-
lyzed. As a result, it appears that the loading ratio
ranged from the low-pressure transportation system
to the high-pressure one in this experiment, and the
state of flow differed according to the air and particle
mass flow rate. Moreover, by measuring plug behav-
ior in pipes, the characteristics of plug transportation
were clarified by the experimental and the apparent
loading ratios.

Experimental equipment and method

Fig. 1 shows an outline of the experimental equip-
ment. A cyclic pressure wave generated by the pul-
sating pressure generator (U was discharged into a
horizontal pipe @), and particles were supplied into a
pipe by a feeder . The pressure at the referential
position was measured by a pressure probe (2), and
the velocity at any cross-section of a pipe was mea-
sured by using I-probe hot wire anemometry (3.
Since the downstream side of a pipe was open, pro-
gressive, reflective waves existed in pipes.

Fig. 2 shows the detailed structure of the pulsating
pressure generator. The compressed air supplied
from the compressor (6) was adjusted with the regula-
tor (0. Thereafter, an electromagnetic valve (8-A was
opened, and the compressed air was stored in a tank
(9 with a capacity of 400 cm®. An electromagnetic
valve (8-B was opened just after the valve (8-A was
shut, then the compressed air was discharged into a
pipe. This operation was periodically repeated by a
sequencer at 0.7s intervals. The pressure in the tank
was measured with a Bourdon tube.

The particle feeder is shown in Fig. 3. The feeder
was mounted at right angles to a pipe axis on a hori-
zontal plane. The particles were put in a bucket @2
with a capacity of approximately 3,900 cm?, and pushed
into the pipe by the screw Q). The screw whose pitch
is 28 mm was connected with a shaft of a DC motor,
and its rotational speed was set within the range of 50-
300 rpm. By using a bearing @ and a spring 19, the
particles were smoothly supplied into a pipe. The
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@ Pulsating Pressure Generator
(2 Pressure Probe
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Fig. 1 Outline of experimental equipment

O oo

(®-B Solenoid Valve B
Tank
Diffuser

(® Compressor
(@ Regulator
(®-A Solenoid Valve A

Fig. 2  Details of pulsating pressure generator

D Screw
@2 Bucket

@3 Ball Bearing
@9 Spring

Fig. 3 Details of particle feeder

properties of the feeder are described in the following
chapter.
Fig. 4 shows the details of the pipe. Inside diame-
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Fig. 4  Details of test pipe

ter d of this pipe, which was made of transparent
acrylic, was 30 mm. The origin was set at the pipe
entrance, and the direction of the pipe axis and radius
were z and r, respectively. The pressure probe was set
up at the referential position of z/d=1.7, and all pres-
sure waves were measured at this position. The pres-
sure probe was of the semiconductor type, and the
space between the pressure measurement hole on the
pipe wall and the sensor diaphragm of the pressure
probe was filled with silicone oil to prevent the damp-
ing of pressure and phase delay. With the transpor-
tation experiment, the feeder was mounted at the
position of z/d=5.8, and behavior of the particles in
the pipe was taken by a video camera over the range
of approximately 1500 mm downstream from the ref-
erence point @ (z/d=29.3). The length of the test
pipe was 125 d. When measuring the pressure and
velocity, only the pressure probe and I-probe hot wire
anemometer were set on the pipe whose length was
140 d.

The flow in a pipe

In this investigation, the downstream edge of the
pipe was open, thereby the flow in a pipe was com-
posed of progressive and reflective waves. We first
considered the flow field where there were only pro-
gressive waves. The flow in pipes was assumed to be
compressible, and the solution of the velocity v(z,t)
and pressure p(z,t) with only progressive waves was
derived in the previous research'®. The solutions are
obtained from the following formulas:

3
=

V(Z|t)=§ |:An cos [ZITm (t—;)] +By sin [2?1
@

p(z,t)=pav(z,t) @)
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where T is the period of the pressure wave, t is time,
A, and B, are arbitrary constants, p is the density of
air, and a is the propagation velocity of the pressure.
When there are only progressive waves in a pipe, the
phase of pressure and velocity becomes the same,
and the pressure is equal to the product of the veloc-
ity, the density, and the propagation velocity.

Fig. 5 shows the pressure waves over one period at
z/d=1.7 when there are only progressive waves. P is
the pressure value, and the value of the first pressure
peak is defined as P;. t" is non-dimensional time as

t'=— ®)

where the period of pressure wave T is 0.7 s. This
time is sufficient for the response time of the electro-
magnetic valve and for accumulating the compressed
air into a tank and discharging it. In measuring the
pressure with the progressive waves, the pressure
absorber was set on the downstream end of the pipe.
In this case, the measured pressure has only a posi-
tive value, and the values of P; range between 3.5 kPa
and 7.7 kPa.

Fig. 6 shows velocity v on pipe axis r/R=0.0 at

8
6 I P, =3.5~7.7 (kPa)
4 2/d=17
- 2 T =0.7(s)
£ 0
a 2t
_4 |
_6 -
_8 1 1 1 1
0 0.2 04 0.6 0.8 1
v
Fig. 5 Pressure waves without reflection
30
2/d =717 — P1=35 (kPa)
57 r/R=0.0 — 50
L T =0.7(s) — 63
@ 20 - 17
£ 15 |
7 10
5 N
O 1 L L
0 0.2 04 0.6 0.8 1

Fig. 6 Velocity on pipe axis without reflection
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z/d:@ﬁ’.?@ﬂ%re R is the radius of the pipe. It can be
ge@n(g({f?h Fig. 5 and Fig. 6 that the shapes of the

o R@éssure waves and the velocity are almost the same.

Next, we considered the flow field where there
were both progressive and reflective waves. The solu-
tion of the pressure and the velocity with progressive
and reflective waves is given as follows.

V(Z’t)zg [An coslT(t—;)} +B, sin [Z:n(t—;)H
+% [Cn cos[Z:n(H:‘)] +D, sin[zin(H;)H

4

|
el

®)

The first terms on the right-hand side of Eq. (4) and
(5) are progressive waves, and the second terms are
reflective waves. Moreover, the phase of the reflective
waves of the pressure and the velocity shifted by 180
deg.

Fig. 7 shows the pressure waves with the progres-
sive and reflective waves. They were measured with-
out the pressure absorber so that the downstream
end of the pipe was opened. In this case, the supplied
air pressure in the tank was equal to that in the previ-
ous experiment. As a result, the discharged pressure
waves from the pulsating pressure generator were the
same as in the case of Fig. 5. The progressive waves
that reached the downstream end produced reflective

27n

P(z,t)=paz lAn cos[zin(t—;)] +B, sin[_l_

8
6 P; =3.5~5.8 (kPa)
4 4
= 2
£ o0
o -2
_4 .
_6 L
_8 1 1 1 1
0 0.2 04 0.6 0.8 1
¢
Fig. 7  Pulsating pressure waves with reflection
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waves with a value of the reverse sign, and the latter
propagated upstream. Next, the reflective waves was
reflected at the device on the upstream end and then
proceeded downstream as a new progressive wave,
and so on. Therefore, the progressive waves and the
reflective waves overlapped in a complex manner in
a pipe. As a result, the pressure waves oscillated be-
tween positive and negative values, in spite of having
the same pressure conditions in Fig. 5. The first peak
values P; ranged between 3.5 kPa and 5.8 kPa, and
were smaller than this when there were only progres-
sive waves. Vibration of the particles due to pressure
fluctuation seems to be effective in the case of parti-
cle transportation, because the pressure fluctuation
and pressure gradient are larger than when there are
only progressive waves.

Fig. 8 shows the velocity with the progressive and
reflective waves on a pipe axis at z/d=71.7. The reflec-
tive pressure wave with a negative value accompanies
the reflective velocity wave with a positive value, and
as a result, the peak value of the velocity is larger
than that in Fig. 6, and there are no negative values.

As mentioned above, when progressive waves and
reflective waves co-exist in a pipe, there is a better
effect for particle transportation. When there are a
lot of particles in a pipe, it is difficult to specify the
pressure wave because of the mutual interference
between the flow and the particles. Therefore, the
pressure with no particles shown in Fig. 7 is treated
as proxy for the pressure with particles in a pipe.

Fig. 9 shows the velocity profile on a cross-section
at z/d=71.7, when Py is 4.4 kPa. The maximum veloc-
ity in a pipe axis is expressed by vma. The velocity
profile is nearly uniform over the test section except
near the wall, and similar results were obtained in all
instants. Table 1 shows mean velocity Vmean and mass

30
2/d =717 — P1=35 (kPa)
By r/R=0.0 — 44
LI T =0.7(s) — 51
3 20 — 58
E 157
7 10,
5
0 L AL - -
0 0.2 04 0.6 0.8 1
¢
Fig. 8 Pulsating velocity on a pipe axis with reflection
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Fig. 9 \Velocity profile over a cross-section (P;=4.4 kPa, z/d=71.7)

Table 1 Mean velocity and mass flow rate of air

P; (kPa) Viean (M/S) W, (kg/s)
35 1.23 1.03x10°°
4.4 1.80 1.50x1072
51 2.60 2.17x1078
5.8 3.14 2.65x1078

(20°C, 101.3 kPa)

flow rate W, in a pipe, calculated by measuring the
amount of air in the tank.

A general pulsating flow is composed of the oscilla-
tion and mean flows, and consequently so its velocity
is not zero. In this investigation, there is a time aver-
age velocity and the flow looks like the pulsating flow
because of the cyclic pressure waves. Since there is
no steady flow, this flow has the feature of the veloc-
ity becoming zero over the latter half of the period.

Properties of the feeder

Two kinds of particle shown in Table 2 were used
in this investigation. The diameter and the density of
the particles are designated ds and ps in this table,
respectively, and ‘PS’ stands for polystyrene. Since

Table 2 Condition of particles

Particle ds (m) ps (kg/md)
PSA 5.93%x1072 1027
PSB 5.93%x107° 2697
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the amount of mixing of the stone powder is different,
the densities of these two kinds of particle differ. As
the surface of the particles was round, the roughness
of the particle surface was almost the same value.

The feeder was mounted at right angles to the pipe
axis on a horizontal plane. The performance of the
feeder filled with particles was tested by changing
the screw rotational speed N from 50 to 300 rpm, and
supplying the particles into the pipe. The particles
were transported downstream by the pressure waves
generated by the pulsed pressure generator, and the
volume flow rate of particle Qs was measured at the
end of the pipe. Measurements were made four times
for the same conditions. The measurement time
ranged from about 30 seconds to 2.5 minutes accord-
ing to the screw rotation speed, and was sufficient
compared with one time period (0.7 s) of the pressure
wave. With flow pattern Type A described later, the
error of Qs was about 1% or less. When Qs was less
and the plug formation was irregular, or when Q was
large and the flow pattern was just before choking,
the error of Qs was about 25% or less. When the plug
was almost regularly formed, the error of Q, was
about 8% or less.

The properties of the feeder are shown in Fig. 10.
It is clear that the feeder supplies the particles in
proportion to the rotational speed of the screw. The
particles stagnated at the outlet of the feeder in the
pipe when the particle supply exceeded transporta-
tion ability by the pressure wave. For this reason, as
P, becomes less or N becomes larger, Q, shifts
downward slightly from the line. In addition, when
the particle supply increased drastically, i.e. when N
is extremely large, choking occurred in the pipe near
the outlet of the feeder.

%1076
30
O0P;=35(kPa) —ps=1027 (kg/m°)
Brog a4 2697

20| & 51
o 5.8
15

Qs (m*/s)

10 |

0 50 100 150 200 250 300 350
N (rpm)

Fig. 10  Properties of the particle feeder
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Loading ratio y; is defined as follows:

Xs= (6)

where W is the mass flow rate of the particles mea-
sured at the pipe end, and W, is the mass flow rate
of air calculated according to Table 1. y, ranged
from 2 to 23 in this investigation (Fig. 11). This value
corresponds to the range of the low-pressure trans-
portation system (ys=1~10) and the high-pressure
transportation system (ys=10~40). y, decreases with
increasing Py, and increases with increasing p;. More-
over, it is clear that when ps is constant, optimum
pressure P; exists according to the volume flow rate
of particles Qs to obtain the same loading ratio value.
In this investigation, when ps was 2697 (kg/m?) and
P, is 5.1 (kPa), ys obtained a maximum of approxi-
mately 23.

O P,;=35(kPa) — ps=1027 (kg/m®)
Bt g
20r &
<&
=< 15}
10
5 |
0
0 30
x107°

Fig. 11

Loading ratio

Flow pattern

The behavior of the particles was recorded using a
video camera from the reference point (z/d=29.3) to
the range of 1500 (mm) on the downstream side. The
following flow pattern was observed in this investiga-
tion (Fig. 12)®.
Type A: The particle is transported without stagnat-
ing in the pipe bottom.
Type B: Unstable state of transportation in which par-
ticles alternately repeat stagnation, accumulation, and
movement.
Type C: The particles accumulate in the pipe bottom.
In addition, the upper part of the accumulating parti-
cles is transported irregularly by the flow of air.
Type D: The accumulating particles that are close

KONA No.23 (2005)

together in a cross-section over some length of the
pipe are transported by the pressure force. This type
of flow is called plug transportation.
Type E: The particles choke a pipe, and cease to move.
Generally, this state is called choking.

These flow patterns are demonstrated in Fig. 13
and Fig. 14. It is clear that the flow pattern differs

Fig. 12

Flow pattern

0.1 ¢
' pe=1027 (kg/m?)
g | BR
> $ o
& 001 ®TyeCandD e ¢ A4
< F ¢ Type B and D
I ATypeA ® o 44
| X TypeE
0.001 1 1 1 T T T B § 1 1 1 1 -
0.0001 0.001 0.01
W, (kg/s)
Fig. 13  Experimental range and flow pattern (p;=1027 kg/m?)

01 ¢
E X
P =207 (ka/m) & § 89
[ X X o¢

o L x o o°

S

g oot X o ®o

< F ® Type Cand D
r ¢ Type B and D
L X Type E

0'001 1 1 1 1 TR 1 1 1 1 111l
0.0001 0.001 0.01
W, (kg/s)

Fig. 14 Experimental range and flow pattern (p;=2697 kg/m?)
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depend orbm ference in p; and W, and W,. The
fl Vé}p%tt%ﬂ@in the pipe can be divided roughly into

JFYpeA\ Type D, and Type E. The plug flow (Type D)
™ is ?ﬁain transportation state and accompanies Type B

and Type C.

Properties of plug flow

To clarify the mechanism of plug formation, the
behavior of particles in a pipe was recorded using a
video camera. Photographs of the plug from genera-
tion to disintegration are shown in Fig. 15. They
were taken every 0.2 seconds. The height of each
photograph is equal to the inside diameter of the pipe.
This example is the plug flow of Type D. The first
photograph shows the particles accumulating on the
pipe bottom, at the pressure of zero. In the second
photograph, the pressure wave reaches the particles,
the accumulated particles are pushed up and a plug is
formed. The next photograph shows that the plug
moves on, rolling up the accumulating particles in
front of it. The last photograph shows the particles
when the pressure wave vanishes again. They keep
moving for a little while according to inertia force,
and the upper part of the plug disintegrates gradually
in front of and behind it. Finally, the plug disinte-
grates completely and does not move. This process
from generation to disintegration is similar to the flow
of Type B.

The loci of the plug are traced, and one example is
shown in Fig. 16. t" is non-dimensional time and z is
the distance from the reference point (z/d=29.3). The
coordinates of the downstream and upstream points
where the plug touches the upper pipe wall are zy(t")
and zy(t"), respectively. Then, the coordinate at the
center of the plug is given as follows.

Zpa (1) + 2po(t")

z(t")= 2

)

Moreover, the length of plug I,(t") and the velocity of
plug uy(t”) are given by:

lp(t)=2zp(t") — 2p2(t") ®
«_ d .
up(t )=sz(t ) ©)

A plug does not always exist in a pipe. So, a plug is
generated at t; and disintegrates at t; in one period of
pressure wave, and its generation and disintegration
are similar with all of the plugs in this investigation.
Fig. 17 shows an example of the relation between I,
and u,, and each curve corresponds to one plug. The

200

Fig. 15 Behavior of the plug in a pipe (ps=2697 kg/m?, P;=5.1 kPa)

z (m)

Fig. 16  Locus of plug

ps=2697 (kg/m®)
P,=5.8 (kPa)
2s=3.9

U, (M/s)

0.4 0.5 0.6

Fig. 17

Relation between u, and |,

value of u, is largest at the moment the plug is
formed, and decreases afterwards. On the other hand,
I, shows several patterns of change. One decreases
after an increase, one increases after a decrease, and
one increases monotonically, decreases monotoni-
cally, or nearly preserves itself. These changes are
related to the plug formation processes that depend
on the state of the particles accumulating in the pipe
in front of and behind the plug.
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C@%c@&ic length L, and velocity U, of the plug
éésr@%%ﬁﬁéd by:
o W=t (10)
Lp=Ip(t1+1,/2) (11)
Up=Up(ti+t;/2) (12)

where t, is non-dimensional plug-existing time, and L,
and U, are the length and velocity of plug at the mid-
point of the existence of the plug, respectively. After
calculating L, and U, for all plugs, it is clear that their
tendencies vary according to the pressure wave, den-
sity of particles, and loading ratio y,. The mean val-
ues of L, and U, are calculated as Ly mean and Up mean,
and their relations to y, are shown in Fig. 18 and
Fig. 19, respectively. In Fig. 18, the dispersion of
L, mean beCOMeS large when Py is small, but it becomes
small and the value of L,nean decreases when P, is
large. In the case of P;=3.5 (kPa), Ly mean iNCreases as
s increases, and the dispersion becomes large. How-
ever, even if P; becomes larger, this remarkable ten-
dency cannot be seen. In Fig. 19, it is clear that the

0.6
ps=1027 (kg/m®) ® P;=35 (kPa)
05
] 4.4
o~ 04f 4 51
E
g 03r
£ p
- 02F
01
0 1 1 1 1
0 5 10 15 20 25
Xs
Fig. 18 Relation between L mean and y;
5
ps=1027 (kg/m°)
4+ ® P;=35 (kPa)
> L] 4.4
N L A 5.1
£ 3
o2
>
1 |
0 1 1 1 1
0 5 10 15 20 25
Xs
Fig. 19 Relation between Uy mean and s
KONA No.23 (2005)

dispersion of Uy mean and the value of Uy yean increases
when P, is large, and Upmean remains virtually un-
changed against y.. Although the result of p;=2697
(kg/m?) is omitted in this report, the above-mentioned
tendency of L, mean is N0t found in this case. The value
of Ly mean DECOMES approximately 0.18 (m) regardless
of the P, and y, values, and its dispersion remains
virtually unchanged. Moreover, the value of Up mean
becomes smaller than that in former case when P;
is the same value, but their overall tendencies are
almost the same.

Frequency histogram of plug passage

A number of pressure waves between successive
plug passages at a position (z/d=58.3) of the pipe
were measured as N.. An example of the frequency
histogram of the plug passage for each y, is shown in
Fig. 20. n, is the plug passage frequency, and N, is
the total plug passage frequency. When g is small, N,
is distributed over a wide range up to large value.
With increasing ys, N, comes to be distributed over a
narrow range on the small value side. This tendency
is similar to that in the other condition of P; and ps.
Moreover, it was observed that two or more plugs
were formed at the same time in the pipe when y, was
large (N is small).

The mean number of pressure waves, N¢ mean, Was
defined as follows:

Ne¢ mean= Z |:Nc :;;] (13)

Fig. 21 shows the calculated result. In all condi-

0.3
g 02 Xs=2.8
& 01F "l | Np=28
0
0.3
Z 02r Xs=8.6
S 01t "" Np=44
0 n
0.3
g‘ 021 2s=16.1
Cﬂ- 0.1 L Np:37
0 1 1 1 1 1 1 1 1 1 1 1 1
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N
Fig. 20 Frequency histogram of plug passage (P;=4.4 kPa,

ps=1027 kg/m?®, 2/d=58.3)
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tions onBf,? N®§n§n decreases with increasing y, and
gr @G@N@@ihcreasing ps when ps is large. In this

Q@ﬁ\/e@mation, the minimum value of N mean Was about
$?~ 4.5.$ From the above-mentioned observation, it be-

comes clear that the frequency of plug passages in
cyclic pressure waves is closely related to P4, ps, and

Xs:

30 -
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§ o 44
ZE 15 - A 5.1
<&
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Fig. 21  Relation between N¢ mean and s

Apparent loading ratio

To elucidate the role of the plug in particle trans-
portation, assuming that the plug transports the parti-
cles, apparent loading ratio y, is given as follows:

Ph I—p meaniztd2
= — 14

X% Nomoan T Wa a9
where p, is the real bulk density of the particles in
the pipe. To calculate p,, a cylindrical container
(V=3.28x107*m?%), which has the same inside diame-
ter (d=30.0mm) as the pipe used in the experiment,
was filled with particles, and the mass was measured.
Py is given by:

ppm PN

V(ps—p)
where W is the mass of the particle and p is the den-
sity of air. Real porosity ¢ is given as follows:

(15)

p=1-2 (16)
Ps

Moreover, theoretical bulk density py ¢ and porosity

ow in a hexagonal closed-packed structure are given
as follows:

V2

Poth="_"

g "Ps @an

202

pa=1-L20 (18)
S

Table 3 indicates the real and theoretical values of
the bulk density and porosity of the particles. Real
porosity is approximately 1.5 times greater than theo-
retical porosity. This is because, near the wall of the
container, there are insufficient particles. As a result,
the bulk density is less than the theoretical density.
However, it appears that these values are almost equal
to the actual density and porosity of the plug formed
in the pipe.

Fig. 22 shows the relation between experimentally
obtained loading ratio y, and apparent loading ratio
xas- The oblique straight line shows the case in which
xsand y,s are equal. A plotted point on a straight line
means that the plug formed in the pipe transports the
particles efficiently. Plotted points above the straight
line mean that the plug transports only a portion of
the particles. Therefore, it is thought that the moving
particles in the plug are only in the upper part, except
for the bottom part (Type C), and that the bottom
part of the plug does not assist transportation. When
the plotted points are below the straight line, the par-
ticles are transported not only by the plug but also
by accumulating particles (state of Type B). These
results correspond well with the observation of plug
behavior.

Table 3 Bulk density and porosity

Particle Pon (kg/m?) b po (kg/m?) ¢
PS A 760 0.26 601 0.41
PSB 1997 0.26 1554 0.42

30
o5 | OPi=35 (kPa) ._é-A
O 4.4 A,,-’";
20t A 5.1 R
o 58 gt

15 ¢ TS

Xas
9,

10 f e
Zh —— pe=1027 (kg/m)
st o 2697
0 1 1 1 1 1
0 5 10 15 20 25 30
Xs

Fig. 22  Apparent loading ratio
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Qoﬁ“ &« Vhen cyclic pressure waves are generated up-
$?~ W stream the pipe, transportation using both progres-

sive and reflective waves is more effective than
using only progressive waves.

2. The loading ratio ranges from 2 to 23 in this inves-
tigation. These values range from low-pressure
transportation to high-pressure one.

3. The flow pattern in the pipe is divided roughly into
Type A, plug flow, and choking. Plug flow usually
accompanies Type B or Type C.

4. The plug in the pipe is generated and disintegrates
for one period of pressure wave. The characteris-
tics of the plug are clarified by measuring its length
and velocity in relation to the pressure waves, the
density of the particles, and the loading ratio.

5. The number of pressure waves between successive
plug passages decreases as the loading ratio in-
creases, and its minimum value is 4.5 in this inves-
tigation.

6. The properties of transportation by the plug be-
comes clear from a comparison between the exper-
imental and apparent loading ratios.

Principal nomenclature

a : propagation velocity of pressure (m/s)
d, d; :diameter of pipe and particle (m)
I, : length of plug (m)
Ly : characteristic length of plug (m)
L, mean : averaged characteristic length of plug ~ (m)
N, : plug passage frequency
N : rotating speed of screw (rpm)
N, : number of pressure waves between

plug passages
N mean : Mean number of pressure waves
Np : total plug passage frequency
P : pressure (kPa)
Py : peak value of pressure (kPa)
Qs : volume flow of particles (m3/s)
r : radial coordinate (m)
R : radius of pipe (m)
t : time (s)
t* : non-dimensional time, t/T
tp : non-dimensional plug-existing time
T : period of pressure (s)
Uy - velocity of plug (m/s)

KONA No.23 (2005)

Up : characteristic velocity of plug

Up mean © @veraged characteristic velocity
of plug

Y : velocity of air

Vmax . Maximum instantaneous velocity

Vmean - Mean velocity of air

w : mass of particles

W, : mass flow of air

W, : mass flow of particles

z : axial coordinate

I} : real porosity (ps—pb)/ ps

Ot : theoretical porosity

P - density of air

Ps : density of particles

Po : real bulk density of particles
in pipe

Pon - theoretical bulk density

xs - loading ratio W/W,

Xas : apparent loading ratio
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Abstract

Among photo-functionalized materials, photocatalysts in particular have been researched and
developed by many researchers in various fields. After the discovery of the Honda-Fujishima effect,
their effectiveness became apparent, not only in water decomposition but also in sanitation and
purification of the environment, for example, through antibacterial, self-cleaning, and deodorizing
effects as well as NOx removal. Recently, novel nano-size photocatalysts, with performance superior
to that of conventional types, have been developed, and examples include nitrogen-doped photocata-
lysts responsive to visible light and brookite-type photocatalysts with higher photocatalytic activity.

Moreover, when applying a photocatalyst, it must be fixed to a substrate and blocking of the latter
avoided. When photocatalysts with high photocatalytic performance are fixed to plastics, papers and
textiles, the substrate can be decomposed and may be prone to peel off when exposed to irradiation
with light, owing to the oxidation action of the photocatalysts. To prevent damage to the substrate
resulting from photocatalytic oxidation, we have developed a photocatalyst whose particles are coated

with inorganic compounds that can be blended with organic substances.

Key words: Photocatalyst, Environment, Antibacterial, Self-cleaning, Deodorizing

1. Introduction

Among photo-functionalized nanoparticle materials,
photocatalysts in particular are expected to provide a
useful environment conserving technology. This tech-
nical field has recently been developing rapidly as
active efforts have been made for research and devel-
opment and commercial applications; in particular in
Japan. Following research into the utilization of photo-
catalysis, beginning with the discovery of the TiO,-
based Honda-Fujishima effect, it has been reported
that the photocatalysis of photo-functionalized nano-
particle photocatalysts is effective not only for the
photodecomposition of water but also for sanitation

*

2784, Ohgami, Hiratsuka, Kanagawa 254-0012, Japan
TEL: 81-463-55-4431, FAX: 81-463-54-7328

E-mail: kmori@parker.co.jp

This report was originally printed in J. Soc. Powder Tech-
nology, Japan, 41, 750-756 (2004) in Japanese, before
being translated into English by KONA Editorial Commit-
tee with the permission of the editorial committee of the
Soc. Powder Technology, Japan.
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and environmental purification applications such as
antibacterial, self-cleaning and deodorizing operations,
as well as the removal of NOx. Thus, researchers in
various technical fields have been studying the poten-
tial applications of photocatalysts. TiO, is mainly used
as a photocatalyst because of its strong photo-oxida-
tion power, chemical stability and safety for the human
body, and its most common form is an anatase type
powder with particles measuring several to tens of
nm in crystal size. However, as development in photo-
catalyst applications progresses, demand is mounting
for those that are capable of effective photocatalysis
in weak light or in the absence of ultraviolet radiation.
To address this problem, laboratories and manufac-
turers of ceramics materials in Japan have been
actively researching higher functions with TiO,-based
photocatalytic materials.

Consequently, novel nanoparticle photocatalysts
with functions more advanced than those of conven-
tional photocatalysts have been commercialized, and
examples include visible light-responsive photocata-
lysts, prepared by doping TiO; particles with a dissim-
ilar element such as nitrogen, and brookite type TiO,
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photoc%@lgstg)ﬁfé%tunng high photocatalytic activity.
@j@’er@a‘{ﬁi, to allow photocatalyst particles to be
@ﬁpli@@to final products, the particles must be fixed

$?~ to‘éﬁsubstrate and at the same time deterioration of

the latter must be avoided. However, if a highly active
photocatalyst material is carried by an organic sub-
strate, such as resin, paper or cloth, the oxidizing
power of the photocatalyst will lead to decomposition
of the substrate, causing the photocatalyst particles to
come off. To prevent this problem, a unique powder
photocatalyst to be mixed with organic material has
been developed, wherein the particles of this photo-
catalyst are of a core-shell structure; prepared by allow-
ing inert particles of silica, hydroxyapatile or similar
to be deposited on the surface of photocatalyst parti-
cles. Photocatalysts with a surface layer of inert parti-
cles are generally high-performance photocatalysts. It
is also possible to enhance the adsorption of bacteria
and NOx by choosing appropriate inert particles to be
deposited on the surface of TiO, particles.

2. Operating Principle and Types of
Photocatalysts

When a given photosemiconductor is irradiated
with light of energy greater than the band gap energy
of the photosemiconductor, charge separation occurs.
Then, utilizing the electrons and holes generated by
the charge separation, the photocatalyst triggers an
oxidation-reduction reaction. In particular, TiO,, with
a relatively large band gap energy of 3.0 to 3.2 eV as
shown in Fig. 19, can achieve a powerful oxidation-
reduction reaction with the ultraviolet rays present in
our living environment.

It is known that active oxygen and radical species
existing in the presence of oxygen and water take part
in the oxidation-reduction reaction, and that various
functions of the photocatalysts are realized by this
reaction. Various types of TiO, are listed in Table 12
as representative photocatalysts. Ordinary TiO, for
pigment is of the rutile type and its crystal size mea-

\%
—-2.0 §
—~ GaP ZrO,
I —1.0 A T KTap77Nbo 2303
o .
s > > > l SI’TIO3
3 &1 8| 3 - KTaOs 1 cdse _ Tio, Zno
w o~ [Te} —
T NbO Fe,O

R e e e B e T N I R ?2:3\)\'/6 rrrrrrrrrrrrrr Ha/H;0
> 3 SnO
g ~~ 4—— Conduction band
:|>:‘ > > > > > > > >

| &= & 8 2| & &
g 10 o 3¢} i o o ™ o o~
= S R /7728 | R A A I I Oz/HzO
s
5 3
4 2.0 A o
L= (V]
= 7 |8
< 7
§ 3.0 A 7 w 7 7

4
7
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Fig. 1

Table 1 Types and physical properties of titanium oxide

Energy structures of various photosemiconductors®

Properties Rutile Anatase Brookite
Crystalline form Tetragonal system Tetragonal system Orthogonal system
Density (g/cm?®) 4.27 3.90 4.13
Refractive index 2.72 2.52 2.63
Mohs’ hardness 7.0~75 55~6.0 55~6.0

Permittivity 114 48 78

Melting point (°C) 1825 Transformation to rutile Transformation to rutile
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surg@gev%ﬁéghundreds of nm in size. TiO, for photo-
gaﬁl "’'meanwhile, is of the anatase type with very
crystal size, measuring several to 20 nm. For
his reason, TiO, for photocatalysts is more trans-
parent than conventional TiO, for white pigment, and
a colorless transparent photocatalytic layer may be
obtained if the layer thickness measures 1 um or less.
Various manufacturing processes for titanium oxides
for photocatalysts have recently been investigated,
and the rutile, brookite and amorphous types (for pre-
cursors) of TiO, for photocatalysts have been devel-
oped, other than the anatase type.

Studies on photocatalysts began with research on
the decomposition of water into hydrogen and oxygen
by irradiation with light, and are still underway. No
photocatalyst for the photodecomposition of water
has yet been commercialized because of a lack in effi-
ciency, high production cost, etc. Nevertheless, the
progress attained in photocatalysts to date is based on
the results of these studies. Various photocatalysts for
water decomposition have been disclosed and devel-
oped, many of which utilize TiO,, and the examples of
which comprise TiO, particles carrying a metal such
as Pt or Rh®4 as shown in Fig. 2 or an oxide such as
RUOz.

Recently, there are many studies concerning TiO,
photocatalysts that feature higher efficiency and that
are capable of responding to visible light. Certain exam-
ples of such photocatalysts already disclosed include
a TiO, photocatalyst, whose response to visible light
is improved with TaON®, a TiO, photocatalyst that
utilizes In;_xNixTaO,®, and a TiO, photocatalyst,
whose quantum yield is improved with La-doped
NaTaO;”. Though these examples have photocata-
lysts with relatively large particle sizes, ranging from

Pt

UV rays

R ?
\
Red <— (% - f
Conduction band

y

TiO,

Valence band R
h
Ox

Fig. 2  Structure of Pt-carrying TiO; particles

KONA No.23 (2005)

0.1 to several um, they still boast excellent functions
by controlling their crystal structure.

3. Functions and Features of Photocatalysts

3.1 Self-cleaning, hydrophilic, and antibacterial
characteristics

Titanium oxide particles decompose organic mat-
ters when irradiated with ultraviolet rays. This fact
has long been known as a choking phenomenon that
occurs with a paint containing a TiO, pigment. During
a self-cleaning process with a photocatalyst, contami-
nants on a substrate are photodecomposed, wherein
radicals and active oxygen generated by ultraviolet
irradiation on a photocatalyst decompose the organic
contaminants into carbon dioxide, thereby allowing
the surface of the substrate to remain clean.

It has been reported that a positive hydrophilic
effect appears when a TiO, photocatalyst is irradiated
with ultraviolet rays. This characteristic is widely
applied to glasses, mirrors and building materials.

If a TiO, photocatalytic coating material is used in
an outdoor location exposed to rainwater, organic con-
taminants on the surface of coating are decomposed
by light irradiation and the residual inorganic parti-
cles are readily washed away by the rainwater, hence
the coated surface exhibits the expected self-cleaning
effect. Fig. 3 schematically illustrates a self-cleaning
model with an outdoor application, and Fig. 4 shows
an example of a self-cleaning effect with an exterior
wall consisting of tiles coated with a TiO, photocat-
alytic material.

Radicals and active oxygen generated by the activ-
ity of a TiO, photocatalyst are effective in decompos-
ing and preventing the propagation of bacteria and
fungi. Because of their small selectivity against bacte-
ria species and their ability to decompose the toxins
produced by bacteria, TiO, photocatalysts have been
increasingly used for interior finishing materials in
hospitals and medical equipment.

On the other hand, the intensity of ultraviolet rays
available indoors is one digit lower compared with
that available outdoors, as shown in Fig. 5, and it is
difficult to offer sufficient photocatalytic effect with
ultraviolet rays in a room alone. In addition, there are
many places where the intensity of ultraviolet rays
is lower than expected — such as in cars that are
equipped with UV-cut glasses. To operate effectively
in these locations, novel photocatalysts responsive to
visible light, and capable of performing within the vis-
ible light spectrum in the region of 500-600 nm wave-
length as well as the UV band have been developed
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Fig. 3 Model of fouling removal by self-cleaning effect (outdoor)

Uncoated

TiO, photocatalyst coating

Fig. 4 Self-cleaning effect of wall tiles coated with TiO, photocatalyst (1 year after installation: top joint is filled with silicone sealant)

and commercialized. It should be understood from
the spectra of sunlight® in Fig. 6 that the energy
efficiency of photocatalysts under sunlight will be
improved with expansion of the effective wavelength
to 500-600 nm.

Visible light-responsive photocatalysts can be pro-
duced, for example, through change in the band struc-
ture with the addition of new energy levels resulting

208

from the presence of impurities by doping a TiO; pho-
tocatalyst with another element such as nitrogen or
sulfur? 19, The photocatalyst thus obtained is yel-
lowier compared with conventional anatase-type pho-
tocatalysts, and capable of absorbing a portion of the
visible light. Usually, the crystal size of the visible light-
responsive photocatalysts is designed to be somewhat
larger than that of conventional anatase-type photocat-
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Fig. 6 Sunlight spectra

alysts. One reason for this arrangement is to avoid a
shift of the optical absorption edge to a shorter wave-
length side, resulting from the quantum size effect
occurring when the crystal size is less than 10 nm. In
order to investigate the photocatalytic activity of a vis-
ible light-responsive photocatalyst, a dye (Methylene
Blue) was allowed to be adsorbed onto a layer of
visible light-responsive photocatalyst, and was then
decomposed with a white fluorescent lamp. The result
is shown in Fig. 7. From this illustration, we can pre-
sume that decolorization is minor on the irradiated
area (upper half of the photo in the left) of the anatase
TiO, (diameter: 7 nm) layer and that the dye in the
irradiated area (upper half of the photo in the right) of
the visible light-responsive photocatalyst (diameter:

KONA No.23 (2005)

11 nm) layer has been virtually completely decom-
posed following irradiation with a fluorescent lamp.
Furthermore, a fingerprint was printed on a glass
substrate coated with a visible light-responsive photo-
catalyst and decomposed by irradiation with a fluores-
cent lamp. The result is visually illustrated in Fig. 8.
Components in fingerprints comprise organic contam-
inant matters, such as fatty acids, as well as inorganic
contaminant particles, such as those of salts. The
organic contaminants, which form the major con-
stituents of fingerprints, were found to have been
decomposed, and it was visually apparent that the fin-
gerprints had disappeared. In addition, the antibac-
terial performance of the visible light-responsive
photocatalyst (a property important in indoor appli-
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Fig. 7 Dye decomposing ability of visible light-responsive photocatalyst coating layer (after 12 hours of irradiation onto the upper half with a
white fluorescent lamp)
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Fig. 8 Fingerprint decomposing ability of visible light-responsive photocatalyst
Evaluated with an optical microscope [magnifying power: X50]
Substrate: glass (12 hours of irradiation with a white fluorescent lamp, 3,000 Ix)

cations) was tested and the results are summarized commercialized applications of antibacterial visible
in Fig. 9. As can be understood from this figure, light-responsive photocatalyst include window blinds
antibacterial performance is obtained with a white flu- and wallpapers. To be able to form a photocatalyst
orescent lamp rated at about 1000 Ix. Examples of layer on the surface of these resin-coated products, a
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Light irradiation: white fluorescent lamp, 1,000 Ix
Method: film contact method

Executed by: Japan Food Research Laboratories

transparent primer coating agent, composed princi-
pally of inorganic components, is applied to form an
intermediate layer to improve durability, and then a
coating solution, containing photocatalyst particles, is
applied to form the top layer.

3.2 Fog-proofing

Since the expression of super-hydrophilicity with
TiO, photocatalyst was presented in 1997 by
Hashimoto et al.'V, research into this feature has
been active. Consequently, it has been increasingly
applied to fog-proofing and self-cleaning applications
for mirrors, including road mirrors (curve mirrors)
and door mirrors on cars, as well as window glass
panels. Since the hydrophilicity of TiO, photocata-
lysts is more positively maintained by the addition of
SiO, or a more porous structure of TiO, particles,
improvement in the composition and layer forming
method for TiO, photocatalysts is now underway.

Additionally, in order for TiO, photocatalysts to be
effective under weak indoor lighting, tungstic oxide
may be joined with TiO,'?, or TiO, surface may be
provided with a nanoporous structure'® by a pho-
toetching technique.

3.3 Air purification

Air purification is one example of the most advanced
applications of photocatalysts. For example, photocat-
alysts are used in deodorizing filters in air-purifiers
incorporating UV lamps to eliminate aldehyde or VOC
in indoor air. Such filters are used in the form of a

KONA No.23 (2005)

honeycomb or porous substrate; hence allowing UV
rays to penetrate their deeper portions. Currently,
these filters are required to have higher performance
under weak light, to be more responsive to visible
light and to have a boosted decomposition ability
against various indoor pollutants including VOC.
Fig. 10 summarizes the acetaldehyde decomposition
rate of a visible light-responsive photocatalyst (mean
diameter: 11 nm) exposed to sunlight transmitted
through a UV-cut glass (car windshield), by compar-
ing the acetaldehyde decomposition rate with that of a
conventional anatase type photocatalyst (mean diame-
ter: 7.nm).

Furthermore, interior finishing materials and tex-
tile products capable of air purification can be man-
ufactured by blending photocatalyst particles into
organic materials such as wallpapers, shouji (Japanese
paper screen doors) and floor panels during their pro-
duction processes or by finishing the interior of build-
ings with a resin coating containing photocatalysts.
With this type of application, however, the substrate
may be gradually degraded owing to irradiation with
light. Moreover, the strength of the substrate can
decrease or the adhesion of the photocatalyst-contain-
ing material to the substrate may decrease, rendering
the material prone to drop off. To address this prob-
lem, there have been new developments in photocata-
lysts: muskmelon-like TiO, particles produced by
coating TiO, photocatalyst particles with inert porous
silica and thus preventing them from coming into
contact with the substrate'¥ and surface-coated TiO,

25

: .
~

log (acetaldehyde concentration)

O Visible light-
05 responsive type
B Conventional type
0 1 1 1 1
0 10 20 30 40 50

Time (min)

Fig. 10 Acetaldehyde decomposition rate in a car
Fine weather: under sunlight, sample size: 100 cm?
(A 3-L glass cell was placed directly below the wind-

shield.)
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particle?iggrega?gd by depositing hydroxyapatite on
th%éuf? age'zb'f TiO, particles'. These products are
\S . . .
e commercially used for plastics and textile

g?f? prb%ucts and electron-microscopic photos of the latter

are shown in Figs. 11 (a) and (b). Note that with
these TiO, photocatalyst particles types, individual
particles are not fully covered and their coating layers
are gas-permeable.

These coated TiO, photocatalyst particles are
formed through the aggregation of primary TiO, par-
ticles whose particles size measures from several nm
to 20 nm and a coating of aggregated particles. Con-
sequently, despite their relatively large particle size,
they can be treated like pigment particles. 20% of each
of these particle types was mixed in an acrylic resin,
and each mixture was applied to a glass substrate to a
thickness of 100 um. Subsequently, each specimen

b) Hydroxyapatite-coated TiO,

Fig. 11  Surface-coated photocatalyst particles
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was irradiated with UV rays with black light and the
resin decomposition inhibition effect provided by the
coated TiO, photocatalyst particles was compared
with that of conventional anatase-type TiO, photocata-
lyst particles. The result is summarized in Fig. 12.

—e— Uncoated TiO,

— # — Muskmelon-like
substance-coated TiO;

- - & - - Hydroxyapatite-coated TiO,

100 ==
L\ RSt Ta
-A

Residual resin (mass %)
O ©
[e5] © o
(2] o o

©
[e°)

©
~
[

97 L
Before irradiation

After UV irradiation

Fig. 12 Resin substance decomposition inhibition effect with
coated TiO, photocatalyst particles

3.4 Elimination of NOx

Since the report concerning the successful elimina-
tion of low-concentration NOX in outdoor environments
by Dr. Ibusuki, Dr. Takeuchi et al., expectations for
photocatalysts as environmental cleaning materials
have been mounting, and air purification-capable
paving materials and soundproof wall materials for
roads have been developed, while research efforts for
the application of NOx-eliminating equipment in road
tunnels are underway.

A TiO, photocatalyst oxidizes NO into NO, and
eventually into NO;_, hence removing NO from the
air. Since the nitric acid ions generated are adsorbed
and accumulated in the surface of the photocatalyst,
the latter must be rinsed at regular intervals with
water to prevent deterioration in performance due to
an increase in adsorbed nitric acid ions. When used
in outdoors, a TiO, photocatalyst will be cleaned by
sunlight and rainwater, and its NOx elimination effect
will be guaranteed without any maintenance work
required.

One potential problem when NO is eliminated with
a TiO, photocatalyst is that if the NO, adsorption
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povx\egqof (ghéQphotocatalyst type is low, the reaction
éém @«@gresses to NO; (an intermediate product)

N gage and the resultant NO, concentration on the

“QTiOZ photocatalyst will be higher than before adsorp-
tion. The known methods and means to avoid this
problem include a TiO, photocatalyst particle type
that carries another metal or metal oxide or a method
involving mixing the TiO, photocatalyst particles with
adsorptive particles such as active carbon'® or blend-
ing them into mortar.

3.5 Water purification and soil decontamination

Various researches have been conducted for the
purification of water with titanium oxide photocata-
lysts, wherein the examples of water being purified
include effluent water from factories and sewage and
environmental water such as ground and river water.
Much research is associated with low concentration
chlorinated organics in effluent water from factories
and in groundwater. Such research has helped to
prove that titanium oxide photocatalysts can decom-
pose endocrine disrupting chemicals such as bis-
phenol A, meaning commercial water purification
applications involving this type of photocatalyst are
expected, although progress in water purification
applications is lagging behind that of air purification
equivalents. This is because the reaction efficiency of
a titanium oxide photocatalyst decreases in water and
the performance of a titanium oxide photocatalyst
easily deteriorates when the surface of photocatalyst
particles becomes fouled up. To overcome these
problems, certain methods have been commercial-
ized, wherein air is bubbled into groundwater or soil
water and volatile organic chemicals, which are taken
into the air phase, are eliminated using a photocata-
lyst filter similar to an air purifying photocatalyst fil-
ter’®. The examples of photocatalysts developed for
water treatment include a water purifying substance
that is prepared by allowing an inorganic adsorbent
consisting of silica gel particles carrying photo-
catalyst particles to enhance pollutant adsorbing
performance!®. This substance, however, has the dis-
advantage of the tendency of the photocatalyst parti-
cles to peel off or be damaged by water flow. To solve
this problem, a high-strength titania fiber material®®
boasting sufficient strength and durability, and capa-
ble of withstanding a high-speed water flow, has been
developed.

3.6 Other applications

Other potential applications for the photocatalyst
powder include corrosion prevention by metal cath-

KONA No.23 (2005)

odes, and utilization in dye-sensitized solar cells.

Photocathode corrosion prevention is a unique
technique where if a photocatalyst layer consisting of
a n-type semiconductor forms on the surface of metal,
the potential on the metal surface drops as the sur-
face is irradiated with light, promoting a non-sacrifi-
cial cathode corrosion prevention effect??. Currently,
research is in progress for the commercial utilization
of this effect.

The dye-sensitized solar cells (Graetzel cells) are
wet-type solar cells that use electrodes comprising
photocatalyst particles, such as TiO, particles, that
have adsorbed dye. This solar cell type has been
developed as a type of next-generation solar cell;
since it will realize higher efficiency and lower cost.

4. Conclusion

As discussed above, photocatalysts boast many
unique functions among photo-functionalized materi-
als and satisfy the environmental conservation and
energy saving requirements. Therefore, they will be
utilized in a diversity of industrial fields familiar to us.

The current market size for photocatalysts in Japan
is estimated at tens of billions yen per year, and will
dramatically expand as photocatalyst technology is
increasingly recognized as a typical key technology;
indispensable for environmental conservation and
energy saving following progress in research and
development work associated with this technology.
We hope this paper will assist in the further develop-
ment and creation of a new market for photo-function-
alized materials.
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The 39th Symposium on Powder Technology

The 39th Symposium on Powder Technology was
held on August 29, 2005 at the Senri Hankyu Hotel
in Osaka under the sponsorship of the Hosokawa
Powder Technology Foundation and with the support
of Hosokawa Micron Corporation. The symposium in

this year was also very successful with the attendance
of 205 including 41 academic people. The main sub-
ject of this year was “Beginning of Era for the Practi-
cal Use of Nano-particles”.

The 39th Symposium on Powder Technology
Subject: “Beginning of Era for the Practical Use of Nano-particles”

Session 1 Chairperson: Prof. Yutaka Tsuji (Osaka Univ.)

= Design of Functional Materials Related to
Particles Using Computer Simulation
(KONA Award Commemorative Lecture)
= Fabrication of Advanced Materials by
Powder Processing
(KONA Award Commemorative Lecture)

Session 2 Chairperson: Prof. Kiyoshi Nogi (Osaka Univ.)

= Nanoparticles Synthesis and Functionalization
Technology towards Industrial Applications:
Recent Research in NEDO-Nanoparticle Project

= Development of Carbon Nanotube Doped High
Performance Ceramics

= The state of Solid Oxide Fuel Cell
Development Using Nano-particle Processing

Session 3 Chairperson: Prof. Makio Naito (Osaka Univ.)

= Development of Nano-composite Materials

= Functional Cosmetics Designed by Nano-particles,
Including the Application of New Hair Growth
Tonic Development etc

Prof. Jusuke Hidaka
(Doshisha Univ.)

Prof. Shuji Hanada
(Tohoku Univ.)

Prof. Kikuo Okuyama
(Hiroshima Univ.)

Prof. Katutoshi Komeya

(Yokohama National Univ.)

Dr. Takehisa Fukui

(Hosokawa Powder Technology Research Institute)

Dr. Norio Tobori

(Lion Corporation)

Dr. Hiroyuki Tsujimoto

(Hosokawa Powder Technology Research Institute)
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The 13th KONA Award sponsored by Hosokawa
Powder Technology Foundation and given to the sci-
entists or groups who have achieved excellence in the
researches related to the basic powder technology,
was presented to Professor Jusuke Hidaka of Doshisha
University and to Professor Shuji Hanada of Tohoku
University by Masuo Hosokawa, President of the
Foundation on January 26, 2005 at the R&D Center
of Hosokawa Micron Corporation in Hirakata, Osaka
Prefecture.

Prof. Hidaka received his M.S. and Ph.D in Chemi-
cal Engineering from Doshisha University in 1972
and 1989. After he worked as a researcher at Showa
Denko Co. Ltd., 1972 to 1976, he joined Doshisha Uni-
versity and became a full professor in 1990. The
major focus of his current research work is to estab-
lish the design method of functional materials related
to particles by using computer simulation. He has
proposed a new method to design the microstructure
of polycrystalline BaTiO; ceramics based on the math-
ematical model which represents the relation between

216

the microstructure of BaTiO5; ceramics and dielectric
or piezoelectric characteristics. The KONA Award was
given to his achievement on the development of design
method of functional ceramics and powder industrial
processes to produce precisely the microstructure of
the ceramics using computer simulation.

Prof. Hanada graduated from Graduate School of
Engineering (Materials Science), Tohoku University,
and received a Ph.D degree in 1971. Then he worked
at Institute for Materials Research (IMR), Tohoku
University, and became a full professor in 1987 at
IMR. His major research activities have been novel
powder processing for advanced functional materials
such as porous, biocompatible Ti alloys with low elas-
tic modulus close to that of human cortical bone and
very high temperature structural materials based on
Mo/silicide and Nb/silicide in-situ composites with
good oxidation resistance. He has revealed a hydro-
gen pulverization mechanism of Nb and Ta and their
alloys. The KONA Award was given to his such a
remarkable achievement.

Prof. Hidaka

Prof. Hanada
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R Academic publication concerning powder technology in Japan (2004)

JOURNAL OF THE SOCIETY OF POWDER TECHNOLOGY, JAPAN VOL. 41 (2004)

® Preparation of Barium Titanate/Solder Composite Particles by Rotating Drum Method and
PTCR Property of the Composite Particles

M. Kobayashi, K. Saito, M. Egashira and N. SHinya -« 4
® Direct Observation of Agglomerated Powder Structure in Slurry Using an Optical Microscopy

H. Abe, M. Naito, K. Okamoto, Y. Hotta, S. Ohara and T. FUKUI e 10
® Possibility of Particle Transportation with Vibrating Parallel Saw-tooth Plates under Microgravity

Y. Ohyama, H. Takeuchi, A. T. Pyatenko, S. Chiba, I. Uchidate and K. Shinohara - 15
® Estimation of Dielectric Property for BaTiO; Nano-particles by Raman Scattering

T. Ohno, D. SUzuki, H. SUZUKI @nd T. O «reeerrreeemeee s 86

® Strength of Granules Prepared by Binderless Granulation in Spouted Bed and Observation of
Granulation Process
S. Hatano, S. Osawa, R. Yamazaki and S. IMOFT «««-xereeeresmm 92
® Synthesis of Calcium Phosphate-Mullite Composite Powders by Ultrasonic Spray Pyrolysis and
the Sintering Properties

K. Myoujin, T. Ogihara, K. Nakane and N. Ogata -« e 99
® Particle Shape Measurement Using X-ray Micro Computed Tomography

M. Suzuki, K. Kawabata, K. limura and M. Hirota oo, 156
® Adhesion Force between Particle and Substrate in Humid Atmosphere Studied by Atomic Force Microscope

A, FUKUNISHT @Nd Y. IMIOFT «eeeeersessemes 162

® Evaluation of Pharmaceutical Glidant with Atomic Force Microscope and Mechanism of
Flowability Enhancement
K. Machida, Ohta, K. Toyoshima, M. Fuiji, T. Takei and M. Chikazawa - eeeeisimeini e, 169
® Evaluation of Uniformity of Powder Mixture with a Local Analysis Method
— Minimum Number of Measurements Required for Sampling —

Y. Nakahara, A. Tsuge, T. Uchida, Y. Uwamino and H. MOFiKawa e, 177
® Preparation of Au/Ag Alloy Particles by Spray Pyrolysis and Its Applications

N. lida, K. Nakayama, I. W. Lenggoro and K. OKUYaM@ ««x e 246
® Mechanism and Rate of Composition by the Rotating Drum Method

M. Kobayashi, T. Konno, M. Egashira, K. Saito and N. Shinya «oeee, 252
® Production of Polymeric Nanocomposites Using Mechanochemical Polymerization

M. Kimata, I. Takahashi and M. Hasegawa - e 259
® Analysis for Flow and Feed Rate Characteristics of Injection Feeder with Bleeding Holes

H. Ueda, K. HOrii and Y. TOMITa oo 266
® Fluidized Bed Medium Separation (FBMS) for Dry Coal Cleaning

J. Oshitani, K. Tani, K. Takase and Z. Tanaka «««« s 334
® Characterization of Titanium-Apatite Dental Implant Prepared Using Metal Injection Molding Technique

H. Mori, H. FUrusawa and M. IMIIZUNQ e 342
® Constrained Sintering of the Sandwich Substrate with Inner-constraining Fine Particles Layer

S. Nakao, M. Kojima and K. Tanaka «« e 350
® Contact Angle of Bridging Liquid in Wet Spherical Agglomeration

H. Takase and U, SRIMAzZaki «w-w-sovererieiesesensimimimmiinnninininssssssnssss it ssses s s s s s s s sssssssasa snsasasasace 356
® Generation of Nanodroplets and Nanoparticles by lon-Induced Nucleation

M. Adachi, M. Kusumi @nd S. TSUKUI ««xxrererrrsm 424
® The Influence of Habit Modifiers of Particle Shape in a Crystallization Process

K. Kadota, K. Takase, A. Shimosaka, Y. Shirakawa and J. Hidaka =« 431
® Sonochemical Synthesis and Characterization of Magnetic Composite Nanoparticles

Y. Mizukoshi, K. Okitsu, H. Nitani, S. Seino, T. Nakayama, K. Niihara, T. Nakagawa and T. Yamamoto -« 440
® Synthesis of Spherical BST Powder via Polymer Templating Method

S. Shibamoto and T. KINOSHITa =« e 445
® Size Effect for Lead Zirconate Titanate Nanoparticles with Pb(Zr, 4 Tig )O3 Composition

T. Ohno, D. Suzuki, H. Suzuki and K. ISRIKQWa =« 451
® Effect of Small Size Beads of Dispersion of Nanometer-sized Silica Particle by Wet Beads Mill Process

H. Yoden and N. ItON e e 457
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togP?ictional Force on the Formation of Colloidal Particle Monolayer During Drying

Gé_ Q@Qy Using Discrete Element Method —
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Qo‘“@&\“ﬂ Nishikawa, M. Fujita, S. Maenosono, Y. Yamaguchi and T. OKUDO e 465
Q>

Dispersion of Drug Particles by Dry Powder Inhaler under Simulated Condition of Inhalation Pattern

S. G. Lee, M. Nashimoto, Y. Otani, K. IshizeKi and H. OKi =i 500
Study on Influential Factor in Hardening Phenomena of Coal Ash Bed

K. Higashiyama, H. Kanda, H. Shirai, H. MaKino and R. KUFr0Se e 508
Engineering of Poly (DL-lactic-co-glycolic acid) Nano-composite Particle for Dry Powder Inhalation
Dosage Forms of Insulin with Spray Fluidized Bed Granulating System

H. Yamamoto, W. Hoshina, H. Kurashima, H. Takeuchi, Y. Kawashima, T. Yokoyama and H. Tsujimotg - 514
Slurry Characterization by Hydrostatic Pressure Measurement
— Effect of Initial Height on Sedimentation Behavior —

T. Mori, M. Ito, T. Sugimoto, H. Mori and J. TSUDaKi e 522
High Speed and Large Area Coating by Silica Thin Film with Self-organized Two Dimensional Macro Pores

S. Shujo, H. Sasakura and Y. YamaguCRi e 566
Preparation of Bitter Taste Masked Ibuprofen Microspheres by Spherical Crystallization Technique and
Their Tabletting

M. Kameyama, H. Yamamoto, H. Takeuchi and Y. Kawashima «««-eoeeeem, 571
Dispersion of Agglomerated Nanoparticles by Fine Beads Mill

M. |nkyo AN T TARAEA «reeereereerreen e 578
Influence of Humidity on Binderless Granulation in a Spouted Bed

S. Hatano, K. Kaneko, Y. OuUra and S. IMOFT =« e 586
lon Charging and Electron Charging to an Insulating Toner

T. Taka, T. Yamamoto, Y. Baba and M. TakQUCRI «+werererrrrmsmismiiiiiii, 636
Wet Chemical Preparation of Nickel Fine Particle

H. Sato, K. Kuramitsu and K. SUGAWAIa « s 645
Direct Synthesis of “Fluid-Ferrite” by Microwave-Assisted Chemical Reaction

T. Chikata and S. KAOh «o:ereeereressrtenmmimimmiiiiiiiiiiii s s s st st eaas st s s st st r s st e s ane 651
Effects of Solid Concentration and Dispersant Dosage on Sedimentation Behavior

H. J Kim, T. MOri and J. TSUD@KI ««eeeeeeeressmmmiii 656
Measurement of Vertical Voidage Distribution in Powder Packed Bed Using X-ray Micro Computed
Tomography — Comparison between Piston Compression and Centrifugal Compression —

M. Suzuki, K. Ojima, K. limura and M. Hirota - 663
Development of Composite of Coal-flyash and Polymer Waste for Sound Absorption Wall

M. Fuji, T. Sugimoto, M. Miura, M. Takahashi and M. Ueki «e, 668
Effect of Grinding Medium Density on Reducing Rate of Coarse Particles by Dry Grinding Using Methanol
as a Grinding Aid

N. Kotake, M. Ishikawa, S. Harada and Y. Kanda «:-« e 674
Effects of Production Conditions on Formation of Nickel Ultrafine Particles Using RF Plasma Method

T T 0§ TR P 714
Effects of Powder Feeding Rate on Formation of Nickel Ultrafine Particles Using RF Plasma Method

K. SQItOU ANd A. SUZUKI rrrerrerrrer 722
The Influence of Particle Characterization of Inner-Constraining Layer upon Constrained Sintering Shrinkage

S. Nakao, M. Kojima and K. Tanaka ««: e 730
Selective Synthesis of Phillipsite from Fly Ash and Rice Husk Ash Prepared by Hydrothermal Treatment

K. Fukui, M. Takiguchi, M. Ugumori, T. Noriyasu and H. YOSHida <« 738

Preparation of Ultrafine Metal Nickel Particles by Means of Liquid Spraying of Acetate Solution into
RF Plasma

K, SAUTO +rerrerreesrreerun sttt e e e e 790
Filtration Behaviors in Constant-Rate Microfiltration of Flocculated Sewage Secondary Effluent
Accompanied with Combined Operation of Physical and Chemically Enhanced Backwashing

M. S. Jami, T. Ohn, L. Iritani, Y. Mukai and N. Katagiri - e 798
Mechanochemical Dechlorination of PVCs with Different Chlorine Contents

T. IN0OUE, J. KANO AN . SAITO +rereeserreseeee 806
Surface Modification of Silica Particles with Calixarene

S. Shioji, M. Hanada, Y. Hayashi, K. Tokami and H. Yamamoto «« e, 852
Influence of Particle Hardness on the Discharge through Orifices

H. AsOU, K. FUNALSU QN Y. TOMULA +vererrrrerrmrressii s 860
Percutaneous Absorption Study of Biodegradable PLGA Nano-spheres via Human Skin Biopsies

H. Tsujimoto, K. Hara, C. C. Huang, T. Yokoyama, H. Yamamoto, H. Takeuchi, Y. Kawashima, K. Akagi

QNG N IVTIVWA e reeeerm i e e e E e e e h e s e e b e 867
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® Effects of Filtering Velocity and Dust Concentration on Pressure Drop Parameters in a Bag Filter

H. Ikeno, Y. Tada, S. Hiraoka, M. IKei and Y. SRHULO «« e

® Study of Pressure Drop in Bag Filter Based on Patched Cleaning Model

H. Ikeno, Y. Tada, S. Hiraoka, M. IKei and Y. SRULO ««-eoevrrs

® Adding Effect of Saccharides to Microsuspension Particle Sizes of Griseofulvin-Lipid Mixtures Subjected
Freeze-drying and Rehydration

Y. Nozawa, S. Kamiya, Y. Sadzuka, A. Miyagishima and T. SON0DE e

® Controlled Release of Structural Bed of Coated Particles Filled with Wax Dispersing Starch
H. Nunoko, R. Ito, B. Golman and K. Shinohara e,
® Effect of Blade Angle on Pulverizing Characteristics in a Mechanical Impact Mill: Calculation of
Particle Trajectory for a Long Simulation Time
S. Akiyama, K. Kozawa and H. YOShida e
® Clarification of Soot Formation Mechanism by Experiment and DSM

T. Yamamoto, N. Omoto, F. Shishido, H. AoKi and T. MiUra «-eeeoee

® Effect of Physical Properties on Droplet Formation in Microchannel Emulsification
S. Sugiura, N. Kumazawa, S. Iwamoto T. Oda, M. Satake and M. Nakajima -,
® Prediction of Particle Adhesion to the Wall in a Coal Gasifier: Application to Pre-analysis of
Coal Combustion in the Coal Combustor
Y. Harada, T. Yamashita, T. Yamamoto, H. AoKi and T. MiUra oo,
® Upward Transport of Solid Particles from a Fluidized Bed with a Cone-Type Freeboard
Y. Ikeda, M. Tashiro and Y. FUJIYAmIa e
® Dispersion of Nanoparticles in Water Using a High Pressure Wet-type Jet Mill
K. Tanaka and H. KUMEZAWE e
® Gas-Phase Synthesis of Fine Silica Particles from Tetramethoxysilane
T. Kojima, T. Uchiyama, S. Katou, H. Shibuya and S. UEMiya =i,
® Powder Automaton Simulation for Flow Behavior of Particles under Gravity
N. Katsura, A. Shimosaka, Y. Shirakawa and J. HidaKa «-e,
® Preparation of Hydrophobic Mika Particles for Use as an Emulsifying Agent
T. Aita, R. Kanbayashi, T. Toude, K. Iha, T. Higuchi and S. St e,
® Estimation of Void Fraction inside Granules Prepared by Spray Drying
H. Minoshima, K. Matsushima and K. Shinohara -«
® Preparation of Biodegradable Microcapsules Encapsulating Activated Carbon Impregnated with
Potassium Nitrate by Solvent Evaporation
K. Shiomori, J. Taniguchi, M. Kodama, S. Kiyoyama, H. Yoshizawa, Y. Hatate and Y. Kawano -« «eoeveeeseniene
® Analysis of pressure Drop in a Multi-Compartment Bag Filter Based on the Patched Cleaning Model
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® Development of a Heat-Balance Model for a Fluidized Bed Waste Gasification Furnace
T. Marumoto, N. Fujiwara, N. Ohyatsu and T. [WASE < eeeeresimm
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a New Products News

HOSOKAWA MICRON “Clean-Sphere” Air Shower

Improvement of Working Environment Eliminates dusts into a canteens or rest rooms.

It is best to install at following places.

Doorways of the room where dusting is generated.

General

In any working area where dusty powder products are handled.

It is a nuisance to remove dusts adhered on the working clothes.

Commonly seen air showers do not clean the dusts off completely and furthermore, dusts will fly away into human
breathing area. (Inside of the air shower room is in turbulent situation.) Workers are forced to inhale the re-
spattered dusts. Therefore air blowing power and method for cleaning is re-engineered and the air flow direction
is fixed from the ceiling to the floor. In this way problems of spattering, adhering and inhalation are resolved
instantly.

Application

It is best to install at doorways in the following places.

— Chemical factories such like carbon, toner, ceramics, etc.
— Dusty plants pigment

—Food plants

- Pharmaceutical plants

— Environmental and recycling facilities

Features

1. Multi Air Nozzles are adopted. The washing air (100m/s speed, 5 times compared to standard case) will hit the
clothes and remove dusts efficiently.

2. Re-scattering of dusts is prevented by the down flow.

3. Blow-off by high pure air is possible using HEPA filters.

4. Structure is simple and maintenance is easy.
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Test piece

Enlarged View

Compression

I Tensile fracture force ]
Displacement
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AGGROBOT AGR-2

O The only one in the world!

No other instrument can measure two values, com-
pressive and tensile fracture forces of powder beds.

O To evaluate influence of additives in the granules,
tensile fracture force is measured. By this measure-
ment cohesive force among particles can be evalu-
ated.

O Cohesive force between particles and test pieces
using the same material and finish as that used in
the tablet machines.

O Compressive force is measured to forecast the frac-
ture behavior during the conveying or feeding of
particles. Particles’ compressive fracture strength
can be evaluated.

O Temperature control is possible up to 100 deg C
(Option)

O High operationality
Operation can be done by the linked PC. Data out-
put in excel format is possible.

O By automatic filling system, measurement deviation
by operators is reduced.

<Main Application Area>

O Pharmaceutical: Increase yield rates and stabiliza-
tion of the tabletting process.
(Molding formability and breaking strength)

O Battery materials: Improvement of battery perfor-
mance (compressive force)

O Troubleshooting of powder processing (cohesive
and adhesive property)
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HOSOKAWA MICRON USP TAPPING DENSITY TESTER
General

The USP Tapping Tester conforms to USP (United
State Pharmacopeia) measurement method. Just by
feeding a sample to a specified quantity the unit will
automatically measure the height of the tapped pow-
der layer to get the tapped density. Besides, it is also
possible to make evaluation of powder characteristics
by use of parameters from the Kawakita’s method.
The unit can be attached to the Powder Tester.

Advantages

The unit can measure Tapped Densities automatically,
conforming to following methods;

USP, ASTM Tapped Density Measurement
Kawakita’s assessment: Evaluation of filling property of powder layer

Applications

'Pharmaceuticals, Toner, Battery Materials, Metallic powders

Specification

Power: AC100V 50/60Hz

Power Consumption: 15W

Weight: 16kgs

Data communication (Modular cable) for External PC communication
(1) USP Type

Tapping stroke: 14 +/—2mm

Vibration Frequency: 300rpm

Tapping: initial 500times, the 2nd 750times, the third or later 1250times
Finishes when the displacement before the tapping is less than 2%.

(2) ASTM Type

Tapping stroke: 3 +/—0.3mm

Vibration Frequency: 250rpm

Kawakita’s assessment can base on either condition.
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HOSOKAWA MICRON SUPER MICRON MILL® E

Ultra fine milling system for wide applications Fibrous
materials, Foodstuffs, Polymers, Inorganic materials....
Compact & Energy Saving & Low noise & Separating
foreign material Attritional Ultra Fine Mill

Principle & Inner Structure

New model was the complete renewal of Hosokawa'’s
Super Micron Mill.

The mill is based on the attrition grinding and is inte-
grated with the unique nozzle extraction mechanism
which can separate the foreign material/ungrindable
material from the grinding chamber.

This unique combination offers the grinding of fi-
brous material which has been difficult to grind in
room temperature.

Features

O Saving space & Saving Energy
— The installation area required is approx 65% of the conventional Super Micron Mill
— The total energy required is approx 60% of the conventional.
— Noise level is low (85 dB) at operation
O To meet wide range of application, the unit is constructed in Stainless steel as standard and easy assem-
bling/cleaning structure (for small amount/various types of material processing)
- No dead zone for easy cleaning
— Option for wearing protection
O Nozzle extraction mechanism for separating foreign material
— Possibility of grinding bi-component material (grain and husk etc)
— To improve the product quality, ungrindable material can be discharged from the grinding chamber
O Easy assembling and Easy adjustment of grinding parameter realize the optimized plant management
— The simplest set-up consists feeder, mill, (integrated) blower. No bag filter may be required
O The high rotor speed with attrition type mill is realized
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