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The Letter from the Editor

Yu Tsuji
Editor-in-Chief

It is a great honor and pleasure for me to serve as the Editor-in-
Chief of KONA, having taken over from Professor Kousaka. The
number of technical journals is countless nowadays, but interna-
tional journals specific to powder and particle technology are very
few. KONA is unique amongst these, in that articles and papers pub-
lished in KONA have been restricted to the highest quality. As a
result, KONA has the reputation of truly internationally respected
journal, I believe. KONA is issued by the Hosokawa Powder Tech-
nology Foundation, and all expenses for publication are covered by
the Foundation. There is no need to make a profit, nor to keep sub-
scribers. This is a great advantage of KONA over other journals, as
editors can concentrate their efforts on maintaining the quality of
articles and papers.

In the last ten years, our situation at KONA has changed in many
respects. First, computer-based communication has become the
norm. Responding to this change, it has been decided to provide
KONA via internet. Anyone will now be able to visit the KONA web-
site and download any articles and papers free of charge. Before
starting web publication, 2000 copies per issue were distributed to
specialists of powder and particle technology in the world. This level
of circulation is outstanding. Owing to web publication, the circula-
tion is expected to increase greatly to much more than 2000 copies.
From now on, we will make web publication the norm. At the same
time, printed versions of KONA will also be issued for organizations,
but not for individuals. Needless to say, free download is possible
thanks to the support of the Hosokawa Powder Technology Founda-
tion. 

Second, the range of powder and particle technology has greatly
expanded in the last ten years. Several new research subjects have
emerged from this field. Typical examples of such new areas are
subjects related to nano technology with which many KONA readers
are very familiar. KONA is always sensitive to new topics. However,
we should not forget that conventional technology is also developing
steadily and continue to play important roles in many industrial
fields. As the editor-in-chief, it will be my responsibility to strike a
good balance between current trends and conventional ones.

Finally, I must inform you of some sad news. Dr. Brian Kaye of
Laurentian University has passed away. Dr. Kaye served on the
KONA Board for more than 10 years before retiring two years ago.
He was an excellent researcher and educator. With grateful appreci-
ation for numerous services rendered by Dr. Kaye during his life
time, we offer this token of our deepest sympathy.
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Explanation of the Cover Photographs

Nanoparticles of Cerium Dioxide and Lanthanum Strontium Manganite produced
by Nano Particle Reactor

The photographs show TEM images of cerium dioxide (CeO2) and lanthanum strontium manganite

(La0.8Sr0.2MnO3) particles produced using a nano particle generator, named “Nano Particle Reactor (NPR)”.

The CeO2 particles are used for the three-way catalyst of car exhausts, Chemical-Mechanical Polishing (CMP)

to treat semiconductor devices and various sensors. The CeO2 particles produced by NPR have single-nano size

with an average particle size of 9 nm calculated from BET specific surface area. The single-nano sized particles

are drawing much attention because of their high activity.

La0.8Sr0.2MnO3 particles produced by NPR have a BET equivalent particle size of 63 nm. This material is

used for the cathode of fuel cells.

NPR can produce various composite oxide nano particles including not only one element but also several

kinds of elements in non-stoichiometric ratio.

10 nm 50 nm
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1. Introduction

The handling of materials, i.e. storing, conveying,
filling, and mixing leads to dust liberation. This capa-
bility of generating dust is described as dustiness.
Changing unit operations, including micro-encapsula-
tions, masterbatches, and lost packages, have led to a
reduced dustiness index of disperse goods [1, 2].
Because of necessary simplifications of the material
stressing characteristics, the standardization of mea-
surement methods did not prove suitable [3].

Two standardized methods for determining a dusti-
ness index for pigments and fillers are described in
DIN 55 992: the rotating drum apparatus and the sin-
gle-drop dustiness apparatus [4]. To meet the require-
ments of occupational health, hygiene and safety, as
well as those of fire and explosion prevention, the
estimation of dustiness is becoming more and more
important. Dustiness prevention by means of dusti-
ness estimation even before a new method is installed
or material is changed is the objective of process engi-
neers et al. [5, 6]. One model for estimating the corre-
lation between separation forces, binding forces and
dustiness has been developed by Plinke [7]. Efforts
are being made to develop standards for reproducible
methods to achieve the dustiness index for bulk mate-

rials in context with occupational safety [8]. 
Excessively simple measurement methods fail

because of two crucial reasons: On one hand, dusti-
ness depends on the kind of stressing, i.e. the dusti-
ness index during transfer can be below the index
during mechanical stressing. And on the other hand,
the special characteristics of the materials, for exam-
ple the humidity, density, and morphology, differ over
a wide range, turning the topic “dustiness” into an
interdisciplinary subject including quality manage-
ment for products, occupational safety, environmental
protection, and fire and explosion prevention.

Consequently, one sole method will not be able to
extensively simulate all important inf luences on dusti-
ness capability. Many studies have proved the inf lu-
ence of inert powdery material on the human
organism [9, 10]. Contact with these materials can
lead to industrial diseases. According to Wichmann,
particles � 1 µm have a particular effect on human
health. Known occupational diseases are, for exam-
ple, Byssinosis caused by cotton in the seed, the
baker’s f lour aversion, and metallic pneumoconiosis
caused by the handling of metal (hard alloy or alu-
minum pneumoconiosis) [10-12].

The first studies on nano-sized particles and their
increased importance showed significant effects on
affected groups of persons based on correlations
between emitted nano-sized particles during modern
combustion processes and an increased number of
allergy symptoms [10]. The studies also made evident

F. Hamelmann and E. Schmidt
Division of Safety Engineering/Environmental
Protection, University of Wuppertal, Germany*

Methods of Estimating the Dustiness of Industrial Powders – A Review†

Abstract

The industrial handling procedures for bulk materials, for example, to store, to convey, to mix, and
to fill, etc. often lead to dust emissions. The generated dust is closely related to health hazards and
environmental pollution, and is also a cause of f ires and explosions. The particle size distribution
and concentration determine the risks. The dust liberation property of disperse particle systems � so-
called powders � depends on a multitude of variables and also on the method and intensity of stress-
ing. The present paper describes practically all the dust measuring methods published in literature.
It also presents related particle sizing and counting techniques and systematically summarises the
integrated measurement methods.

* Rainer-Gruenter-Str. Geb. FF
D-4211g Wuppertal

† Accepted: June, 2003



that nano-sized particles are emitted during most
treatment processes [13]. 

Occupational safety as an example shows that the
evaluation of the dustiness potential during the han-
dling of disperse materials is of significant impor-
tance. If new materials are to be used, the expected
dustiness will be an important judgment criterion.

2. Aims and requirements 

The currently increased interest in dustiness esti-
mation is based on the involved fields of occupational
safety, health, hygiene, and fire and explosion preven-
tion. The reduction of the airborne dust load as early
as the planning phase of manufacturing processes
through improved estimation models is the principal
goal [5, 6]. This enables the reduction of secondary
measures such as extraction systems, provided the
technical requirements of the products are no obsta-
cle. 

Due to the integration nature of the total dust
method, conclusions about particle size distribution
are impossible. More appropriate methods will permit
conclusions about particle size distribution. Corre-
sponding requirements are, for example, standard-
ized in DIN EN 481 [14], which classifies inhaled
particles into 3 categories.

The penetration depth depends on the particles’
aerodynamic diameter. Fig. 1 displays the classifica-

tion of aerosols in the respiratory system, according
to occupational health criteria.

The characteristics of materials, especially the
physical ones, are often of increased interest. They
are related to the dwell time of the particles in the air
and their correlated particle mobility. Increasing par-
ticle mobility leads to a higher contamination risk. 

The correlation between material stressing and the
amount of emitted dust must be retraced by the mea-
surement methods. Basically, the acceptance of the
methods is increased through simple handling and
high reliability. Additionally important for the eco-
nomic aspects are versatility in use, easy handling,
fast and reliable results, and easy cleaning. High effi-
ciency leads to lower costs [16].

3. Historical methods of dustiness measurement

In the face of the variety of methods used for mea-
suring the dustiness capacity of materials, the choice
of appropriate apparatus is difficult.

Basic factors of choice are comparability to field
conditions and the kind of output data (loaded filter or
displayed results). 

The comparability of results of different methods is
often difficult because of the different time and kind
of stressing, as well as the means of evaluation and
sampling. By using modern particle measurement
techniques, conclusions about the particle size frac-
tion are possible. 

Early studies were made in 1922. Andreasen et al.
[17], for example, investigated the dustiness of 24
sample substances by using a single-drop apparatus
(Fig. 2). Additionally, they described the inf luence of
small particles on particle collectives and their capa-
bility of generating dust. Andreasen used a device
consisting of a modular-design dust chamber and two
fitted and sealed falling tubes. An iris is used as the
shutter. The sample is placed on the iris and covered
by a f lat-turned tray to seal the sample against the
inf luence of ambient air. Six metal slides are inserted
successively from bottom to top into the dust cham-
ber after the sample has been dropped.

The time interval of insertion is defined by a
metronome. After the test, the slides are weighed.
The height of the falling tube has not been docu-
mented.

ANSI/ATSM D547-41 standardized a modified
method to investigate the index of dustiness of coal
and coke. The initial method has been known since
1939 [18]. This method also uses the single-drop
dustiness technique (Fig. 3). The dust chamber is

8 KONA  No.21  (2003)
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Fig. 1    Classification of airborne aerosols according to occupa-
tional health criteria [15].



sealed after the sample (22.7 kg) has been placed on
the inserted upper slide. After drawing out the upper
slide abruptly, the sample drops into the bottom
drawer. Exactly 5 s later, both lower slides are
inserted quickly. The top slide is pulled out after two
minutes, the lower slide after 10 minutes. By weigh-
ing the two slides, a dust index is generated for
coarse and f loat dust.

4. Characterization of airborne dust

4.1. Filter samplers
Filter samplers consisting of filter housing and fil-

ter are used as a standard measurement method. The
whole airborne dust is collected in the filter, whereas
conclusions about the particle size distribution are
only possible by means of further measurement. 

Fractional sampling units are used for the fields of
occupational health and safety to deposit inhalable
and respirable dust fractions [19]. With the aid of
these techniques, non-conformity during further mea-
surement can be avoided.

4.2. Foams
Metal and polymer foams with defined pore sizes

are used alternatively [20]. The results are in accor-
dance with the demands of DIN EN 481 (Fig. 4).

4.3. Impactors
Impactors are often used to fractionally measure

the dustiness. They can easily replace filter samplers
in the test apparatus. Impactors can measure only low
particle concentrations. Therefore the dust-laden air
has to be diluted. The air velocity at the inlet has to
be adequate to prevent particle sedimentation. Other-
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Fig. 2    Single-drop dustiness apparatus used by Andreason. [17]
a. cover, b. iris, c. slides, d. modular casing, e. falling tube
part 1, f. falling tube part 2

Fig. 3    ANSI/ATSM D547-41 [18] standardized device to investi-
gate the dustiness index of coal and coke, a. cover, b.
upper slide (sample to be tested), c. stop watch, d. guides,
e. slide for coarse dust, e. slide for f loat dust, f. drawer

Sample a

b

c

e

d

a

d

c

b

e

f

g

Fig. 4    Classification of inhalable aerosols into health-related frac-
tions according to DIN EN 481
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wise, the particle size distribution alters. This prob-
lem is solved by isokinetic sampling combined with
dilution. The disadvantage of this method is difficult
handling, and time-consuming measurement and
cleaning [20].

4.4. Elutriators
These are rarely used units. Particle-laden air f lows

between several parallel plates. The distance between
the plates and the air velocity define the deposited
particle fraction [20].

4.5. Optical measurement methods
These methods are commonly used in single-drop

dustiness units. The dust concentration in the cham-
ber is assessed by reducing the intensity of a laser
beam. Additionally, some devices are able to analyse
particle size distribution [16, 21].

Alternatively, counted particles can be assigned to
equivalent defined particle sizes by analysing scat-
tered light signals. This method is only able to han-
dle low particle concentrations, causing inaccurate
results and more difficult handling.

Easy handling, short cleaning periods and, in par-
ticular, the ability to draw mass-correlated conclu-
sions, are the advantages of this method.

4.6. Further methods
Due to the increasing importance of nano-sized par-

ticles, further studies in this field are absolutely nec-
essary, thus requiring special techniques. During
earlier studies, TEOM systems proved reliable. The
implementation of otherwise approved methods such
as SMPS or APS systems needs to be studied exten-
sively (acronyms are explained in chapter 8).

5. Apparatus for measuring dustiness of 
disperse powders

5.1. Single-drop dustiness apparatus 
Usually, single-drop dustiness apparatus consists of

a dust chamber and a falling tube sealed off with a
shutter, as shown in Fig. 5. The sample is poured
into the funnel above the falling tube. By opening the
shutter brief ly, the sample falls through the falling
tube into the dust chamber and drops onto the bot-
tom, thus generating dust. The dust concentration is
assessed by the reduction of intensity of a laser beam.
The reduction opacity is transformed into the dust
index [22-43]. 

This concept using a dust chamber is not the only
one: The method according to DIN 55992 [4] as-

sesses the dust index inside the falling tube itself.
Another device marketed commercially in England
draws the generated dust onto a filter [23]. In this
case, the shutter is open to prevent low atmospheric
pressure in the dust chamber. Single-drop dustiness
units are laboratory devices which bring fast and reli-
able results. The measured dustiness index is usually
below those assessed by other methods [23].

Due to low mechanical stressing of the sample, it
can be assumed that the sample does not alter [20].
On the assumption that the particle movement during
sedimentation has reached a steady state, a statement
about the particle size distribution is possible. 

The height of drop varies between 0.5 m and 1 m,
some special devices going up to 3 m [24]. The sam-
ple mass varies between 5 g and 3 kg, usually be-
tween 30 g and 100 g. In most cases, the sample is
dropped suddenly in one load, whereas in some spe-
cial devices it is a continuous process, for example, by
means of a conveyor belt. 

For a single-drop dustiness apparatus, the variation
of the results during one sample row is higher than
with other methods [23]. 

During gravimetric measurement the amount of
total dust is one possible result. Adjusted techniques
allow conclusions to be made about certain fractions.
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Fig. 5    DIN 55992-2 [4] standardized single-drop dustiness appa-
ratus to generate a dustiness index of fillers and pigments,
a. funnel, b. shutter, c. falling tube, d. laser and detector, e.
suction connector, f. base plate with ejector

a

b

c

d

e

f



Optical measurement techniques enable the determi-
nation of the dustiness index function, allowing the
reduction of airborne dust to be plotted over time in a
graph and thus conclusions to be drawn about the
particle size. The arrangement of measurement units
has a considerable inf luence on the results. Higher
values are to be expected if the light shines through
the falling stream. By positioning the light beam to
the side of the falling stream, only the generated dust
is counted [26]. 

This measurement device has the advantage of
easy handling, simple construction and fast measure-
ment. Easy and fast cleaning, short time preparation
for further tests, and self-clean fittings [16] are also
an advantage. 

5.2. Rotating drum apparatus
The stressing of the sample in the air-f low drum is

similar to that of various rotating drum methods [44-
63]. Dust generated from the sample is transferred to
a measurement unit and collected by a filter or di-
rectly analysed. Lifter bars inside the drum prevent
the sample from getting stuck on the drum. Filters,
impactors and optical particle counters are used as
measurement units. It must be taken into account that
the air f low velocity is a determinating factor for the
particle size distribution and particle concentration.
Fig. 6 shows a typical test apparatus. 

Related to the pressure ratio in the drum, two tech-
niques can be distinguished, one with overpressure
and the other below atmospheric pressure.

5.3. Inverse-flow drop apparatus
By charging the sample over a longer period of

time, this method simulates continuous transfer [64,
74]. Sample transfer is possible via conveyor belt [64]
or conveyor worm [65]. 

The MRI Tester [45] charges the sample by means
of a tiltable beaker (Fig. 7). The filled beaker is tilted
continuously, the sample drops from a height of 25
cm onto the aluminum-foil-covered foam pad of the
dust chamber. The generated dust is transported by
an air stream that enters the tester through two side
baff les and exits it to the top. During this process,
larger particles are sifted out due to their higher set-
tling velocity. Depending on the aim of research, a
filter or an impactor is used. The use of optical mea-
surement units is not known in scientific literature.
The smallest possible settling particle is defined by
the air velocity. 

5.4. Gas fluidization dustiness tester
The fourth class of method for testing dustiness, as

schematically shown in Fig. 8, applies a gas f luidiza-
tion dustiness tester [75, 77]. This device often con-
sists of a vertical stainless steel cylinder and glass
modules. The sample is placed onto the sintered plate
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Fig. 6    The Warren Spring Laboratory, U.K. [23] rotating drum
tester, a. outlet, b. sampling unit, c. rotameter and air-f low
controller, d. gauge, e. pump, f. drive motor, g. driven
roller, h. inlet, i. drum

Fig. 7    “MRI-Tester” developed by C. Cowherd [69], a. filter, b.
vibrator, c. beaker, d. aluminum foil, e. foam pad, f. beaker
rotating mechanism, g. impactor
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at the lower end of the tester, where it is continuously
subjected to an upward air stream. Cohesive material
needs an agent in order to perform homogeneous f lu-
idization. Sand was chosen as the agent to perform a
homogeneous f luidization [76].

Particles with a low settling velocity are carried to
the upper outlet by an air stream. They are collected
by a filter [3], measured by an optical particle
counter, or analysed by a TEOM. Due to the high
energy input, agglomerates or pellets are destroyed. 

Therefore, gas f luidization dustiness testers are the
most stressing class of method for dustiness tests.
Due to collisions, inter-particle bonds between test
materials are destroyed. This intensive stressing of
the sample permits conclusions to be made about the
ability of generating dust for only a limited range of
application.

Additionally, the dustiness of a material depends on
material properties such as the density of material,
the form, and the particle size distribution [3, 78].
The dust index increases as the median diameter
decreases, as stated in the Sethi investigation [75, 76],
contradicting the model of Plinke [7].

5.5. Resuspension chamber
Visser [79, 80] studied the inf luence of air velocity

and air humidity on coal by means of a resuspension
chamber. The experimental set-up consisted of a con-
veyor belt, a rectangular wind tunnel and filter sam-
plers (Fig. 9). The conveyor belt is positioned
horizontally at 90 degrees to the main air stream.

The coal layer (0.08 m) is continuously supplied by
the conveyor belt and dropped through the air stream
into a container underneath the wind tunnel. The grille
separating the container from the wind tunnel pre-
vents the re-entry of dumped coal. A thin coal stream
is dispersed by the air stream in the wind tunnel, the
dust concentrations being measured downstream.

Nine equidistant squarely positioned samplers are
installed downstream. While horizontal in-line sam-
plers showed approximately equal dust concentration,
vertical in-line samplers detected different concentra-
tions. To permit visual evaluation, the tunnel consists
of glass modules.

5.6. Special designs
The methods of this group cannot be assigned

definitively to any one of the preceding groups. Some
of them are genuine special designs, others are com-
binations of preceding methods [81-84].

With the aid of two examples, these methods are
described in greater detail. The method developed by
the “Getreideforschungungsinstitut Potsdam” charac-
terizes the dustiness of f lour and bread improvers.
Especially in the baker’s trade, these dusts are re-
sponsible for most occupational diseases.

The device used is placed on a base plate (2.5 m
� 1 m), which is surrounded by 3 glass wall elements
(height: 0.6 m). The device is not covered.

The gas-particle mixture is generated by a dust dis-
perser. The dust disperser is positioned at the open
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Fig. 8    Gas f luidization tester designed by Sethi and Schneider
[75,76], generated data of PM 1, PM 2.5, PM 10 by TEOM,
a. optical particle counter, b. glass module, c. pressure
measurement taps, d. TEOM, e. cyclone, f. diluter

Fig. 9    Visser used a resuspension chamber [79], a. wind funnel,
b. covered conveyor belt, c. pitot tube, d. grille, e. dusti-
ness chamber, f. sampler
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end of the device. The gas-particle mixture is injected
at a height of 400 mm above the base plate. At a dis-
tance of 1.3 m from the dust disperser, samplers for
respirable and inhalable fractions are installed which
collect dust simultaneously, as shown in Fig. 10 [82].

In the course of a European research project, a
combination of a single-drop dustiness apparatus
and a rotating drum was developed [20]. This device
consists of a two-part drum connected to the oppo-
site sides of the chamber of a single-drop device
(Fig. 11).

Due to the modular system, the device can be used

as a single-drop tester, a rotating drum tester and as
a combination of both. Both devices are proven
designs. The inlet and outlet cones of the HSE/WSL
MK2 [3] are modified in order to assure laminar f low. 

The cone-shaped outlet causes the dust-laden air to
accelerate up to 4 cm/s. At the outlet, a measurement
unit is installed. The measurement unit consist of two
porous polyurethane foams and one filter.

This unit leads to sampling according to DIN EN
481 [14]. The drop unit was developed to be similar to
the Roaches dustiness drop tester [25]. This combina-
tion allows simulations of varying kinds of stressing,
for example conveying or filling. Polyurethane foams
are sensitive to moisture. Therefore, monitoring of
the humidity is necessary [20].

6. Dustiness measurement systematics

The multitude of introduced methods and the possi-
bility of combining them demonstrate the complexity
involved in selecting an appropriate method for dusti-
ness measurement.

Many manufacturers of powders and bulk materials
as well as institutes use their own measurement meth-
ods. The results of those methods are not comparable
or cannot be compared easily. Various fields of appli-
cation do not allow a uniform apparatus. 

For the future development of materials with re-
duced dustiness behavior, improved methods of simu-
lation will be necessary, whereby the interaction of
particulate matter and dustiness estimation needs
to be investigated to counter dust generation. Fig-
ure 12 displays a systematics about the methods
used and their combinations. 

In principle, a dustiness measurement of powders is
subdivided into four areas: sample application, sample
stressing, sampling, and analysis.

In the first three areas, the procedure can be dis-
continuous (e.g. single drop), continuous (e.g. contin-
uous drop), and intermittent (e.g. periodic drop). 

The selection depends on the kind of powder
stressing, the amount of liberated dust and the dust
fraction of interest.

To systematize all the methods needs more than a
plain list. These methods can be summarized, e.g. by
the kind of stressing, as done in this article, but it will
not be of general use. This special kind of gradation
does not permit reliable conclusions about the mea-
surement units used such as impactors, filters, or
TEOM [19, 55, 78, 85-101]. A useful systematic
scheme of all methods (including all combinations
and permutations) is still under construction.
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Fig. 10    The dustiness tunnel [82] suggested in DIN 33897-3 a.
sampler for inhalable dust fraction, b. sampler for res-
pirable dust fraction, c. compressor, d. disperser, e. dust
tunnel

Fig. 11    Combined HSL single-drop tester on the HSE/WSL MK2
rotating drum apparatus [20], a. falling tube with fitted
funnel, b. outlet, c. sampling point, d. inlet, e. divided
drum
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7. Conclusions

The present discussion on adequate measures to
permit meeting the dust limits for workplaces was ini-
tiated by the realization of the harmful effects of dust
as well as by the legal definitions for inhalable and
respirable particles.

Initial monitoring of the building industry made it
evident that about 40% of the samples taken were far
above legal limits [15]. 

Although meeting the legal limits is sometimes
hardly possible, further reduction of the limits is nec-
essary in order to meet the requirements of occupa-
tional health. This causes a contradiction in terms.
This conf lict proves the importance of preventative
measures against dust generation. The estimation of
dustiness is directly correlated to these preventative
measures.

Current methods permit the amount of liberated
dust to be estimated. But it is impossible to prove
direct correlations between the dustiness indices
assessed during different kinds of stressing. The
comparability of results of different methods is hardly
possible. As a conclusion, it does not seem sensible to
aim at one standardized method. 

The future development of low-dustiness materials
demands research on other characteristics. While the
inf luence of the moisture content on dust generation
has been scrutinized, other properties such as parti-
cle density and shape have not been considered suffi-
ciently. 

These stated problems will serve as a basis for
future research.

8. Explanations

Masterbatch For example, a coloring agent con-
centrate is called a masterbatch in
granular, paste or liquid form to ink
a natural-colored granulate.

Lost packages A hazardous material added to the
application by closed packing [102].

Inhalable dust Inhalable dust fraction according to
DIN EN 481 [102]

Respirable dust Respirable dust fraction according to
DIN EN 481 [102]

SMPS A Scanning Mobility Particle Sizer
measures particles with a mobility
diameter from 3 to 1000 nm. 

TEOM A Tapered Element Oscillating
Microbalance measures particle
concentrations according to PM-10,
PM-2.5, PM-1 and TSP in real time. 

APS An Aerodynamic Particle Sizer is
used to study particles with an aero-
dynamic diameter from 0.37 to 20 µm
in real time. 

TSP Total Suspended Particulate Matter
PM Particulate Matter
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1. Introduction

Filtration is the operation of separating a dispersed
phase of solid particles from a f luid by means of a fil-
ter medium which permits the passage of the f luid
but retains the particles. Filtration is probably one of
the oldest unit operation. The old forms of filtration
by straining through porous materials were described
by the earliest Chinese writers. A gravity filter used in
a chemical process industry was described in an
Egyptian papyrus which has its origin in about the
third century A. D.

In recent years, many developments have increased
the application of filtration. Filtration steps are re-
quired in many important processes and in widely
divergent industries. The importance of filtration
techniques has been emphasized by the increased
need for protection of the environment and by the
increasingly critical need for larger supplies of en-
ergy. Recently, membrane filtration of colloids has
become increasingly important in widely diversified
fields.

The appropriate control of both the filtration rate
and the rejection (or the transmission) of the par-
ticles and/or the macromolecules in the filtration
process is of great interest in both industry and acad-
emia. While there exist many factors inf luencing the
filtration behaviors [1], the underlying phenomena
are currently not well understood.

The filtration behaviors are strongly affected by the
properties of the filter cake formed by the accumula-
tion of the particles and/or the macromolecules on
the surface of the filter medium or the membrane [2].
Therefore, an understanding of the cake structure
can serve as a basis for clarifying the real mechanism
of cake filtration and membrane filtration. In this arti-
cle, role of filter cake in cake filtration and membrane
filtration is overviewed.

2. Experimental Testing Procedures

It is extremely important from both theoretical and
industrial viewpoints to develop simple and precise fil-
tration test methods. The most commonly used tests
are classified into three groups: vacuum filtration
tests, pressure filtration tests, and compression-per-
meability tests. Such overall filtration characteristics
as the average specific filtration resistance αav and
the average ratio m of wet to dry cake mass are mea-
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sured by conducting vacuum or pressure filtration
experiments. In general, αav is calculated by using
both the constant pressure filtration coefficient Kv

determined from the slope of the Ruth plots [3] and
the m-value. The value of m has almost invariably
been determined by weighing the filter cake before
and after the cake dries. However, visual determina-
tion of the end of filtration often leads to erroneous
values for m and also αav because of the indistinct
interface between the cake surface and the slurry.

The compression-permeability cell [4-6] is a device
in which a mechanical load is applied through a pis-
ton to a cake resting on a filter medium. Both overall
filtration characteristics and internal structures of the
filter cake are analyzed on the basis of experimental
data of the equilibrium porosity and the specific f low
resistance of the compressed cake in the compres-
sion-permeability cell. However, this technique may
be rather tedious and time-consuming for industrial
practice.

A simple alternative procedure recently developed
depends on measurement of the capillary suction
time (CST), utilizing the very small suction pressure
applied to the slurry by the capillary action of an
absorbent filter paper [7]. However, little attempt has
been made to determine filtration characteristics pre-
cisely and easily under relatively high filtration pres-
sure conditions.

A method has been developed for evaluating rigor-
ously the properties of the filter cake, such as the
average porosity εav and the average specific filtration
resistance αav [8]. It utilizes the sudden reduction in
filtration area of the cake surface. The specially de-
signed apparatus is schematically shown in Fig. 1.
A close-fitting cylinder with an inner diameter D of 4
cm is inserted in the cylindrical brass filter. Inserted
cylinders having heights h of 5, 10 and 15 mm are
used. A disk with a hole having a diameter Dh of 6
mm is placed on top of the inserted cylinder, and the
part below this constitutes the filter chamber.

Filter cake steadily builds up on the filter medium
as soon as the filtration process starts. The surface
area of the growing filter cake equals exactly the area
of the filter medium. At this first stage, on the as-
sumption of negligible medium resistance, the recip-
rocal filtration rate (dθ/dv) is represented by the
well-known Ruth equation for constant pressure filtra-
tion in the form [3]

� v (1)

where θ is the filtration time, v is the cumulative fil-

2
Kv

dq
dv

trate volume collected per unit effective medium area,
and Kv is the Ruth coefficient of constant pressure fil-
tration defined by

Kv� (2)

where p is the applied filtration pressure, s is the
mass fraction of solids in the slurry, µ is the viscosity
of the filtrate, and ρ is the density of the filtrate.

Once the filter cake builds up to the underside of
the disk, the subsequent filter cake can form only
inside the hole in the disk. Consequently, the filtra-
tion area of the cake surface is reduced suddenly, and
the filtration rate decreases markedly in accord with
the decrease in formation rate of the filter cake. After
the filtrate volume v is beyond the critical volume vt at
the transition point, the reciprocal filtration rate
(dθ/dv) vs. v deviates remarkably from the relation
represented by Eq. (1).

From the value of vt, the average porosity εav of the
filter cake can be calculated using an overall mass bal-
ance of dead-end filtration, to give

εav� (3)

where ρs is the true density of solids. The ratio m of
wet to dry cake mass in Eq. (2) is related to the aver-
age porosity εav of the filter cake by

rsh(1�s)�rsvt

rsh(1�s)�rsh

2p(1�ms)
mrsaav
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Fig. 1    Schematic diagram of filtration apparatus having sudden
reduction in its filtration area.
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m�1� (4)

Thus, the average specific filtration resistance αav can
be evaluated accurately from Eqs. (1), (2), and (4) by
using the slope of the plot of dθ/dv against v and the
value of m.

The values of m and αav obtained by this method
can be predicted by using the compression-perme-
ability cell data. On the basis of the compressible
cake filtration model [9, 10], the distributions of the
local porosity ε and the local specific filtration resis-
tance a and the apparent liquid velocity u relative to
solids in the filter cake can be estimated by using the
compression-permeability cell data in the form of e
and a as functions of the local solid compressive pres-
sure ps. Consequently, the values of m and aav can be
calculated from Eqs. (5) and (6), respectively.

m�1� (5)

aav��
0

1� �d � �· (6)

where w is the net solid volume per unit medium area
lying from the medium up to an arbitrary position in
the cake, w 0 is the net solid volume of the entire cake
per unit medium area, and u1 is the filtration velocity.
The quantity pm is the pressure loss through the filter
medium, and can be neglected in this article.

In Fig. 2, the results obtained with the setup shown
in Fig. 1 are plotted in the form of the reciprocal f low
rate (dq/dv) vs. the filtrate volume v per unit medium
area. In the first stage of the operation, each curve
yields a straight line in accordance with Eq. (1). As
soon as the cake builds up to the underside of the
disk with the hole, the value of dq/dv increases re-
markably.

The value of m can be calculated from Eqs. (3) and
(4) by using the values of the thickness h of the filter
chamber and the filtrate volume vt at the transition
point determined from Fig. 2. In Fig. 3, m is plotted
with respect to the filtration pressure p. The value of
m decreases with pressure. The experimental results
are fairly consistent with the calculations based on the
compression-permeability cell data. The discrepancy
in the low-pressure region may be due to the inf lu-
ence of sedimentation, which becomes important in
the case of small formation rate of the cake. For com-

p�pm

�
0

p�pm

aN
1 dps

w
w0

u
u1

r�
0

1
ed�w0N

w �
rs�

0

1
(1�e)d�w0N

w �

reav

rs(1�eav)

parison, the values of m determined by the conven-
tional method of weighing the filter cake before and
after being dried are also included in the same figure.
The values thus obtained are rather large compared
with the calculations because of the indistinct inter-
face between the cake surface and the slurry. In
Fig. 4, aav is plotted against pressure p. The resis-

KONA  No.21  (2003) 21

6

5

4

3

2

1

0
0 0.5

v [cm]

dθ
/d

v 
[s

/c
m

]

1.0 1.5

�103

KOREAN KAOLIN
s�0.393
h�1 cm
     p�98 kPa
     p�196
     p�294
     p�392

TRANSITION POINT

Fig. 2    Relation between reciprocal filtration rate and filtrate vol-
ume per unit medium area for various applied filtration
pressures.

0 100 200 300 400

1.7

1.6

1.5

1.4

p [kPa]

m
 [

�
]

KOREAN KAOLIN
s�0.393

THIS METHOD
CONVENTIONAL METHOD
C-P CELL DATA

Fig. 3    Relation between ratio of wet to dry cake mass and filtra-
tion pressure.



tance aav increases with pressure. The experimental
results obtained by this method are fairly consistent
with the calculations, whereas the results obtained
by the conventional method show poor agreement
because of incorrect values of m. It is demonstrated
from the results of Figs. 3 and 4 that this method is
more accurate compared with the conventional one.

3. Compressible Cake Filtration Model

The compressible cake filtration model [9, 10] is
used to evaluate such internal quantities as the solid
concentration, the compressive pressure acting on
the solids and the local specific filtration resistance
within the filter cake exhibiting compressible behav-
ior. The build-up of the filter cake increases the
hydraulic resistance to f low, thereby reducing the fil-
tration rate. Basically, the compressible cake filtration
model can evaluate the reduction of the filtration rate
due to the increase in the hydraulic resistance caused
by the filter cake.

According to the compressible cake filtration mod-
el, the filtration rate J (�dv/dq) in dead-end filtration
with negligible medium resistance compared with the
resistance of the filter cake is represented by [3]

J� (7)

where w0 is the net mass of deposited solids per unit
effective medium area. By accounting for the effects
of non-homogeneity and compressibility of the filter
cake, the apparent solvent velocity Jω relative to solids
at an arbitrary position w in the filter cake can be

p
maavw

described by [11]

Jw�� · (8)

On the assumption that the solvent velocity Jω is con-
stant throughout the entire cake, on the basis of Eqs.
(7) and (8), one obtains [11]

�1� (9)

a� (10)

e�eav �1� � (11)

where w 0 (�w0/rs) is the net solid volume of the
entire filter cake per unit effective medium area, and
e (�e/(1�e)) is the local void ratio. Therefore, if the
average specific filtration resistance aav and the aver-
age void ratio eav (�eav/(1�eav)) of the filter cake are
represented as functions of the applied filtration pres-
sure p, then the variations of the local solid compres-
sive pressure ps, the local specific filtration resistance
a and the local void ratio e with w can be evaluated
from Eqs. (9)�(11). Thus, the variation of the mass
fraction c of the solid in the filter cake with the dis-
tance x from the medium surface can be also calcu-
lated from the result of e versus w.

For a practical standpoint, the following empirical
functions of ps may be convenient for simplified evalu-
ations of filtration characteristic values [12, 13].

a�a1ps
n (12)

e�E0�Cc ln ps (13)

where a1, n, E0, and Cc are the empirical constants.
With the aid of Eqs. (12) and (13), Eqs. (9)�(11) can
be written as [11]

��1� � (14)

aav�a1(1�n)pn (15)

eav�E0� �Cc ln p (16)

On the basis of the model of solutions in which the

Cc

1�n

1
1�nw

w0

ps

p

NNd(ln p)
d( ln eav)

1�NNd(ln p)
d( ln aav)

aav

1�NNd(ln p)
d( ln αav)

�
0

ps

aN
dps

�
0

p

aN
dps

w
w0

∂ps

∂w
1

mars

22 KONA  No.21  (2003)

0 100 200 300 400

10

8

6

4

2

0

p [kPa]

α a
v [

cm
/g

]

KOREAN KAOLIN
s�0.393

THIS METHOD
CONVENTIONAL METHOD
C-P CELL DATA

�1011

Fig. 4    Relation between average specific filtration resistance and
applied filtration pressure.



macromolecules appear as solid particles [14], it is
assumed that the model which has been employed in
filtration of particulate suspensions can be applied to
the f low of solvent through the filter cake in ultra-
filtration of the solution. In Fig. 5, the average spe-
cific filtration resistance aav and the average void ratio
eav of the filter cake in protein ultrafiltration measured
with a filter which has a sudden reduction in its filtra-
tion area are plotted as functions of the filtration pres-
sure p [15]. The macrosolute used in the experiments
was bovine serum albumin (BSA) with a molecular
weight of 67,000 Da and with an isoelectric point of
4.9. Increasing the filtration pressure causes a reduc-
tion in the void ratio of the filter cake, leading to an
increase of the specific filtration resistance. It is
apparent that eav around the isoelectric point (pH 4.9)
is much smaller than that at pH 7.0. The two types of
plots show a linear relationship over the entire range
of data in accordance with Eqs. (15) and (16), respec-
tively. The parameters a1 and n in Eq. (12) can be cal-
culated by fitting Eq. (15) to the logarithmic plot of
aav vs. p. The value of E0 and Cc in Eq. (13) can be
obtained from a plot of eav vs. ln p in accordance with
Eq. (16), using the predetermined n value. The distri-
butions of ps within the filter cake can be obtained
from Eq. (14). With the aid of Eq. (14), Eqs. (12) and
(13) provide the distributions of a and e within the fil-
ter cake, respectively.

The variations of the local solute compressive pres-
sure ps and the local specific filtration resistance a
across the filter cake for different values of the filtrate

volume v calculated from Eqs. (14) and (12) are illus-
trated in Figs. 6 and 7, respectively [16]. The dis-
tance x from the membrane surface in the figures
may be calculated from w by

� · (17)
w
w0

1�eav,w

1�eav

x
L
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where eav,ω is the average void ratio from the mem-
brane surface to the distance w from the membrane.
The thickness L of the protein filter cake is expressed
based on the material balance as

L� v (18)

As shown in the figure, high specific filtration resis-
tance can be obtained although the porosity in the
cake is not so small [2, 17]. The figure obviously
demonstrates that both ps and a decrease with the
distance x. As the filtrate volume v increases, ps and a
increase. The solute compressive pressure at the sur-
face of the protein filter cake is essentially zero as no
drag on the solutes has developed. The frictional drag
on each solute adds to the drag on the previous
solutes as the solvent passes frictionally along the
solutes in the compressible filter cake. Consequently,
the net compressive pressure increases as the mem-
brane surface is approached, resulting in the increas-
ing resistance to f low. At the interface of the filter
cake and the membrane, ps has risen to its maximum
value and is equal to the applied filtration pressure p
for the negligible membrane resistance. Therefore,
the protein filter cake tends to have a much more
compact structure at the membrane exhibiting a large
resistance to f low in comparison to a relatively loose
condition at the surface because the cake is com-
pressible. In the compressible filter cake formed by
ultrafiltration of BSA solutions, it is demonstrated that
a pronounced variation of characteristic values of the
filter cake can be seen. This is in agreement with the
results obtained for filtration of particulate suspen-
sions [9, 18].

The local mass fraction c of the solute in the filter
cake may be calculated from the local void ratio e in
the form

c� (19)

Thus, the concentration distributions in the protein
filter cake may be predicted from Eqs. (13), (14),
(17)�(19).

4. Analysis of Ultrafiltration Behaviors Based
on Ultracentrifugation Experiment

The f lux decline and the cake structure in ultra-
filtration of protein solutions can be evaluated from
analytical ultracentrifugation experiments [15, 19, 20].
The experiments were performed in a Hitachi Model
282 ultracentrifuge equipped with an optical system.

rs

rs�re

rs(1�eav)
rs(1�s)�rseav

The rotor speed ranged from 45,000 to 60,000 min�1.
The distributions of the concentration, the concentra-
tion gradient, and the refractive index gradient of the
solutions in a 1.5 mm double-sector centerpiece were
measured over time using both the ultraviolet scan-
ner absorption system and Schlieren optics. In the
sedimentation velocity experiment, the sedimentation
velocity was determined from the displacement of the
sedimentation boundary. In the high-speed sedimen-
tation equilibrium experiment, the equilibrium thick-
ness of the sediment of macromolecular solutes was
measured after equilibrium was reached at a constant
rotor speed.

At relatively high solution concentrations, there is
an analogy between the sedimentation of a macromol-
ecule in a solvent and the permeation of a solvent
through the filter cake of macromolecules. The local
specific f low resistance a can be calculated as [15, 19]

a� � (20)

where ri is the radial distance of the sedimentation
boundary from the center of rotation, W is the angu-
lar velocity of the rotor, v0 is the sedimentation veloc-
ity, and S is the sedimentation coefficient.

Thus, the relation between a and the volume frac-
tion (1�e) of the solute may be written as [15, 19, 21]

(1/a)1/4.65�� �
1/4.65

{1�Ch(1�e)} (21)

where df is the average equivalent spherical diameter
of solutes, Ch is the ratio of the volume of the hydrous
protein molecule to volume of anhydrous protein mol-
ecule, and e is the porosity of the solution.

Figure 8 shows the permeability data obtained by
measuring the sedimentation velocities for a number
of different solution concentrations. The plots are vir-
tually linear as would be expected from Eq. (21). It is
apparent that a around the isoelectric point is much
smaller than that at pH 7 with the same solution con-
centration. On the other hand, the average specific fil-
tration resistance aav of the cake in the ultrafiltration
of BSA solutions reaches a definite maximum around
the isoelectric point [2]. In order to account for this
discrepancy, a high-speed sedimentation equilibrium
experiment was conducted.

If the local solute concentration of the cake formed
in ultrafiltration is known, then the specific f low resis-
tance a of the cake can be evaluated by using the per-
meability data. Therefore, it is necessary to evaluate
the local solute concentration of the cake. We thus
determined the compression data representing the

rsdf
2

18Ch

rs�r
mrsS

(rs�r)r iΩ2

mrsv0
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relation between the local porosity e and the local
solute compressive pressure ps from high-speed sedi-
mentation equilibrium experiments. If e is related to
ps by Eq. (22), the equilibrium thickness (R�rs) of the
sediment is related to the centrifugal acceleration
RW 2 by Eq. (23) [15, 19, 22].

1�e�Eps
b ps�psi (22)

R�rs� {(rs�r)RΩ2}�b (23)

where R is the distance from the center of rotation to
the bottom of the sediment, rs is the distance from the
center of rotation to the surface of the sediment, w 0 is
the net solute volume of the entire sediment per unit
cross-sectional area, and E and b are the empirical
constants. Below psi, e is assumed to be constant, and
is equal to the porosity at pressure psi.

Figure 9 represents the logarithmic plot of the
equilibrium thickness (R�rs) of the sediment against
the centrifugal acceleration RW2. The plot shows a
linear relationship in accordance with Eq. (23). It is
interesting to note that the sediment at the isoelectric
point is much more compact than that at pH 7
because the BSA molecule carries no net charge at
the isoelectric point. Therefore, it would be expected
that in protein ultrafiltration a compact filter cake
forms around the isoelectric point. The relation be-
tween e and ps can be determined from the plot in the

w 0
1�b

E(1�b)

figure using Eqs. (22) and (23). On the basis of these
relations, the variations of the filtration rate in ultra-
filtration of protein solutions can be determined from
the compressible cake filtration model [2, 9, 15].

In Fig. 10, the results of unstirred dead-end ultra-
filtration are plotted in the form of the reciprocal fil-
tration rate (dq/dv) versus the filtrate volume v per
unit membrane area. The filtration rate around the
isoelectric point is much smaller than that at pH 7.
The solid lines indicate the theoretical predictions
based on the compression-permeability data obtained
in analytical ultracentrifugation. The experimental
data are in relatively good agreement with the theory,
indicating that the compressible cake filtration model
accurately describes the ultrafiltration behavior.

Figure 11 shows the variations of the mass fraction
c of the solute across the cake calculated on the basis
of the ultracentrifugation data. In the compressible
cake resistance model, the solutes deposited on the
membrane are treated as the cake, and it is attributed
to the hydraulic barrier. The cake tends to have a
much more compact structure at the membrane in
comparison to a relatively loose condition at the sur-
face because the cake is compressible. Of consid-
erable practical interest is that this result is in
agreement with that obtained for cake filtration of par-
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ticulate suspensions [23]. A much more compact fil-
ter cake exhibiting a large resistance to f low may
form around the isoelectric point than that which
forms at pH 7. Consequently, the filtration rate at the
isoelectric point becomes lower than that at pH 7.

5. Measurement of Concentration Distribution
in Filter Cake of Ultrafiltration

A variety of theoretical models describing the foul-
ing phenomenon during ultrafiltration quantitatively
have been developed: the gel polarization model [24-
26]; the osmotic pressure model [27-29]; the bound-
ary layer model [30, 31]; and the cake filtration model
[32-34]. Although a significant amount of research
has been conducted to better understand the dynam-
ics of ultrafiltration, the real mechanism of separation
remains incompletely understood.

The compressible cake filtration model has been
widely used to describe filtration behaviors of particu-
late suspensions [9]. Recently, some authors prefer to
use the compressible cake filtration model to explain
the mechanism of ultrafiltration [2, 15, 35], and it has
the potential for analyzing the membrane fouling dur-
ing ultrafiltration. The filtration f lux rate during dead-
end ultrafiltration of bovine serum albumin (BSA)
solutions could be well evaluated by use of the ultra-
centrifugation data on the basis of the compressible
cake filtration model [19]. The model regards a stag-
nant filter cake on the membrane as the structural
assemblage of “particulate” solutes. In this model,
highly resistant filter cake of excluded protein mole-
cules accumulated in front of the membrane surface
forms, and the filter cake acts as an additional hy-
draulic resistance to f low in conjunction with that
provided by the membrane, thereby reducing the fil-
tration f lux rate. The model also takes the compress-
ibility of the filter cake into account. Therefore, an
understanding of the properties of the filter cake
formed by the accumulation of the protein molecules
on the membrane can serve as a basis for clarifying
the real mechanism of ultrafiltration.

Several approaches have been developed for mea-
suring the average value of the porosity in the filter
cake formed on the membrane surface in ultrafiltra-
tion of protein solutions. Nakao et al. [36] measured
the gel concentration by scraping a thin layer of
deposited material from the surface of a tubular mem-
brane in ovalbumin ultrafiltration. Iritani et al. [2]
used a batchwise filter device which had a sudden
reduction in its filtration area to determine the aver-
age porosity of the BSA cake. Also, in more recent
work by Nakakura et al. [35], the porosity was ob-
tained from the measurement of the electric conduc-
tivity within the filter cake during ultrafiltration of
BSA solutions. It is, however, crucial to measure the
porosity distribution since the filter cake formed on
the membrane during ultrafiltration is extremely thin
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in general.
Relatively few investigators have measured concen-

tration distributions within the protein layer accumu-
lated on the membrane during ultrafiltration. Vilker et
al. [29] used an optical shadowgraph technique to
measure the concentration gradient within the polar-
ized layer on the membrane during unstirred dead-
end ultrafiltration of BSA solutions. McDonogh et al.
[37] reported the variation with time of concentration
in the polarized layer on the membrane during ul-
trafiltration of BSA and Dextran Blue solutions using
the electronic diode array microscope. Gowman and
Ethier [38] used an automated, laser-based refrac-
tometric experimental technique for the measure-
ment of concentration and concentration gradient
in the concentration polarization layer during dead-
end ultrafiltration of the biopolymer hyaluronan.
Fernández-Torres et al. [39] obtained the evolution of
concentration profiles during BSA ultrafiltration in an
unstirred cell using the technique of holographic
interferometry. Their results demonstrated that a fil-
ter cake was actually formed during BSA ultrafiltra-
tion. Although these non-destructive methods have
the enormous advantage, they are technically com-
plex and expensive.

A potential method has been explored for measur-
ing the concentration distributions in the filter cake
using the principle of the inclined ultrafiltration [40,
41], where the membrane was inclined and a large
amount of filter cake was formed. The concentration
distributions in the filter cake were measured after
downward ultrafiltration was performed in the wake
of inclined ultrafiltration. This destructive method is
simple, and inexpensive.

The f lowing behaviors of filter cake have been
observed, as depicted in Fig. 12 schematically. It was
clarified that the filter cake formed mainly on the
lower part of the membrane surface due to the effect
of gravity during inclined ultrafiltration, as shown in
Fig. 12(a) [40]. The same phenomenon cannot be
observed in downward dead-end ultrafiltration. Once
downward ultrafiltration was conducted after inclined
ultrafiltration, the filter cake was spread over the
membrane surface, as shown in Fig. 12(b) [41].

In Fig. 13, the f lux decline behaviors in various fil-
tration modes are plotted in the form of the reciprocal
filtration rate 1/J (�dq/dv) versus the cumulative fil-
trate volume v collected per unit effective membrane
area, which is well known as the Ruth plot [3] in the
ordinary cake filtration. For conventional downward
dead-end ultrafiltration (y�0), the filtration rate de-
clines gradually due to the build-up of a BSA cake
as filtration proceeds. The angle y represents the
angle between the filtrate f low and the direction of
gravity. The plot is virtually linear throughout the
course of filtration in accordance with the Ruth filtra-
tion rate equation (1) [3] with negligible membrane
resistance compared with the filter cake resistance.
In contrast, in inclined ultrafiltration (y�p/3 rad), the
filtration rate becomes remarkably high because the
filtrate passes through the upper part of the mem-
brane which is less resistant. Furthermore, once
downward ultrafiltration was conducted after inclined
ultrafiltration, the filtration rate dramatically
decreased because of the remarkable increase of the
total filtration resistance. Surprisingly, the value of 1/J
in this case lies on the extension line in ordinary
downward ultrafiltration, as shown in the figure. This
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result supports that the structure of the filter cake
formed on the membrane such as the concentration
distributions is almost the same between both opera-
tions.

In Fig. 14, the mass fraction c of BSA on the mem-
brane measured after changing the angle y from p/3
rad to zero is plotted against distance x from the mem-

brane surface for the different values of the filtrate
volume v collected until inclined ultrafiltration was
switched to the downward mode. The profiles in this
figure may be considered to be similar to those in
ordinary downward ultrafiltration, as expected from
the results of f lux decline behaviors shown in
Fig. 13. The filter cake which was thicker than 1 cm
was formed at the filtrate volume of 20 cm. It is very
difficult to obtain such a thick cake as this from down-
ward dead-end ultrafiltration. The solid lines on the
figure indicate the theoretical predictions based on a
compressible cake filtration model. In the compress-
ible cake filtration model, the concentration distri-
butions of the solutes deposited on the membrane
treated as the filter cake act as the hydraulic barrier.
The pressure gradient on the liquid passing through
the solute varies, and the porosity in the cake is not
constant [42]. The figure distinctly demonstrates that
there exists a concentration distribution within the fil-
ter cake formed on the membrane. The concentration
c has a maximum at the membrane surface (x�0) and
decreases markedly with the increase of x, which
shows the same trend as that observed for the cake
filtration of particulate suspensions [9, 18]. It was ver-
ified that the solutes forming the cake are compact
and dry at the membrane whereas the surface layer is
in a wet and soupy condition. It was also found that
the thickness of the filter cake formed on the mem-
brane increases as filtration proceeds.

6. Role of Solution Environment in Properties
of Filter Cake

Cake filtration of suspensions of solid particles in
aqueous solutions is frequently encountered in widely
diversified fields. In cake filtration, the nature of the
cake formed upon the medium surface during filtra-
tion will govern the filtration rate of the remaining
suspension. For fine particle suspensions, colloidal
forces control the nature of the filter cake. Colloidal
forces arise from interaction between the suspended
particles. The two main colloidal forces are the attrac-
tive van der Waals forces which originate from f luc-
tuating dipoles as a result of the motions of outer
electrons on the interacting particles and the repul-
sive electrostatic forces due to the presence of like
charges on the particles and a dielectric medium.
Whilst for a given system the van der Waals forces
are essentially constant, the electrostatic forces will
vary with the surface charge of the suspended parti-
cles, which varies with the solution environment.
Therefore, the filtration behaviors of the colloids are
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affected significantly by the solution properties, in-
cluding pH and electrolyte strength. Considerable
work has been published on the effects of the solution
environment on the filtration behaviors [43-52].

Figure 15 shows the average specific filtration re-
sistance aav and the average porosity eav of the filter
cake formed in particulate microfiltration at different
values of pH under otherwise identical filtration con-
ditions [53]. The particles used in the experiments
was titanium dioxide of the rutile form with an origi-
nal mean specific surface area size of 0.47 µm and
with an isoelectric point of 8.1. It should be noted that
the resistance aav is a measure of the filtrability of the
suspensions. A larger aav causes a smaller filtration
rate. It can be seen that aav goes through a minimum
around the isoelectric point. Thus, the largest filtra-
tion rate can be obtained when the particle carries no
charge. Tarleton and Wakeman [49] reported similar
results for crossf low microfiltration of anatase sus-
pension. However, this result is in sharp contrast to
that obtained in protein ultrafiltration [2, 54]. It is
clear that eav is much larger near the isoelectric pH.
Since the titanium dioxide particles are hydrophobic
colloids, they are destabilized around the isoelectric
point where the van der Waals attraction is more dom-
inant. Consequently, the particles will tend to come
together, i.e. to f locculate, and the very porous f locs
are then formed. Thus, it is speculated that the filter
cake formed from such porous f locs has often loose
and wet structures. On the other hand, the filter cake
becomes compact and dry when the particle carries

the charge. Since the most loose filter cake forms
around the isoelectric pH, the filter cake is most per-
meable. Thus aav is much smaller near the isoelectric
point.

It is interesting to note that the results in protein
ultrafiltration had a distinctly different behavior. In
protein ultrafiltration of BSA solution, the filter cake
is in its most compact state around the isoelectric
point [2, 54], as shown in Fig. 16. Since the BSA mol-
ecules are hydrophilic colloids, their stability in the
solution would appear to be inf luenced not only by
the presence of a surface charge on the protein but
also by hydration of the surface layers of the protein.
The BSA molecules, because of hydrated layers sur-
rounding them, are not destabilized by such consider-
ations as depression of the electrical double layer.
Thus, the BSA molecules have water bound to them
even around the isoelectric point. The hydrophilic
BSA molecules maintain a dispersed state in the solu-
tion due to hydration of the surface layers of the pro-
tein even around the isoelectric point. When a BSA
molecule acquires a charge, the filter cake becomes
loose and wet due to electrostatic repulsion between
the charged BSA molecules. This contrasts to the
compact filter cake around the isoelectric point. The
average specific filtration resistance aav has a definite
maximum around the isoelectric point since a com-
pact filter cake provides a large hydraulic f low resis-
tance.

Charge effects are weakened in the presence of
solids. In Fig. 17, the average porosity eav of the filter
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cake formed in particulate microfiltration is plotted
against absolute values of zeta potentials. This figure
shows a close relation between eav and the zeta poten-
tial. It is surprising that the plots can be represented
by a unique curve irrespective of the sign of the zeta
potential. The cake porosity increases with decreas-
ing zeta potential. The porosity remains constant in
the range of the zeta potential below ca. 20 mV. As the
zeta potential decreases, the electrostatic repulsion
decreases and thus the porous f loc forms. Therefore,
the average porosity of the filter cake increases. The
repulsive force that stems from the overlapping of the
electric double layers, depends on the presence or
absence of ionized salt in suspension. The repulsive
force is less effective at higher ion concentrations and
cannot counteract the van der Waals attraction, and so
the solution f locculates. Therefore, it is conceivable
that the filtration rate is markedly inf luenced not only
by the solution pH but also by the solution ionic
strength. The result for the NaCl concentration of 200
mol/m3 at pH 10.5 is shown in the figure. The magni-
tude of the zeta potential decreased remarkably as a
result of the addition of NaCl compared with that for
the NaCl concentration of 0.2 mol/m3 at the same pH.
The average porosity eav of the filter cake is aug-
mented markedly by the addition of salt. This is
because the addition of salt destabilizes the suspen-
sion by reducing the double layer repulsion between
rutile particles. It should be emphasized that the plot
for the NaCl concentration of 200 mol/m3 lies on the
unique curve.

7. Properties of Filter Cake Composed of 
Mixtures

Especially when two types of particles which may
be membrane foulants in combination are present in
the feed f luid, the situation becomes more complex.
The filtration behaviors can be strongly affected by
the nature of the interaction between the dissimilar
components.

The variations of the filtration rate with time and
the properties of the filter cake were examined for
microfiltration of binary mixtures of fine particles
[55]. The average porosity in the filter cake of the
binary particulate mixtures was explained well by the
mixture packing model in which small particles fill
the voids between large particles. Further, the aver-
age specific filtration resistance of the binary mix-
tures was well evaluated on the basis of the additive
law of the effective specific surface area. However, in
most of published works on filtration of binary partic-
ulate mixtures [56, 57], the effects of the physico-
chemical factors such as the pH and salt concentra-
tion on the filtration performance have received little
or no attention.

Properties of a filter cake formed in dead-end
microfiltration were examined using binary particu-
late mixtures of titanium dioxide and silicon dioxide
having the different values of the isoelectric point for
each material [58]. The original surface mean diame-
ter of silicon dioxide is 0.92 µm. The silicon dioxide
particle has negative charge because it contains only
dissociable group of one type, the silanol groups
SiOH. In Fig. 18, the average specific filtration resis-
tance aav and the average porosity eav of the filter
cake at pH 4.5 are shown against the mixing ratio
(st/s) of particles, where st is the mass fraction of tita-
nium dioxide particles in the bulk suspension, and
the total mass fraction s of particles is kept constant.
It is immediately obvious that aav tends to become
smaller in a mixed system of two components in com-
parison with a single component system. A smaller
specific filtration resistance was generally caused by a
larger cake porosity. At this pH value, a titanium diox-
ide has a positive electrical charge, whilst a silicon
dioxide is electronegative. For the single component
suspension, the particles are likely to be well dis-
persed by repulsive electrostatic forces, and form
cakes of higher resistance during filtration. However,
the particles in mixed suspension come together due
to heterocoagulation associated with a coulombic
attractive force and the London-van der Waals force,
and the very porous f locs are formed prior to deposi-
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tion. Thus, the coagulated colloids form highly per-
meable filter cakes, minimizing decreases in the fil-
tration rate. For reference, the calculations based on
the additive law on the specific volume and the effec-
tive specific surface area are shown as the dotted
lines [56]. It is obvious that the effect of the surface
charge of the particles on the cake properties should
be considered.

It is of significance to compare the results with
those obtained in dead-end ultrafiltration of the mixed
protein solutions. It was observed that the results
obtained with protein ultrafiltration were in sharp con-
trast to those with particulate microfiltration [17].
The properties of the cake formed on the retentive
membranes in dead-end ultrafiltration of binary pro-
tein mixtures have been studied by using a mixture
of the two proteins BSA and egg white lysozyme.
The molecular weight and the isoelectric point of
lysozyme are 14,300 Da and 11.0, respectively. In
Fig. 19, the properties of the filter cake at pH 6.9 are
shown against the mixture ratio of the proteins,
where sb is the mass fraction of BSA in the solution,
and the total mass fraction s of solutes is kept con-
stant. Of particular importance is the surprising result
that the porosity eav shows a distinct minimum. In the
case of the single solute solutions, the average poros-
ity is relatively large, since only an electrostatic repul-
sive force acts between the solutes. In contrast, in the
mixed protein solutions, the BSA and lysozyme mole-
cules are oppositely charged at pH 6.9. Therefore, the

average porosity of the cake decreases markedly by
adding the other protein to the single protein solution
because of a higher attraction between solutes. The
decrease of the porosity eav roughly corresponds to
the increase of the resistance aav. The resistance
shows a definite maximum at the mixing ratio of
about 0.6 because the most compact cake forms at
that mixing ratio. Since the protein molecules are
hydrophilic colloids, their stability in the solution is
inf luenced not only by the presence of a surface
charge on the protein but also by hydration of the sur-
face layers of the protein. Even in the pH range where
the two protein molecules have opposite electrical
charges, protein molecules are well dispersed in the
solution due to hydration of the protein. Conse-
quently, the mixed protein cake becomes compact
because of the attractive force associated with oppo-
sitely charged solutes.

In microfiltration of binary particulate mixtures, the
effects of adding electrolyte on aav and eav at two dif-
ferent pH values are shown in Fig. 20. The addition
of salts leads to a decrease of the zeta potential
because of a less extensive electrical double layer. It
is observed that at pH 4.5 aav increases and eav

decreases slightly, but discernibly with the increase
of the salt concentration. The result is explained by
assuming that the coulombic attractive force between
the particles decreases due to a decrease of the zeta
potential, and as a result the effect of heterocoagula-
tion is weakened. At pH 9.6, it is found that aav
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decreases and eav increases markedly with increasing
NaCl concentration. At this pH, the repulsive force
that stems from the overlapping of the electric double
layers, is reduced because of the charge-shielding
due to the presence of salts, and consequently parti-
cles tend to aggregate [59]. Thus, the cakes formed
are more open and have a lower resistance to f low.

In Fig. 21, the profiles of the average specific fil-

tration resistance aav obtained in dead-end ultrafiltra-
tion of titanium dioxide suspensions containing BSA
molecules using 10 kDa membranes are illustrated
for various pH values against the mass ratio (sb/s) of
BSA to the net colloids. At pH 4.2 and 5.1, the value of
aav increases with an increase of the mass fraction of
BSA. This is because the specific resistance aav of
BSA is significantly larger than that of titanium diox-
ide. At pH 6.0, however, in the range of quite small
BSA fractions aav tends to become smaller than that
of the cake composed of titanium dioxide alone (sb/s
�0). The result is perhaps surprising when one con-
siders the high specific resistance of BSA. At pH 6.0
the positive charge of the titanium dioxide particle is
cancelled by the adsorption of negatively charged
BSA molecules. The f locculation of titanium dioxide
therefore occurs due to a marked decrease of the zeta
potential of the complex of titanium dioxide particles
and BSA molecules. This brings about the specific
behavior of aav at pH 6.0.

The average specific filtration resistance aav for dif-
ferent concentrations of sodium chloride is plotted in
Fig. 22 against the mass ratio of BSA to the net col-
loids. The value of aav decreases markedly by the
addition of an appropriate volume of sodium chloride
and BSA. This is due to charge-shielding of both par-
ticles and proteins caused by the presence of the
salts, thus reducing the electrostatic repulsion be-
tween titanium dioxide and BSA.
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8. Fractionation of Mixtures by Filtration

Solute/solute interaction plays an important role in
both the filtration rate and the solute rejection when
two or more proteins are ultrafiltered [60-62]. It is
generally accepted that solutes whose molecular di-
mensions are clearly small enough to permeate the
membrane are substantially retained by that same
membrane when larger solutes are present [63].

In Fig. 23, the solute rejection behavior following
ultrafiltration of binary BSA/lysozyme mixtures con-
taining equal amounts of each protein is shown in the
form of the apparent rejection Robs,l of lysozyme ver-
sus the cumulative filtrate volume v per unit effective
membrane area collected in the filtration time q [64].
Ultrafiltration experiments were carried out with the
upward filtration mode, in which the filtrate f low was
opposite to the direction of gravity, using hydropho-
bic, sorptive polysulfone membranes with a molecular
weight cut off of 30,000 Da, making it essentially
impermeable to BSA, but permeable to lysozyme.
Solution pH was adjusted to 7, which is pH between
the isoelectric points of both proteins, and the NaCl
concentration cs was varied. The apparent rejection
Robs,l of lysozyme can be defined by

Robs,l�1� (24)
c l

s l

where cl and sl are the mass fractions of lysozyme in
the filtrate and bulk feed solution, respectively. Filtra-
tion of binary protein mixtures with this membrane
resulted in nearly complete retention of BSA, but the
variation in the lysozyme rejection with the filtrate
volume. In the incipient stages of filtration, the mem-
brane exhibits a high lysozyme rejection which may
be attributed to adsorption of the lysozyme solutes on
the hydrophobic surface of the membrane [65]. The
rejection Robs,l is high during ultrafiltration in the
absence of NaCl (cs�0). The BSA molecule is nega-
tively charged at pH 7, while the lysozyme molecule
has a net positive charge at this pH value. The filter
cake formed on the membrane surface consists of the
admixture of two proteins very well packed to form a
compact layer because the coulombic, attractive force
associated with oppositely charged solutes, resulting
in high rejection of lysozyme. It can be seen that the
lysozyme rejection decreases with the increase of the
NaCl concentration. In the case of a charge-stabilized
colloid such as protein, solute interactions depend on
the magnitude of the surface charge and/or on the
extent of the electrical double layer, and this depends
on the total electrolyte concentration. When salts are
added, this leads to a less extensive electrical double
layer. Such charge-shielding between the protein mol-
ecules resulting from the existence of salts would
reduce electrostatic attraction between BSA and
lysozyme molecules. Thus, the solute rejection at first
declines to a minimum value. However, as filtration
proceeds, the compressible filter cake of retained
BSA solutes provides a barrier to transport of the
smaller lysozyme solutes [66], and hence the rejec-
tion of the lysozyme solutes rises dramatically.

In Fig. 24, the f lux behavior of the experiment
described in Fig. 23 is shown in the form of the reci-
procal filtration rate (dq/dv) versus v. This plot is well
known as the Ruth plot [3] in the cake filtration of
particulate suspensions. In principle, the value of
dq/dv is directly proportional to the hydraulic resis-
tance due to solute accumulation on or in the mem-
brane. It would be expected that a rather dense, finely
porous filter cake of retained BSA/lysozyme mixtures
forms on the membrane surface during the early
stages of filtration without added salt. Since the
hydraulic resistance of this filter cake is remarkably
large, the value of dq/dv rises rapidly to a near-
asymptotic value with increasing filtrate volume.
However, increase in the thickness of the filter cake is
suppressed because the filter cake is exfoliated con-
tinuously by the effect of gravity with the progress of
filtration, similar to upward ultrafiltration of single
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protein solutions [40, 54]. The filtration rate increases
markedly on addition of NaCl because of the forma-
tion of a filter cake which is substantially free from
lysozyme molecules. However, as filtration proceeds,
the filtration rate decreases gradually because the
lysozyme molecules are trapped in the pores of the fil-
ter cake.

In Fig. 25, the reciprocal filtration rate (dq/dv) in
the unstirred downward and upward, and the stirred
downward ultrafiltration of binary BSA/lysozyme
mixtures is shown as a function of v [67]. For these
experiments, ultrafiltration membranes with very low
adsorptivity for proteins were used. Solution envi-
ronment was set at pH 7 and the NaCl concentration
of 300 mol/m3 where electrostatic interactions be-
tween BSA and lysozyme weakened comparatively
as implied from Figs. 23 and 24. For conventional
unstirred downward ultrafiltration, the plot is virtually
linear throughout the course of filtration because of
the continuous formation of the filter cake on the
membrane in accordance with the compressible cake
filtration model [2, 9, 15]. For unstirred upward ultra-
filtration, the f lux decline is suppressed, similar to the
result of Fig. 24. The increase in the shear stress act-
ing on the membrane surface by stirring leads to the
suppression of the cake deposition, and consequently
the marked increase in the filtration rate. Since the fil-

tration rate in upward ultrafiltration is slightly lower
than that in stirred ultrafiltration with stirring of 5.2
rad/s, an effect of gravity acting on the filter cake in
upward ultrafiltration corresponds to that of very low
shear stress.

Figure 26 shows the lysozyme rejection behavior
of the experiment described in Fig. 25. The figure
indicates that the lysozyme solutes pass almost com-
pletely through the membrane in unstirred downward
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ultrafiltration and are only a little retained by the
membrane in upward ultrafiltration except that the
high rejection appears in the incipient stages of filtra-
tion. It has been reported that in single protein solu-
tions the stirring resulted in increasing the solute
rejection [63]. It should be emphasized that also in
binary protein mixtures the higher stirring speed
causes the higher rejection of the solutes. This is
because the concentration of lysozyme near the mem-
brane decreases with increasing shear stress acting
on the membrane.

Figures 25 and 26 suggest that it is necessary to
control the hydrodynamics above the membrane in
order to obtain high lysozyme transmission simulta-
neously with high filtration rate. While hard stirred
ultrafiltration, which produces the high filtration rate
and solute rejection, is very effective for concentrat-
ing protein solutions, it is not suitable for fractionation
of binary protein mixtures. It can be concluded from
the figures that unstirred upward or mildly stirred
ultrafiltration is more advantageous for the efficient
fractionation of binary protein mixtures.

The effects of ultrasonic irradiation on the filtration
rate and lysozyme rejection in upward ultrafiltration
of binary BSA/lysozyme mixtures using the ultra-
filtration membrane with very low adsorptivity for
proteins at pH 7 and high salt concentration are
shown in Fig. 27 [67]. The whole of the filter was
kept immersed in the ultrasonic cleaning bath full of
water during the course of filtration. The filter was set
up so that the membrane surface was perpendicular

to the propagation direction of the ultrasonic wave.
The oscillating frequency and the output power of the
ultrasonic irradiation were 25 kHz and 180 W, respec-
tively. It is evident that the ultrasonic fields can
contribute to the remarkable improvement in the
filtration rate. As was shown in Figs. 25 and 26,
although the observed filtration rate becomes high by
increasing the shear stress on the membrane, the
transmission of the lysozyme molecules becomes
less. In contrast, of particular importance is the sur-
prising observation that the ultrasonic irradiation
does not lower the lysozyme transmission regardless
of involving a marked increase in the filtration rate.
One possible explanation for this result is that ultra-
sonic irradiation supplies vibrational energy to the fil-
ter cake to keep the solutes partly suspended, and
therefore leaves more free channels for the filtrate
f low.

To clarify the effects of the ultrasonic irradiation,
the lysozyme rejections observed in the cases where
the filtration rates with and without ultrasonic irradia-
tion are very similar are compared in Fig. 28. The
figure shows that the filtration rate in the ultrasonic
upward ultrafiltration irradiated under output power
of 180 W is substantially similar to that in downward
ultrafiltration stirred with a rotational speed of 20.9
rad/s without ultrasonic irradiation. However, it is of
importance to note that there is a marked difference
in the lysozyme rejection. The lysozyme transmission
in ultrasonic upward ultrafiltration is much higher
than that in stirred ultrafiltration. Therefore, it is
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believed that the ultrasonic irradiation is quite effec-
tive not only for concentration of proteins by ultra-
filtration [68] but also for fractionation of the binary
protein mixtures by ultrafiltration.

Conclusions

As was seen from this review, an understanding of
the properties of the filter cake formed on the filter
medium or the membrane can serve as a basis for
clarifying the real mechanism of cake filtration and
membrane filtration. In recent years, experimental
testing procedures have been newly developed such
as filtration experiments in which a filter was sub-
jected to a sudden reduction in its filtration area and
ultracentrifugation experiments. The compressible
cake filtration model which explicitly took the non-
homogeneity and the compressibility of the filter
cake into consideration was used to describe the
properties of the filter cake and the filtration behav-
iors. In protein ultrafiltration, the validity of the com-
pressible cake filtration model was verified by the
measurements of the concentration distributions in
the filter cake using the principle of inclined filtration
where a large amount of filter cake is formed. More-
over, it was shown that the solution properties (in par-
ticular, the solution pH and the electrolyte strength)
play an important role in the filtration behaviors of
colloids. The filtration behaviors of mixtures can be
strongly affected by the nature of the interaction be-
tween the dissimilar components. Factors inf luencing
fractionation behaviors by filtration were clarified.
The author believes that many existing separation
problems would have been avoided by the application
of available scientific data although the random na-
ture of most particulate dispersions has resulted in a
difficult process problem.
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Nomenclature

Cc empirical constant defined by Eq. (13)
Ch ratio of volume of hydrous protein molecule 

to volume of anhydrous protein molecule
c local mass fraction of solid or solute in 

filter cake

cl mass fraction of lysozyme in filtrate
cs NaCl concentration of solution (mol/m3)
D inner diameter of inserted cylinder (m)
Dh diameter of hole (m)
df average equivalent spherical diameter of 

solute (m)
E empirical constant defined by Eq. (22) (Pa�β)
E0 empirical constant defined by Eq. (13)
e local void ratio
eav average void ratio
eav,ω average void ratio from filter medium 

surface to distance w from filter medium
h height of filter chamber (m)
J filtration rate (m/s)
Jω apparent solvent velocity relative to 

solid at arbitrary position w (m/s)
Kv Ruth coefficient of constant pressure 

filtration defined by Eq. (2) (m2/s)
L thickness of filter cake (m)
m ratio of wet to dry cake mass
n empirical constant defined by Eq. (12)
p applied filtration pressure (Pa)
pm pressure loss through filter medium (Pa)
ps local solid compressive pressure (Pa)
psi pressure below which e remains constant (Pa)
R distance from center of rotation to bottom 

of sedimentation (m)
Robs,l apparent rejection of lysozyme defined 

by Eq. (24)
ri radial distance of sedimentation boundary 

from center of rotation (m)
rs distance from center of rotation to surface 

of sediment (m)
S sedimentation coefficient (s/rad2)
s mass fraction of solids in slurry, or mass 

fraction of solutes in bulk feed solution
sb mass fraction of BSA in bulk feed solution
sl mass fraction of lysozyme in bulk feed solution
st mass fraction of titanium dioxide particles 

in slurry
u apparent liquid velocity relative to solid (m/s)
u1 filtration rate (m/s)
v cumulative filtrate volume collected per 

unit effective medium area (m3/m2)
vt cumulative filtrate volume collected per 

unit effective medium area until 
cake surface reaches disk with hole (m3/m2)

v0 sedimentation velocity (m/s)
w0 net mass of solid per unit effective 

medium area (kg/m2)
x distance from medium surface (m)
α local specific filtration resistance (m/kg)
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aav average specific filtration resistance (m/kg)
a1 empirical constant defined by 

Eq. (12) (mn�1s2n/kgn�1)
b empirical constant defined by Eq. (22)
e local porosity
eav average porosity
z zeta potential (V)
q filtration time (s)
m viscosity of filtrate (Pa･s)
r density of filtrate (kg/m3)
rs true density of solid (kg/m3)
y angle between filtrate f low and direction 

of gravity (rad)
W angular velocity (rad/s)
w net solid volume per unit medium area 

lying from medium up to an arbitrary 
position in cake (m)

w 0 net solid volume of entire cake per unit
medium area (m)
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1. Introduction

The structure of many crystalline compounds ob-
tained from suspension crystallization shows the
presence of agglomerated crystallites or crystals.
Solid bridges between the mother crystals bind the
agglomerates. In some cases, the shape of the parti-
cles suggests a multistage agglomeration process
with primary and secondary agglomerates (Fig. 1a).
The sizes of the final agglomerates (1 µm to 1 mm)
and of their sub-units (a few tenths of nm to a few
tenths of µm) are widely spread out, depending on
both the nature of the crystalline compound and the
crystallization process. Among other materials, such
structures have been observed for zeolites [1,21],
adipic acid [2], calcium carbonate (calcite) and cal-

cium oxalate monohydrate [3,12], pseudo-boehmite
[4], barium titanate [5].

Since the original paper of Schmoluchowski [20]
one hundred years ago, many authors have tackled
these mechanisms (see for instance [6,7]), and more
recent progress [3,8,9] has been made in the simple
and comprehensive modeling of agglomeration. In
fact, crystal agglomeration consists of two steps, i.e.
particle collision and agglomerate strengthening.

In the following paper, we intend to present a uni-
fied approach of the agglomeration in crystallization,
which relies partly on published models that account
for the different processes, which are applicable to
the different size ranges and in agreement with ex-
perimental observations.

2. Efficiency of a binary agglomeration during
crystallization

We suppose that all agglomerations result from a
binary collision (Fig. 1b).
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Two particles of respective sizes Si and Sj�Si col-
lide. An intermediate labile aggregate is formed. The
collision of rate rcol is followed either by disruption
into the two former mother particles or by consolida-
tion by crystallization into an agglomerate, with re-
spective rates rd and rcon. 

We suppose that the disruption and consolidation
processes depend only on the concentration of the
labile intermediate aggregate, which is assumed to be
in a quasi-equilibrium state. Thus, 

rcol�rd�rcon with rcon�kconCint and rd�kdCint (1)

From the above set of equations (1), we derive the
overall agglomeration rate

ra�rcon �ηrcol (2)

Where η is the efficiency of the agglomeration,
defined in terms of rate constants or characteristic
times

η�1/(1�kd/kcon)�1/(1�tcr/td) (3)

We assume that the consolidation process is crys-
tallization: crystalline bridges are built by crystalline
growth between the particles. Marchal et al [8] have
shown that the crystallization time may be expressed
as a function of the growth rate G of the crystal

tcr�Sj f(Sj,Sj)/G and thus    η� 1 / (1�Sj f(Sj,Sj)/Gtd)
(4)

The function f accounts for relative sizes and its

value always ranges between 10.5 and 12 from the
expression of Marchal et al. [8]: It may be considered
as a constant.

The variety of the sizes of the final agglomerates
(1 µm to 1 mm) obtained in crystallization and of
their sub-units (a few tenths of nm to a few tenths of
µm) is large. When compared with the characteristic
sizes of f luid mechanics in the liquid phase (Taylor,
Kolmogoroff, and Batchelor microscales [10]), it is
clear that multiple collision and disruption mecha-
nisms occur which are related to the type of liquid
f low that the mother crystals and the intermediate
aggregate experience. On the other hand, it is like-
ly that the consolidation mechanism is crystalline
growth. Its rate ranges between 10�6 and 10�11 m/s
[11]. One difficulty is that the crystal growth rate
varies during the process as a consequence of the
depletion of the solute in the liquid phase.

3. Different regimes of particle motion

In the following paper, we assume that the agglom-
eration takes place under three different types of
motion � Brownian, laminar, and turbulent � de-
pending on the size of the colliding particles and of
the resulting agglomerate. The collision between par-
ticles from size classes j and i� j is assumed to take
place under motion k�b,l,t and the labile aggregate to
be exposed to motion k′. Thus, the expressions of
rcol,k, td,k′ and consequently η j,i,k′ will be different ac-
cording to the types of f luid motions governing the
collision and the disruption.
(a) Particles smaller than the Batchelor scale lB expe-

rience Brownian motion: Particles collide as a
result of a diffusion process. The random disrup-
tion competes with crystallization.

(b) Particles between lB and the Kolmogoroff scale
lK are subjected to the laminar stretching and
swirling process, also called engulfment [10]. The
shear stress accounts for disruption, which com-
petes with crystallization.

(c) Finally, particles larger than lK collide under the
inf luence of f luctuating velocities and are dis-
rupted by the same phenomenon [8]. Crystalliza-
tion is also here the agglomerating process.

If both mother particles and the agglomerate fall
under one single regime, the values of k and k′ are
obvious. 

The simplest exception is when the intermediate
aggregate becomes larger than the upper limit of the
regime governing collision of the mother particles.
Then, k′ switches over to the regime for larger parti-
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(a)

COLLISION

DISRUPTION CONSOLIDATION

Fig. 1    Shape and creation of a two-stage agglomerate.

(b)



cles.
This is not the case if the mother particles experi-

ence different regimes due to their very different
sizes. Therefore, we have to make the following
assumptions. The collision of particles in the Brown-
ian and laminar regimes is governed by the diffusion
of the smaller particle to the surface of the larger one
(k�b). The same approach holds for Brownian-turbu-
lent collisions in the laminar boundary layer. The
intermediate aggregate then evolves under a laminar
disruption regime (k′�l), the smaller particle being
protected by the boundary layer of the larger one.

Collisions between particles in the laminar and in
the turbulent ranges are consecutive to the turbulent
motion (k�t). The intermediate aggregate evolves
like a turbulent agglomerate because its size exceeds
lK (k′�t).

The different possibilities are summarized in Fig. 2.

4. Expressions of agglomeration kernels

The agglomeration rate in the collision regime k
and in the disruption regime k′ is expressed as

ra,j,i,k,k′�η j,i,k′rcol,j,i,k (5)

It is generally accepted since the work of 
Schmoluchowski [20] that  

rcol,j,i,k�βc,j,i,k Ni Nj (6)

where Ni and Nj are the respective concentrations of
particles belonging to the classes i and j, respectively.
Thus,

ra,j,i,k,k′�η j,i,k′βc,j,i,k Ni Nj�βj,i,k,k′ Ni Nj (7)

Table 1 presents the expressions of βc,j,i,k and η j,i,k′

for the different values of k and k′ for either rapid or
slow growth rates. In the case of a slow crystal
growth rate, Eq. (4) simplifies to

η j,i,k′�Gtd/S j (8)

However, this simplification may not be correct for
very small, i.e. nanometric sizes Sj. In this case, the
entire expression (4) should be kept for η j,i,k′.

The expressions for the Brownian and laminar colli-
sion kernels have been established and discussed
since many years [6,7,9,24] (Table 1). In the Brown-
ian range, when the particles are free of electric
charges, Van der Waals forces ensure the cohesion of
aggregates until crystallization takes place [22]; Oth-
erwise, the DLVO theory [9] accounts for coagulation
processes, but collisions with a third particle may
lead to releases in the case of low crystalline growth. 

Marchal [8] has proposed expressions for both col-
lision rate and efficiency in the turbulent regime,
which were validated on adipic acid. More recently,
Hounslow and co-workers introduced several expres-
sions for the laminar agglomeration efficiency [12];
among them we have retained the most recent one,
which is in agreement with our general formulation of
section 2. The disruption time is then expressed as
[12]

td�σ*L/[AlρsuspPX] (9)

where X has the dimension of a length; Several ex-
pressions combining Si and Sj have been tried for X
and this will be discussed later. P is the dissipated
energy per unit mass of suspension, ρsusp is the den-
sity of the suspension, σ* is the tensile strength of
the solid, L a contact length between particles, Al a
dimensionless constant.

A first point is that the efficiency η j,i,k′ is close to 1
for the Brownian and laminar disruption regimes if
the growth rate is high.

Now, let us have a closer look at the different types
of collisions in Fig. 2 under a low (Table 2) or high
(Table 3) crystalline growth rate. In order to check
the parameter sensitivity, we have examined three
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Fig. 2    Different types of collisions and consolidation processes of
agglomerates as a function of the sizes of the mother parti-
cles.
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LOW GROWTH RATE HIGH GROWTH RATE

k Collision rate constant βc, j,i,k 

b � (1)

l �k′Al with k′Al # 0.16      (2)

t �k′At(Si�Sj)2NDA [8]      (3)

k′ Efficiency η j,i,k′

b �1/(1�AbSj/G)      (4) �1

l � with Lσ*/A l�1 [12]      (5) �1

t � [8]      (6) � with td� [8]      (7)*
�1��NSi�Sj

λc    �
2�

A tN
1

1� 
Sj

NGtd

G�1��NSi�Sj

λc    �
2�

A tNSj

Gσ*L
AlPρsuspXSj

(Si�Sj)3P1/2

v1/2

(Si�Sj)2

SiSj

2kBT
3µ

Table 1 Expressions of collision rate constant and consolidation efficiency for either low or high growth rates. Example of stirred tanks.

* λc is the Taylor scale in the suspension, generally in the order of magnitude of a few mm and � P�1/2.

Sj Si Sa k k′ LOW Collision rate Agglomeration Overall agglomeration 
GROWTH RATE constant βc,j,i,k efficiency η j,i,k′ rate constant βj,i,k,k′

�lB �lB �lB b b Expressions (1) (4) (1)�(4)

N or P increases � � �

Sj�Si increases Constant�8kT/3µ Decreases Decreases  

Sj increases with constant Si Decreases Decreases � Sj
�1 Decreases

�lB Any �lB b l Expressions (1) (5) (1)�(5)

size N or P increases � Decreases � P�1 Decreases � P�1

�Sj Sj�Si increases Constant�8kT/3µ Decreases � Si
�2 Decreases � Si

�2

Sj increases with constant Si Decreases Decreases � Sj
�2 Decreases

�lB �lB �lB l l Expressions (2) (5) (2)�(5)

�lK �lK �lK N or P increases Increases � P1/2 Decreases � P�1 Decreases � P�1/2

Sj�Si increases Increases � Si
3 Decreases � Si

�2 Increases � Si

Sj increases with constant Si Increases Decreases � Sj
�2 Decreases

�lB �lB �lK l t Expressions (2) (6) (2)�(6)

�lK �lK N or P increases Increases � P1/2 Decreases � P�1/3 Increases � P1/6

Sj�Si increases Increases � Si
3 Decreases � Si

�1 Increases � Si
2

Sj increases with constant Si Increases Decreases � Sj
�1 Minimum at Sj�Si/2

�lK �lK �lK t t Expressions (3) (6) (3)�(6)

N or P increases Increases � P1/3 Decreases � P�1/3 � , but decreases 
with sizes close to 
the Taylor scale

Sj�Si increases Increases � Si
2 Decreases � Si

�1 Increases � Si, until 
the Taylor scale is 

reached

Sj increases with constant Si Increases Decreases � Sj
�1 Decreases

Table 2 Inf luence of stirring speed N or dissipated energy P, sizes of mother particles Sj and Si on collision rate constant and efficiency for dif-
ferent size ranges of mother particles and agglomerate. Case of low growth rates.

The relations numbered (1)-(7) correspond to those of Table 1.
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inf luences: The increase of power dissipated in the
suspension, the increase of size for the agglomeration
of particles of the same size (Si�Sj), and the increase
of smaller particle sizes Sj at a constant large particle
size S i. As far as the dissipated power P is concerned,
note that (a) there is no inf luence of P on β i,i,k,k′ for
mixing in the Brownian regime, (b) that high power
is less favorable to laminar agglomeration at low
growth rates, whereas (c) it has an enhancing factor
at high growth rates. Finally, there is a miscellaneous
inf luence of P on the agglomeration kernel in the tur-
bulent regime.  

The variation of the collision rate constant βc,i,i,k, the
efficiency η i,i,k′ and the agglomeration kernel β i,i,k,k′ in
the case of colliding particles of equal sizes is par-
ticularly interesting (Figs. 3 and 4): βc,i,i,k increases
continuously with increasing size, whereas η i,i,k′

always decreases. The kernel is an increasing func-
tion of size for high growth rates and shows a mini-

Sj Si Sa k k′ HIGH Collision rate Agglomeration Overall agglomeration 
GROWTH RATE constant βc,j,i,k efficiency η j,i,k′ rate constant βj,i,k,k′

�lB �lB �lB b b Expressions (1) (2)

N or P increases � �

Sj�Si increases Constant�8kT/3µ Constant�8kT/3µ

Sj increases with constant Si Decreases Decreases

�lB Any �lB b l Expressions (1) (2)

size N or P increases �
�1

�

�Sj Sj�Si increases Constant�8kT/3µ Constant�8kT/3µ

Sj increases with constant Si Decreases Decreases

�lB �lB �lB l l Expressions (2) (2)

�lK �lK �lK N or P increases Increases � P1/2 Increases � P1/2

Sj�Si increases Increases � Si
3 Increases � Si

3

Sj increases with constant Si Increases Increases

�lK �lK �lK l t Expressions (2) (7) (2)�(7)

N or P increases Increases � P1/2 Decreases Increases

Sj�Si increases Increases � Si
3 Decreases Increases

Sj increases with constant Si Increases Decreases ?

�lK �lK �lK t t Expressions (3) (7) (3)�(7)

N or P increases Increases � P1/3 Decreases Increases, but 
diminishes when  

Taylor scale is reached

Sj�Si increases Increases � Si
2 Decreases Increases, but 

diminishes when 
Taylor scale is reached

Sj increases with constant Si Increases Decreases ?

Table 3 Inf luence of stirring speed N or dissipated energy P, sizes of mother particles Sj and Si on collision rate constant and efficiency for dif-
ferent size ranges of mother particles and agglomerate. Case of high growth rates.

The relations numbered (1)-(7) correspond to those of Table 1. 

log βc, j,i,k

log βj,i,k,k′
(a.u.)

η j,i,k′

log (S i�Sj)

S0 lB lK

1

λc

βc

β

η

Fig. 3    Collision and overall agglomeration rate constant against
the common size of mother particles for collision of parti-
cles of the same size. Case of very low growth rates.



mum value at size lB at low growth rates. In all cases,
both ηi,i,k′ and β i,i,k,k′ tend towards zero when the size
reaches the turbulent Taylor scale λc [8].

Finally, looking at the inf luence of relative particle
sizes, Tables 2 and 3 show a major difference
between the shapes of agglomerates generated by
high and low growth rates in the different regimes. If
the agglomeration kernel decreases with increasing
Sj/Si it means that the agglomeration between small
and large particles is favored. Conversely, if the ker-
nel increases it means that agglomeration between
particles of similar sizes is enhanced. Thus, in the
first case, agglomerates show the so-called “snowball”
effect (compact agglomerates made from agglomer-
ates and elementary smaller particles or agglomer-
ates), while in the second case, the agglomerates will
be made from equally sized mother agglomerates. 

For high growth rates, the first case prevails until
the Batchelor microscale is reached and the second
case seems likely above this scale. At low growth
rates, the kernel behaves differently: The limit be-
tween the two cases is about the Kolmogoroff mi-
croscale.

Generally, one should notice the different and
sometimes opposite trends predicted by the model for
the different couples of mother particles depending
on their absolute and relative sizes and the intensity
of the growth rate. This may explain the discrepan-
cies observed in the literature [8,12,13] when trying
to report and to model the variations of the agglomer-
ation rate for several crystallizations or several crystal
size ranges and varying the stirring power.

5. Transition between Brownian and laminar
regimes

The transition occurs at the size limit lB, which may
be calculated as follows. The significance of the
Batchelor scale is underlined by Baldyga and Bourne
[10]. When a f luid portion undergoes laminar stretch-
ing, it reaches a reduced transversal size which is so
small that the transportation length of a molecule by
diffusion or of a particle due to Brownian motion dur-
ing the stretching time is of the same order of mag-
nitude as the thickness of the laminae. This length
scale is called the Batchelor scale [10].

lB�� �
1/4

(10)

where the diffusivity D of a particle of size Sj, the
most mobile of the two, is [23]

D� (11)

µ and ν are the dynamic and kinematic viscosities
of the suspension, respectively; lB is in the order of
magnitude of a few hundred nm for particles from 10
to 100 nm in stirred tanks. Note that the collision
rates calculated by (1) and (2) in Table 1 are of the
same order of magnitude when sizes of colliding par-
ticles both equal lB. Therefore, since the collision rate
increases strongly with the size of particles in the
laminar regime, we assume that the representative
curves cross at Sj�lB (Figs. 3 and 4). For the low
growth rates, we have no indication that the effi-
ciencies are equal at the transition size. But, the phys-
ical continuity seems a fair assumption for the
agglomeration process, as a change of slope (Figs. 3
and 4) will rapidly make the laminar agglomeration
rate predominant with increasing sizes.

6. Transition between laminar and turbulent
regimes

The Kolmogoroff microscale is expressed as [10]

lK�(ν3/P)1/4 (12)

If two particles are smaller than the Kolmogoroff
microscale, they experience no velocity f luctuations
for both collision and disruption. This scale is in the
order of magnitude of some tenths of micrometers.
An equality of the collision and agglomeration rate
expressions seems likely at lK, but the slope of the col-
lision rate is reduced when switching to the turbulent
regime (Figs. 3 and 4).

kBT
3πµSj

νD2

P
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η
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log βc, j,i,k

log βj,i,k,k′
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η j,i,k′

log (S i�Sj)

S0 lB lK

1
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Fig. 4    Collision and overall agglomeration rate constant against
the common size of mother particles for collision of parti-
cles of the same size. Case of high growth rates.



7. Particle size distribution

The modeling is based on the method of classes
introduced by David et al. [2,8,14] where the size
scale of particles is divided into nc classes, and where
the limits of these classes are in geometric progres-
sion with a factor of 21/3 [10], i.e. a factor of 2 for the
volumes. nc is chosen in order to verify L nc�λ c. The
actual continuous distribution is replaced by a virtual
discrete distribution which works with classes of rank
n, whose average size is Sn�(L n�L n�1)/2 and where
the shape factor is volumetrically the same. Recently,
Verkoeijen et al. [26] presented a generalized volume
approach of population balances in the same manner
which was applied to comminution, sintering and
granulation. Here, the impact on class n of agglomera-
tions between particles of classes j and i�j is repre-
sented by stoichiometric coefficients νn,j,i by analogy
with a chemical reaction system. These coefficients
have to be calculated in order 
(a) to balance the solid volume, which is equivalent to

the conservation of the 3rd moment of the distri-
bution, and, 

(b) to remove one single particle for each agglomer-
ation (except for agglomeration (i,i) where only
1/2 a particle disappears due to symmetry) to per-
mit compliance with the 0th moment equation of
the PSD.

Three different schemes of agglomeration have to
be differentiated with respect to the relative sizes of
the particles. Hereafter, (i) represents the particle
class i and so on

1/2 (i)�1/2 (i) → 1/2 (i�1) (13)

(i�1)�1/2 (i) → 1/2 (i�1) (14)

vi/(vi�vj) (j	i�1)�(i) → vi/(vi�vj) (i) (15)

The corresponding stoichiometric coefficients that
stand for the impact of agglomeration (i, j) on particle
class n are

νn,i,i�δn,i�1/2 � δn,i (16)

νn,i�1,i�δn,i�1/2 � δn,i/2 � δn,i�1 (17)

νn,j,i� vj/(vi�vj)δn,i�vi/(vi�vj)δn,j (18)

δn,i is an element of the Kronecker matrix (δn,i�0 if
n≠ i and δn,i�1 if n�i). The resulting agglomeration
rate for class n is

RA,k,k′,n�∑
nc

i�1
∑
i

j�1
vn,j,ira,j,i,k,k′�∑

nc

i�1
∑
i

j�1
vn,j,iβ j,i,k,k′NjNi (19)

The particle size distribution (PSD) Ψ is integrated
over class n between sizes L n�1 and L n for nc
n
1 in
a batch stirred crystallizer with suspension volume
Vsusp, yielding the particle concentration in class n, i.e.
Nn

�G(Ln�1)Ψ(Ln�1)�G(Ln)Ψ(Ln)

�δn,1rN� ∑
k�b;1;t     

∑
k′�b;1;t

RA,k,k′,n (20) 

with Ψ(L�1)�Ψ(L nc)�0. Note that rN is the genera-
tion rate of crystalline particles. The nucleation term
accounts for the generation of crystallites in class 1
only.

Classical characteristic length scales are derived
from the discrete distribution; For instance

�
L 43 � (21)

The total number of particles per suspension vol-
ume unit which disappeared by an agglomeration
through mechanism (k,k′) is

RA,k,k′,T�∑
Nc

n�1
RA,k,k′,n (22)

The rate of molar production of crystalline solid
mass per unit volume of suspension is expressed as

�Φv �3G∑
nc

n�1
L n

2Nn�S0
3rN� (23)

where Φv is a volumetric shape factor, ρs and Ms are
the density and molar mass of the solid, respectively,
and rN is the nucleation rate of the crystalline solid. 

There may be other types of solids with concentra-
tion cs, for instance amorphous solids, in the crystal-
lizer. The concentration of the solute cl can be derived
from the solute plus solid mass balance

(cs0�cc0)Vsusp�cl0 Vl0�(cc�cs)Vsusp�cl Vl (24)

With Vl�Vsusp(1�Mscs/ρs�MCcC/ρC) (25)

Finally, the growth rate is related to the supersatu-
ration σ�cl/Cc*�1

G�G0 σk1 (26)

8. Implementation of other agglomerate 
properties 

The description of agglomerates cannot simply be
elucidated by means of a size distribution. The ag-

ρs

Ms

dcc

dt

∑
nc

n�1
Sn

4Nn

∑
nc

n�1
Sn

3Nn

d(NnVsusp)
dt

1
Vsusp
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glomerate structure has to be characterized by other
variables such as shape factors, porosity, fractality,
or agglomeration degrees. The purpose of this sec-
tion is to show how our method can give access to the
average values of such additional properties, without
introducing a 2-variable distribution function like that
used by [15,16].

Therefore, we simply look at how each property is
modified � or not � by every elementary agglomera-
tion (i,j). In this section, we use the example of two
different agglomeration degrees which we define as
follows:

We call a primary agglomerate a structure made of
crystallites with a minimum size LPA which is approxi-
mated by the boundary between class nPA and nPA�1.
The primary agglomeration degree (�average num-
ber of crystallites in the primary agglomerates) is

nPA
�

� (27)

where NCT and NPA are the total concentration of crys-
tallites and primary agglomerates, respectively.

In an earlier paper [14], we used another definition
for the agglomeration degree. Starting from N0 par-
ticle concentration at time 0, and since every ag-
glomeration removes one model particle from the
suspension, we added the total number of agglomera-
tions in the k regime for collision and the k′ regime
for consolidation

NCT�∑
nPA

A�1
Nn2n�1

NPA

�
nPA1� (28)

This relation encompasses all agglomerations in the
regimes k and k′ without any minimal size of the
resulting agglomerate.

Similarly, the secondary agglomeration degree is
the number of primary agglomerates embedded in a
secondary agglomerate

nSA
�

� (29)

where NFPA and NSA are the total concentration of free
primary agglomerates and secondary agglomerates,
respectively.

Both definitions correspond to quantities which are
easy to observe via image analysis with SEM or
ESEM pictures.

Table 4 shows the stoichiometric coefficients af-
fecting NPA, NFPA and NSA for all elementary agglom-
eration processes between our classes of vir tual
particles.

Note that NCT is not affected by any agglomeration.
It only depends on the nucleation rate and is ex-
pressed in a batch crystallizer as

�rN (30)

Consequently, the equations describing the evolu-

dNCT

dt

(NPA�NFPA)
NSA

1

1��
t

0

RA,k,k′,Tdt

Agglomerations Stoichiometric coefficients for

NPA NFPA NSA

vi/(vi�vj)(1� j� i�2)�(1� i�nPA) → vi/(vi�vj)(i�nPA) 0 0 0

(nPA�1)�1/2(nPA) → 1/2(nPA�1) 1/2 1/2 0

1/2(nPA)�1/2(nPA) → 1/2(nPA�1) 1/2 1/2 0

(nPA)�1/2(nPA�1) → 1/2(nPA�2) 1/2 �1/2� 1/2

1/2(nPA�1)�1/2(nPA�1) → 1/2(nPA�2) 0 �1 1/2

(nPA�1)�1/2(nPA�2) → 1/2(nPA�3) 0 �1 0

vi/(vi�vj)(j�nPA�1)�(i�nPA�3) → vi/(vi�vj)(i) 0 �vi/(vi�vj) vj/(vi�vj)

vi/(vi�vj)(nPA�2� j�i�2)�(nPA�4�i�nc) → vi/(vi�vj)(i) 0 0 �1

(i�1)�1/2 (i�nPA�3) → 1/2(i�1) 0 0 �1

1/2(i�nPA�2)�1/2(i) → 1/2(i�1) 0 0 �1/2�

Table 4 Stoichiometric coefficients for primary agglomerates, free primary agglomerates, secondary agglomerates concentrations depending
on the type of agglomeration: (i) represents the ith-class of particles. Free primary agglomerates are only encountered in class nPA�1.
The standard virtual agglomerate of class n�nPA�1 encompasses 2n�nPA�1 primary agglomerates.



tions of NPA, NFPA and NSA against time are

�G(L PA)Ψ(L PA)� [ra,nPA�1,nPA,k,k′

�ra,nPA,nPA,k,k′�ra,nPA,nPA�1,k,k′]

�ra,nPA�1,nPA�1,k,k′�ra,nPA�1,nPA�2,k,k′

�  ∑
nc

i�nPA�3
ra,nPA�1,i,k,k′

�G(L PA)Ψ(L PA)� [ra,nPA�1,nPA,k,k′

�ra,nPA,nPA,k,k′�ra,nPA,nPA�1,k,k′]

� [ra,nPA,nPA�1,k,k′�ra,nPA�1,nPA�1,k,k′]

�  ∑
nc

i�nPA�3
ra,nPA�1,i,k,k′

�  ∑
nc

i�nPA�3
∑
i�1

j�nPA�2 
ra, j,i,k,k′� ∑

nc

i�nPA�2 
ra, i,i,k,k′ (31)

The GΨ term in differential equations for NPA and
NFPA accounts for the growth of the agglomerate from
class nPA into class nPA�1, thus leading to a free
primary agglomerate according to our definition.
Conversely, the quality of the agglomerate or free pri-
mary agglomerate is not lost by the growth from
class nPA�1 into class nPA�2. In the same manner,
secondary agglomerates cannot be generated by sim-
ple growth from primary agglomerates, but only via
an agglomeration of primary agglomerates: There-
fore, there is no GΨ term in the differential equation
for NSA.

Such sets of equations can be derived for other
average properties such as, for instance, porosity:
One simply has to express how far every agglomera-
tion changes the porosity of the agglomerates.

9. Example of amorphous crystallization coupled
with agglomeration of the crystalline form

The model is applied to the crystallization of zeo-
lites. In this type of crystallization, an amorphous gel
is formed immediately after mixing the reactants
[1,17]. This gel is poured into a batch crystallizer and
heated at temperatures ranging between 80 and
250°C, at which point the amorphous solid transforms
into a less soluble, crystalline solid [25]. 

Experimental details are available in [23]. Samples
were taken from the solid and the liquid phases in

1
2

vnPA�1

(vi�vnPA�1)

1
2

dNSA

dt

1
2

dNPA

dt

vi

(vi�vnPA�1)

1
2

dNFPA

dt

order to determine the crystallinity by XRD, the
PSD by laser diffractometry, and supersaturation by
atomic absorption spectroscopy. 

The following observations were made:
(a) The crystallizer is mechanically stirred (axial stir-

rer with a power number of 1 and diameter
DA�0.08 m). At temperatures of around 200°C,
the suspension behaves from a rheological point
of view like a Newtonian f luid with a kinematic
viscosity close to 10�6 m2.s�1, and a suspension
density of about 103 kg.m�3.

(b) Amorphous particles in the suspension have an
initial concentration of N0 and an initial size of
L 0�65 nm (S 0�57.5 nm).

(c) The suspension volume of 10�2 m3 is constant.
Coupled with the following assumptions: 

(d) The initial supersaturation in the liquid phase is

σ0 � C*am/Cc*�1 (32)

(e) The increase of the solid mass during the whole
process due to crystal growth can be neglected.

(f ) According to the literature [18], it is likely that the
crystallites are nucleated by the surface transfor-
mation of the amorphous particles. Agglomera-
tion starts as soon as the external surface is
crystalline. Dissolution of the amorphous com-
pound obeys a Gaussian rate law. This is consis-
tent with our experimental XRD observations
when monitoring the crystalline fraction of the
solid [19]. The molar concentration of the amor-
phous compound am decreases according to

� ��Φv S0
3rN (33)

(g) The crystal growth is independent of crystal size.
Its order is k1�1 with respect to supersaturation.

(h) An amorphous particle has the same density ρs,
shape factor Φv, and molecular weight Ms as a
crystalline one. No agglomerate porosity was as-
sumed.

(i) Agglomeration takes place via the mechanisms
described above.

( j) The laminar to turbulent transition occurs at
about 100 to 70 µm (Kolmogorov microscale) and
agglomeration stops at 3.5 to 2.5 mm (Taylor
microscale) depending on the stirring speed
(N�1.7�4.3 s�1). As the observed agglomerates
are smaller than 50 µm, we assume that there is
no turbulent agglomeration taking place.

(k) For the sake of simplicity, we will choose in the
following LPA�lB, i.e. nPA�m.

The above equation system is expressed in dimen-

ρs

Ms

dcam

dt
dcs

dt
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sionless variables: time θ�tG0/L 0 with G�G0 σk1 (G
is estimated from SEM micrographies of crystallites
by taking samples at different times); reduced size
λ�L/L 0; reduced average class size s�S/L 0; reduced
particle concentration in class n: yn�Nn/N0; reduced
density distribution Φ�ΨL0/N0; reduced concentra-
tion in the liquid phase xl�cl/Cc*; reduced supersat-
uration σ�cl/Cc*�1; reduced concentration of the
amorphous solid phase xa�ca/Cc*; and reduced con-
centration of the crystalline solid phase xc�cc/Cc*.

10.  Results, parameter estimation and 
discussion

Then, the initial conditions of the differential equa-
tions are

yn�0(n�1,nc); yCT�yPA�yFPA�ySA�0;
xa�xa0�m0/c*; xc0�0 (34)

Four dimensionless parameters remain: the initial
fraction of the solid phase 

m0�mtot/(ρsVsusp)�ΦvS0
3N0 (35),

the initial supersaturation σ0 , the solubility 

c*�MsCc*/ρs (36)

and the Brownian agglomeration rate constant 

KAb�2kBTL 0N0/(3µG0)�2kBTm0/(3µG0Φvs0
3L 0

2) 
(37)

Then, the dimensionless agglomeration rate from
(36) and Eqs. (1) and (4) of Table 1 is expressed as

ra, j,i,b,b �KAb (38)

A b was estimated at about 10�6 s�1 by equalizing
the agglomeration rates in the laminar and in the
Brownian regimes at lB�Si�Sj. The efficiency was
always very close to 1 and, therefore, the simulations
were not sensitive to A b.

The reduced laminar collision rate constant KAl can
be deduced from k′Al by 

KAl�k′Al(P/ν)1/2L 0/G0 (39)

Normally, k′Al should be equal to 0.16 according to
the literature [9]. 

The initial upper size L 0 and the kinetic growth rate
constant G0 were estimated from the SEM pictures of
the crystallites, with the actual supersaturation known.
However, such a determination for G0 is rather inac-
curate. Therefore, it is checked by comparing the

1

1�� G0
N
AbL0�σ0

k1N
sj

(si�sj)2

sisj

N0L 0

G0

reduced final time of complete supersaturation con-
sumption θF and the measured one tFG0/L0. The para-
meters m0, c* and σ0 are deduced from the measured
solid mass and the initial and final concentrations of
the solute in the liquid phase. No indication could be
found in the literature about the order k1 in the crys-
tal growth rate expression for the type of zeolite stud-
ied. Therefore, the simplest way was to take k1�1.

Finally, two parameters were fitted by trial and
error. Several expressions of X were tried in the
expression of the laminar efficiency factor (Table 1).
The best fit with the experimental PSD was observed
using X�Si. In accordance with [12], the term σ*L/A l

should be fixed at 1, which is the value for calcite, but
σ* and L may vary from species to species and from
polymorph to polymorph. Finally, the best fit was
obtained with σ*L/A l�0.0035.

Thus,

ra, j,i,l,l �KAl (si�sj)3

(40)

A comparison between the final experimental and
the calculated particle size distributions, both with
the same geometrical progression for the class sizes
on the abscissa scale, is represented in Fig. 5. The
experimental PSD was obtained from samples taken
by laser diffraction analysis. The agreement is fair
with respect to the particular shape of the experimen-
tal PSD. The values of experimental parameters of the
simulation are listed in Table 5. However, the main
peak of the PSD is narrower for the simulation than

1

1�� G0σ*L
A lPρ
NN

s

N
uspL 0

2

N�σ0
k1N

sjsi

m0

Φvs0
3

N0L 0

G0
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Fig. 5    Comparison of experimental and calculated PSD.
Experimental conditions: T�180°C; N�2.92 s�1; stirrer
power number�1; stirrer diameter�0.08 m; for other para-
metric values see Table 5.



the experimental one. The porosity (0.35-0.5) shown
by the secondary agglomerates (primary agglomer-
ates appear non-porous) on SEM pictures may explain
this difference: the agglomerates generated by lami-
nar collision and consolidation processes, and whose
size was measured by the laser diffraction, show an
apparent volume larger than the actual solid volume.
Due to the fractal nature of these agglomerates, an
overall size dispersion is expected to be registered by
the laser diffractometer.

11.  Conclusions

The binary agglomeration of crystalline particles in
a supersaturated solution has been shown to be the
combination of two independent processes, i.e. parti-
cle collision and aggregate consolidation. Therefore,
the overall agglomeration rate is expressed as the col-
lision rate times an efficiency factor. This efficiency
relies on a competition between crystallization and
disruption.

When multiple agglomeration is evidenced, both
collision and consolidation may take place in a Brown-
ian, laminar or turbulent regime, depending on the
size of the mother and daughter particles. In stirred
tanks, the dependence on parameters such as stirring
speed, liquid viscosity, or particle size differs accord-
ing to the regimes involved. Boundary rules for limit
cases have been established.

The method takes into account and unifies previous

expressions obtained by other authors in the various
regimes and checked by them with respect to experi-
mental results for several agglomerating products.

As far as the structure of agglomerates is con-
cerned, the model using a reaction-like set of stoichio-
metric equations was able to calculate the average
primary and secondary agglomeration degrees.

An example based on zeolite crystallization from
the amorphous state has been developed. The parti-
cle size distribution was found to be in very good
agreement with the experimental one. 

We plan to extend the present work to other prod-
ucts that are subject to multiple agglomeration and
other crystal properties.
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Nomenclature

A b : Brownian efficiency constant [s�1]
Al : Laminar efficiency constant [�]
At : Turbulent efficiency constant [m3.s�1]
c,C : Concentrations [mol.m�3]
c* : Reduced solubility [�]
C* : Solubility [mol.m�3]
DA : Stirrer diameter [m]
D : Diffusivity of a particle [m2.s�1]
f : Marchal’s [8] function [�]
G : Growth rate of a crystal [m.s�1]
G0 : Growth rate constant [m.s�1]
kB : Boltzmann Constant [Jmolecule�1K�1]
k′Al : Constant of collision rate constant 

for laminar regime [�]
k′At : Constant of collision rate constant 

for turbulent regime [�]
kd : Disruption rate constant [�]
kcon : Consolidation rate constant [�]
kl : Kinetic order of growth rate [�]
kB : Boltzmann Constant [J.molecule�1.K�1]
KAk : Agglomeration rate constant of type k [�]
lK : Kolmogorov microscale [m]
lB : Batchelor scale [m]
L : Particle size [m]
L 0 : Amorphous particle size [m]
L43
� : Average final particle size [m]
m0 : Initial fraction of solid phase [�]
mtot : Initial particle mass [kg]
Ms : Solid molar mass [kg.mol�1]
N : Stirring speed [s�1]
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P� 8.16�10�3 W/kg

ν� 10�6 m2.s�1

Vsusp� 10�2 m3

ρsusp� 1000 kg.m�3

ρsm�ρc 1800 kg.m�3

Msm�Mc 7.1 kg.mol�1

k1� 1

L 0� 65 nm

G0� 2.5�10�11 m.s�1

m0� mtot/(ρsVsusp)�0.048

KAb� 2kBTm0/(3µG0Φvs0
3L0

2)�8.36�106

KAl� k′Al(P/ν)1/2L0 m0/(Φvs0
3G0) with k′Al�0.16

c*� C*Mc/ρc�0.01

σ0� �0.55

Ab� �10�4 s�1

A l/σ*L� �0.0035 Pa�1.m�1[12]

Table 5 Values of parameters of the simulation presented in Fig. 5.
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nc : Total size class number [�]
nPA
� : Primary agglomeration degree [�]
nPA
�

1 : Primary agglomeration degree [�]
nSA
� : Secondary agglomeration degree [�]
N0 : Particle concentration at time 0 [m�3]
NCT : Total concentration of crystallites [m�3]
NFPA : Total concentration of free primary 

agglomerates [m�3]
NPA : Total concentration of primary 

agglomerates [m�3]
Nn : Concentration of particles belonging 

to the class n [m�3]
NSA : Total concentration of secondary 

agglomerates [m�3]
P : Dissipated power per unit mass [W.kg�1]
ra : Overall agglomeration rate [m�3.s�1]
rd : Disruption rate for two particles 

i and j [m�3.s�1]
rcol : Collision rate for two particles 

i and j [m�3.s�1]
rcon : Consolidation rate for two 

particles i and j [m�3.s�1]
rN : Nucleation rate [m�3.s�1]
RA,k,k′,n : Agglomeration rate of class n [m�3.s�1]
RA,k,k′,T : Global agglomeration rate for 

agglomeration of type k,k′ [m�3.s�1]
si : Reduced average size [�]
Si : Class average size�(L i�1�L i)/2 [m]
t : Time [s]
tcr : Crystallisation time [s]
td : Disruption time [s]
tF : Measured final time of consumption [s]
T : Temperature [K]
V : Volume [m3]
Vsusp : Suspension volume [m3]
v : Particle volume [m3]
X : Length parameter (see Eq. (9)) [m]
x : Reduced concentration in the 

suspension [�]
yn : Reduced particle concentration 

in class n [�]
βc, j,i,k : Collision rate constant for type k [m3.s�1]
βj,i,k,k′ : Agglomeration rate constant for 

type k,k′ [m3.s�1]
δn,i : Element of the Kronecker matrix [�]
η : Efficiency of the agglomeration [�]
Φ : Reduced particle size density 

function (PSD) [�]
Φv : Volumetric shape factor [�]
λ : Reduced particle size [�]
λc : Taylor microscale [m]
µ : Dynamic viscosity of 

suspension [kg.m�1s�1]
υ : Kinematic viscosity of suspension [m2.s�1]
υn,j,i : Stoichiometric coefficient accounting 

for the impact of agglomeration 
(j,i) on particle class n [�]

ρc : Crystal density [kg.m�3]
ρs : Solid density [kg.m�3]
ρsusp : Suspension density [kg.m�3]
ψ : Particle size density function (PSD) [m�4]
σ : Supersaturation [�]
σ0 : Initial supersaturation [�]
σ* : Yield stress [Pa]
θ : Reduced time [�]
θF : Reduced final time of complete 

supersaturation consumption [�]

Subscripts and superscripts
a/A : Agglomeration
am : Amorphous
c : Crystal
col : Collision
con : Consolidation
cr : Growth 
CT : Total crystallites
d : Disruption
F : Final
FPA : Free primary agglomerates
i, j,n : Class
l : Liquid
N : Nucleation
k : Regime for collision
k′ : Regime for consolidation
PA : Primary agglomerates
s : Solid
SA : Secondary agglomerates
susp : Suspension
T : Total
0 : Initial
* : Equilibrium
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INTRODUCTION

The discharge of fine powders from hoppers is hin-
dered by either f luid dynamic interactions (for exam-
ple, see [1]) or cohesive interparticle interactions.
The discharge rate of these powders is actually over-
estimated by the Beverloo et al. [2] equation: 

Ws�0.58(1�εb)ρpg0.5(do�1.5dp)2.5 (1)

where Ws is the solids discharge rate, εb is the
voidage of the bulk solids, ρs and dp are the density
and the mean diameter of the solid particles, do is the
outlet diameter and g the acceleration due to gravity.
The significance of f luid dynamic and cohesive inter-
actions depends mainly on the particle diameter.
Fluid dynamic interactions appear to set in for particle
diameters which are somewhat larger than those for
which cohesive interparticle forces appear to be effec-
tive. Geldart and Williams [3] extended the Geldart
[4] classification of powders valid for f luidization to

the discharge behavior. Accordingly, Group A pow-
ders can be referred to as those for which f luid
dynamic interactions affect the discharge, and Group
C powders as those for which cohesive forces can
produce irregular f low. This paper, in particular,
regards the discharge of cohesive powders. 

The effect of cohesive forces on the discharge
behavior also depends on powder consolidation phe-
nomena which appear as a consequence of compres-
sion forces acting on static and f lowing solids. Such
disturbing effects consist primarily in arching and rat-
holing phenomena. An evaluation of the storage con-
ditions that can produce such phenomena was first
given by Jenike [5].  

The injection of air can produce favorable effects in
the f low of fine powders. Air can be injected in differ-
ent ways such as near the outlet of conical hoppers
[6] or through the f lat bottom of bins [7]. For Group
C powders, the effect of aeration, regardless of how
the air is injected, is that of promoting the f low which
does not occur at zero air f low rate. Various attempts
have been made to obtain valid equations for the cor-
relation of the discharge rates of free-f lowing solids
at the different operating conditions which can be
obtained at low, [1], intermediate [8], [9] and elevated
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[10] aeration rates. Some terms appearing in these
equations such as the pressure gradient in the prox-
imity of the hopper outlet or the air f lux through the
same orifice appear difficult to evaluate. Moreover,
from experiments carried out in similar aerated dis-
charging devices on freef lowing [11] and cohesive
powders [12], it appears that a different discharge
behavior is found in the two cases. 

Experiments on a corn starch powder [13] demon-
strated that the first effect of aeration is that of break-
ing up the arches at the outlet and preventing their
subsequent formation. At low and increasing aeration
levels, this powder shows rat-holing and core f low
(funnel f low). The effect of solids f low promotion by
increasing aeration is to mobilize the superficial lay-
ers of solids involved in the funnel f low mechanism.
Only very high aeration rates are able to f luidize the
solids and to produce f low fields similar to those
found with aeratable powders at high aeration. In
spite of such complex phenomenology, the corn
starch discharge rate under aeration is roughly pre-
dicted by the above-mentioned equations. It is also
possible to extend some simplifications to these
solids that make the use of the De Jong and Hoelen
[9] equation possible in a predictive way. Indeed,
according to their equation, the discharge rate is
expressed as the following:

Ws�0.55ρp(1�εb)�a � � �2
�b � � ��

0.5

(2)
where

a� �1�1.5 �4
, b� �1�1.5 �4

,

Qfo and Qso are the volumetric f low rates of the gas
and of the solid through the outlet orifice, ρf and µf

are the gas density and viscosity. Some model evalua-
tions based on gas pressure profiles allowed us to ver-
ify that, in the gas-mass balance during discharge, the
amount of air percolating through the bed is negligi-
ble and, therefore, the gas rate through the orifice is
equal to the sum of the aeration rate, Qf, and of the
interstitial air brought in by the solids, that is

Qfo�Qf�Qsoεb/(1�εb) (3)

Furthermore, no effect of gravity is included in equa-
tion (2) and, therefore, by comparison with equation
(1) and use of equation (2), it can be modified into:

Ws�0.55ρp(1�εb)[a(Qf/εb)2�bQf/εb�g(d0�1.5dp)5]0.5 (4)

The comparison between equation (4) and the experi-
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do

πµ f do
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8
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1�εb
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mental results obtained with corn starch is satisfac-
tory. According to the general classification of pow-
ders as given by Schulze [14], however, the corn
starch powder tested belongs to the easy f lowing
region as indicated by the f low function in Figure 1.
In this figure, it is compared among others with the
f low function of a free-f lowing FCC powder for which
equation (4) also gave satisfactory results. The above-
discussed framework, therefore, might change if we
use powders with poorer f low properties such as
those found for the two magnesium carbonate pow-
ders reported in Figure 1. 

From the standpoint of f luidization characteristics,
according to Wang et al. [15], those of corn starch are
among the most common for cohesive powders. This
powder shows a velocity range of def luidized state at
the lower aeration rates, above the minimum neces-
sary to form a moving slug. Pacek and Nienow [16]
associated this situation to the formation of aggre-
gates whose f luidization starts at higher aeration
rates. Pressure drops lower than the bed weight can
also be found under agglomerate f luidization at de-
creasing aeration rates and were attributed to a par-
tial adhesion of particle agglomerates to the column
walls [17]. The hypothesis of agglomerate f luidization
is frequent in the literature and has also been intro-
duced to explain the effect of techniques inducing the
homogeneous f luidization of cohesive powders (see,
for example [18]).
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Fig. 1    Flow functions of the two magnesium carbonate powders
used in this work compared with those of the powders
used by Donsì et al. [13] and with the powder classification
as given by Schulze [14]: ▲, FCC 45 µm; ■, corn starch 19
µm; �, MgCO3 14 µm; �, MgCO3 3 µm.



The purpose of this work is to extend the discharge
experiments to include two magnesium carbonate
cohesive powders in order to verify whether the same
mechanisms promoting the discharge of corn starch
could apply or, instead, if some consideration should
be given to the formation of powder agglomerates
also in the description of solids discharge rates.

EXPERIMENTAL

Apparatus
A schematic of the aerated bin used is given in

Figure 2. The bin had cylindrical walls of 3 mm in
thickness made of transparent Perspex to allow a
visual inspection of the interior. It was 520 mm high
and 147 mm ID. At the bottom the bin was equipped
with a gas distributor, D, consisting of 10-mm-thick
sintered plate made of a 10-µm brass powder. The
wind-box, WB, below the distributor was made of
stainless steel and was equipped in the middle with a
vertical duct with increasing cross-section downwards
to allow the solids to discharge. An interchangeable
orifice, O, was mounted at the top of this duct, at the
distributor level. This device created some space

between the discharging solids and the duct wall,
thus allowing atmospheric pressure to set around the
falling solids. At the exit of the duct, a pneumatically
operated sliding valve, S, was used to close the outlet
while loading the solids into the bin. The discharged
solids were collected in a bin, DB, placed on a load
cell, LC, based on a strain-gage bridge, operating in
the range 0 � 50 N. The air f low rate through the dis-
tributor was regulated by a valve and measured with a
rotameter, RM. Before entering the system, the air
was dehumidified in a desiccator, E.

The f luidization curve of the powder was studied in
a 50-mm-ID glass column fitted with a pressure tap
located on the wall just above the sintered glass dis-
tributor.

The solids f low functions were studied in a rotating
Peschl shear tester that was modified to extend the
shear stress measurement to consolidation levels low
enough to be compared with what might be experi-
enced by the powder during the aerated discharge.
To this purpose, a cinematic chain was designed and
built to partially sustain the weight of the cell lid that,
otherwise, is the minimum applicable load to the pow-
der sample.

Materials
In the experiments, two magnesium carbonate pow-

ders of 14 and 3 µm average diameter were used.
Scanning electron microscopy pictures of these pow-
ders at a magnification ratio of 1000 are given in Fig-
ure 3. For both powders, the particle density was
2600 kg m�3. In contrast, the size distributions of the
two powders were quite different. The size distribu-
tion of the 14-µm powder was in the range 2-40 µm for
the 80% of the mass and it was bimodal with two
peaks at 3 and 20 µm. The size distribution of the 3-
µm powder was in the range 1 and 11 µm for the 80%
of the mass and it was unimodal. The powder bulk
density seems to be strongly affected by the differ-
ences in particle size distributions, in fact, it was
about 950 kg m�3 for the 14-µm powder and about 650
kg m�3 for the 3-µm powder. A possible interpretation
for this can be found in Figure 3a which shows that,
in the 14-µm powder, the finer particles tend to stick
to the larger ones (see, for example [19]). This can
give rise in this powder to both a less porous (larger
bulk density) and a less homogeneous structure than
in the unimodal 3-µm powder. The size distribution
and f luidization behavior assign these powders to
group C of the Geldart [4] classification. In addition,
the f low functions of the two powders reported in
Figure 1 indicate that their f low behavior is in the
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Fig. 2    Experimental apparatus: D, gas distributor; DAB, data
acquisition board or chart recorder; DB, discharge bin; E,
desiccator; F, funnel; H, bin; LC, load cell; O, outlet orifice;
PI, pressure indicator; RM, rotameter; S, slide lock; T,
tube; WB, wind-box.
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range of significantly cohesive powders. In spite of
the differences in particle size distributions and bulk
density, it is possible to observe that the f low func-
tions are very similar to each other. Figure 4 shows
the cohesion values and the internal friction angles
found from the yield loci at increasing consolidation.
The former of these two parameters increases with
consolidation, while the latter seems almost unaf-
fected by it.

Procedures
The bin was loaded from the top through a funnel,

F, in Figure 2, connected to a large Perspex tube, T,
which plunged into the bin. The measurements were
made by loading a fixed amount of solids of about 5.0
kg for the 14-µm powder and of about 3.9 kg for the
3-µm powder. The time series of the mass of solids
discharged were acquired by a PC with a data acquisi-
tion board, DAB. 

Images of the discharging streams of solids were
obtained by means of a high-resolution Nikon Coolpix
990 digital camera and a stroboscopic light that, with
its very short light pulses, can “freeze” the solids
motion. To obtain a single light pulse during the expo-
sure, the period between subsequent f lashes of the
stroboscopic light was set equal to the exposure time.

RESULTS

Fluidization curves
Figure 5 shows the f luidization curves (Figure 5a)

and the corresponding expansion curves (Figure 5b)
of the two magnesium carbonate powders obtained in
the 50-mm glass f luidization column with an initial
bed height of about 140 mm. This height corresponds
to a mass of 0.30 kg of the 14-µm powder and to a
mass of 0.21 kg of the 3-µm powder and was coherent
with the marked bulk density differences noted above
in the shear test experiments. A double scale has
been used to represent data at low and high aeration
to improve visualization of the phenomena observed.
The f luidization curves for the two powders tested
show several similarities. At low aeration rates, pres-
sure drops increase up to gas superficial velocities of
about 7 mm s�1 for the 14-µm powder and of about 13
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Fig. 3    SEM images of the magnesium carbonate powders tested
at 1000 magnifications: a), 14-µm powder; b), 3-µm pow-
der.
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Fig. 4    The cohesion, a), and the angle of internal friction, b),
evaluated for the two magnesium carbonate powders at
increasing consolidation: �, experimental data 14-µm pow-
der; �, experimental data 3-µm powder; ——, regression
line 14-µm powder; – – –, regression line 3-µm powder.
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mm s�1 for the 3-µm powder. At these aeration veloci-
ties, a maximum of pressure is observed of about 1.2
and 1.4 times the bed weight value for the two pow-
ders, respectively. In the experiment, the pressure
drops in excess of the bed weight corresponded to
the formation of a rising slug that could only be kept
within the column by breaking it. The slug was not a
single piece but rather several horizontal cracks
crossed its body at intervals of few centimeters. After
the slug formation and breakage, the behavior of the
two powders differed slightly. The 14-µm powder bed
immediately expanded to about 30% value in a fairly
large velocity range up to 60 mm s�1 and, correspond-
ingly, the pressure drops kept constant at the bed
weight value. In this velocity range, therefore, the
powder could be considered f luidized in spite of the
absence of evident powder motion. Closer inspection
of the bed revealed an evident network of cracks
defining aggregates of a few millimeters in diameter
as shown in Figure 6a. In contrast, the 3 µm-powder,
before expanding and being considered f luidized,
showed a fairly wide range between 8 and 65 mm s�1

in which unstable slugs formed and pressure drops
f luctuated between values equal to the bed weight
and 10% higher. Large horizontal cracks were still pre-
sent as shown in Figure 6c. This powder expanded
and could be considered f luidized in the gas superfi-
cial velocity range between 65 and 130 mm s�1. In

these conditions the cracks appeared more uniform,
as shown in Figure 6d. For both powders, the pres-
sure drops decreased at values of about 30-40% lower
than the bed weight at the highest gas velocities, sug-
gesting the onset of channeling phenomena. The bed
also continued to expand in this aeration range. A typ-
ical channeling region at high aeration is shown in
Figure 6b, where the high gas shear action smoothes
the aggregates shapes.

Discharge experiments
Several time series of the discharged mass of solids

were obtained at different aeration rates for both mag-
nesium carbonate powders. An example of these is
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Fig. 5    Fluidization and expansion curve for carbonate powders in
50-mm-ID f luidization column: �, 14-µm powder; �, 3-µm
powder.

Fig. 6    Aggregation during aeration for magnesium carbonate
powder: a) 14-µm powder, u�27.9 mm s�1; b) 14-µm pow-
der, u�120 mm s�1; c) 3-µm powder, u�35 mm s�1; d) 3-
µm powder, u�114 mm s�1.
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reported in Figure 7, which was obtained for the 14-
µm powder at a nominal aeration velocity of u�21
mm s�1. Some common features of mass time series
can be summarized. At the very beginning, it was pos-
sible to identify a peak in the load trace due to the
impact in the collection bin of the solids contained in
the diverging channel for the solids discharge before
the slide lock opened. Following this, an almost sta-
tionary discharge rate, appearing as a linear section of
the curve in Figure 7, was observed in the first part
of the discharge experiment. Only in the latest part of
the experiment was it possible to observe time varia-
tions of the solids discharge rate, appearing as a con-
vex portion of the discharge curve in Figure 7.
These variations can be attributed to the onset of a
system sensitivity to the changing bed height. The
width of the mass range for which stationary dis-
charge rates were observed tends to increase with
the aeration rate, and this range of data was used to
evaluate solids discharge rates. As an example in
Figure 7, the range adopted is that contained in the
hatched area, and the dashed line derives from the
linear interpolation of these data. At all aeration condi-
tions, solids discharge rates were assumed to be the
slopes of the interpolating lines in the constant dis-
charge rate region. Solids discharge rates evaluated
in this way are reported in Figure 8a as a function of
aeration. The final values of the discharged mass in

Figure 7 and in the other mass time series did not
generally correspond to the loaded mass of solids due
to a residual load within the bin. The values of these
residual masses relative to the loaded mass are given
in Figure 8b as a function of the aeration rate.

From Figure 8, it is possible to observe that aera-
tion affected both the average solids discharge rate
(Figure 8a), by increasing it, as well as the amount
of the residual mass in the bin at the end of the dis-
charge (Figure 8b), by decreasing it. At low rates,
aeration was more effective on the 3-µm powder,
while at high rates, aeration was more effective on the
14-µm powder both in terms of higher solids dis-
charge rates and a smaller fraction of residual solids
at the end of the discharge experiment. If compared
with solids f luidization curves, it appears that the
attainment of the maximum value of the solids dis-
charge rate seems to be related to the effective solids
f luidization rather than to the establishment of larger
pressure drops through the aerated bed. This is in
agreement with what has been found to date on the
effects of aeration. In spite of the generally similar
trends of these variables with those found previously
with corn starch, it must be noted that magnesium
carbonate never showed the formation of rat-holes.
On the contrary, the solids surface during the dis-
charge was always f lat and never showed the forma-
tion of a central depression with the onset of the
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centripetal motion which characterizes the funnel
f low regime.

Visualization of the discharging stream
Single high-resolution shots of the discharging

solids were taken and are shown in Figure 9 at dif-
ferent aeration velocities that span the entire aeration
range tested for the discharge experiments. The

analysis of Figure 9 indicates that aeration does not
significantly affect the size of the discharging aggre-
gates. Aggregates are very fragile and most of them
break in the discharge process. However, the largest
aggregates which are found in the discharging stream
should be representative of the aggregates present in
the bed of solids prior to discharge. All these aggre-
gates showed sizes between 1 and 6 mm and accorded
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Fig. 9    Aggregation during discharge of magnesium carbonate powder: a) 14-µm powder, u�9.0 mm s�1; b) 14-µm powder, u�30 mm s�1; c) 3-
µm powder, u�72 mm s�1; d) 3-µm powder, u�300 mm s�1.
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with that which had been observed in Figure 6. It is
worth noting that the discharge of aggregates also
appeared at aeration rates at which their presence
was not detected by direct observation of the f luidiza-
tion column.

DISCUSSION

All the f luidization and discharge features de-
scribed above regarding the discharge of magnesium
carbonate differ considerably from what had been
previously observed by Donsì et al. [13] on corn
starch and reported in the introduction. In particular,
the f luidization behavior of magnesium carbonate
shows an inversion in the sequence of f luidization and
channeling. In this respect, the f luidization scheme is
very similar to that found by Wang et al. [15] with
limestone. In this case also, the size of aggregates
was larger than 1 mm. In the solids discharge with
the magnesium carbonate, we did not observe the
changing behaviors found with corn starch. In partic-
ular with the 14-µm powder, we observed an almost
complete discharge of the loaded powders at all use-
ful aeration rates. With the 3-µm powder, in contrast,
some solids residues tended to remain at all the aera-
tion rates tested.

A possible interpretation of the aggregate formation
could follow the hypothesis that the aggregates
detach along surfaces of average weaker interactions
when the beds starts to expand and, more precisely,
when the first slug forms and horizontal cracks are
visible in the bed. In these conditions, aggregates can
form by detaching from the bulk in the lower portion
of the slugs wherever the aggregate weight is greater
than the attraction force, Fc, of the contact between
the aggregate and upper lumps of the solids. The
aggregate formation, therefore, should proceed by
separating one by one towards the top of the bed.
Assuming spherical aggregates, the force balance on
the detaching aggregate is:

ρp(1�εi)g�Fc (5)

where da and εi are the aggregate diameter and its
internal voidage. In principle, equation (5) should also
include some other force contributions to account for
the f luid dynamic forces. It is possible, however, that
due to local voidage non homogeneities, this force
might be lower or even higher than the particle
weight according to the local gas velocity. In any case,
being close to the f luidization condition, these forces
are of the order of magnitude of the gravity force and,

pda
3

6

therefore, equation (5) accounts correctly for the
range of the forces involved in the aggregate forma-
tion. The value of Fc might be related to the bulk
properties of the powder and, in particular, to the ten-
sile strength of the powder. In fact, when the aggre-
gates are compacted, the relationship between the
tensile stress, σt, and Fc might be described by the
force balance across a plane separating two aggregate
layers:

σt�Fcnc (6)

where nc is the contact density that, in turn, can be
expressed as:

nc�kda
�2 (7)

where k is the number of the effective contacts
between an aggregate and its neighbors on another
layer. Empirical functions k(ε) were developed by
authors such as Rumpf [20] and Kendall et al. [21] in
the case of packing of rigid spherical particles. In that
case, the maximum value for k at the minimum
allowed voidage was about 3. As this value is close to
the maximum reasonable value, it was assumed also
in the case of the aggregates. Combining equations
(5) to (7), it is possible to correlate the aggregate size
starting from the bulk tensile strength of the powder:

ρp(1�εi)g� (8)

Given an ideal Coulomb elastic-plastic solid, its yield
will follow the equation:

t�s tanf�c (9)

where f is the angle of internal friction and c the cohe-
sion. In this case the tensile strength, st, will be given
by the following equation:

st�� (10)

Equation (10) is given by the intersection with the
σ-axis of the Mohr circle representative of the stress
state in the yielding powder subject to pure uniaxial
tensile stress, which is the circle tangential to the
yield locus on the tensile side and passing through
the origin. Both cohesion c and the angle of internal
friction f are a function of the powder consolidation
and, assuming that this is very low inside an aerated
powder, in equation (10) we used the extrapolation to
zero consolidation of the parameter values given in
Figure 4. Values of tensile strength of 45 and of 35 Pa
were evaluated for the 14- and 3-µm powders, respec-
tively. 

2c cos(f)
(1�sin(f))

stda
2

k
pda

3

6
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To evaluate the aggregate diameter and its internal
voidage, it is possible to use the pressure drop evalua-
tions found with the f luidization experiments. In this
case the distribution of the solids mass, ms, in the
aggregates is:

ms�ρp(1�εi)(1�εe)ΣH (11)

where εi is the voidage within the aggregates and εe

the voidage between the aggregates, Σ and H the bed
cross-section and height. The mass balance of the gas
is:

u�ueεe�uiεi(1�εe) (12)

where u is the gas superficial velocity, ue is the gas
velocity in the voidage external to the aggregates and
ui the gas velocity within the aggregates. The pres-
sure drops through the aggregates and around them
should be equal to the measured value of ∆P. There-
fore, within the aggregates and according to the
Ergun equation for viscous regimes, we have:

�150 (13)

while outside the aggregates, according to the Ergun
equation for intermediate regimes, it is:

�150 �1.75 (14)

In principle, the set of 5 equations (8) and (11) to (14)
can be solved for each f luidization condition indepen-
dently to evaluate the five unknown variables da, εi,
εe, ui and ue. However, recognizing that the internal
voidage of aggregate and the aggregate diameter are
powder properties that should not depend on aera-
tion, a different procedure was used. According to
this procedure, the unique value of εi was found with
a regression procedure on all f luidization/expansion
data in which the bed appears completely f luidized.
The regression objective in finding the best choice
for εi was to minimize the sum of relative square devi-
ations between diameters evaluated for each powder
according to (8) and those evaluated for the same
powder with equations (11) to (14) at each aeration
condition in the f luidization range. Aggregate diame-
ters of 2.9 and 3.1 mm and aggregate voidage values
of 0.547 and 0.642 were obtained for the 14-µm and
3-µm powders, respectively. The standard deviation
between the diameters calculated according to equa-
tion (8) and according to equation (11) to (14) is
about 54% and 35%, which in absolute terms is very
large, but not much in the order of magnitude evalua-
tion pursued by our approach. In any case, the diame-

1�εe

εe
3

ρf ue
2

da

(1�εe)2

εe
3

µf ue

da
2

∆P
H

(1�εi)2

εi
3

µf ui

dp
2

∆P
H

ter values appear satisfactorily close to the observed
size of aggregates to sustain the proposed procedure.
Internal voidage values of aggregates are in line with
the different bulk densities of the two powders. Exter-
nal voidage values are given in Figure 10a as a func-
tion of the aeration rate. As it appears from the figure,
most of these data are in the range between 0.2 and
0.3, and can be as low as 0.1 at low aeration rates.
These voidage values represent the bed volume frac-
tion occupied by voids between the aggregates and,
therefore, they are not comparable with usual voidage
values in beds of predominantly spherical particles. In
the present case, these voids actually result from the
gradual separation of aggregates and assume reticu-
lar low-voidage configurations such as those shown in
the pictures of Figure 6 and, in principle, it can be as
low as 0 when the aggregates are compacted from an
external load. Total bed voidage εb can be evaluated
from internal and external voidages from equation
(11) rewritten in the following way:
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Fig. 10    Voidage values, a), and solids discharge rates, b), as a
function of the aeration rate. Voidage values in a) were
evaluated according to equations (8) and (11) to (14) fol-
lowing the procedure given in the text: ——, 14-µm pow-
der; – – –, 3-µm powder. Solids discharge rates in b) refer
to the following: �, 14-µm powder experimental data; �,
3-µm powder experimental data; ——, 14-µm powder
equation (4); – – –, 3-µm powder equation (4); ——, 14-
µm powder equation (16); – – –, 3-µm powder equation
(16).
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εb�1� �1�(1�εi)(1�εe) (15)

To verify whether the aggregates play a significant
role in the solids discharge, the solids discharge rate
was compared with equation (4) and with the same
equation in which the particle density and diameter
and the average voidage are substituted with the
aggregate density and diameter and the external
voidage:

Ws�0.55ρp(1�εi)(1�εe)[a(Qf/εe)2�bQf/εe�gdo
5]0.5

(16)

a� ,  b�

Should equation (16) describe the solids discharge
data better than equation (4), this would imply that
aggregates keep their own individuality in the phases
of solids discharge significant for the rate determina-
tion. In equation (16), the interference between the
aggregate diameter and the bin outlet as the base of
the correction terms of the outlet diameter in equa-
tion (4) was neglected due to the relative fragility of
aggregates that would break on the orifice edge
rather than interfere with the solids f low. Both equa-
tions (16) and (4) are independent of the bed height.
Therefore, the application of these equations finds a
partial justification in the availability of solids dis-
charge rate data that do not depend on the bin load-
ing conditions. The comparison between the experi-
mental results and those predicted by using equations
(4) and (16) evaluated with the voidage values result-
ing from equation (11) is given in Figure 10b.
Inspection of this figure reveals that equation (4)
largely overpredicts the experimental results. Equa-
tion (16), on the other hand, somewhat underpredicts
the experimental results, but the relative deviation
between experimental results and equation (16)
appears smaller than between the experimental
results and equation (4). Furthermore, the relative
variation of the solids discharge rates between the
two powders is correctly accounted for in the aggre-
gate discharge provided by equation (16), but not by
the single particle discharge described by equation
(4). It appears therefore that aggregation plays an
important role in the determination of the solids dis-
charge rate. The discrepancies between equation (16)
and experimental results might possibly be attributed
to the tendency of the discharging bed to internal
movements, which might increase the bed homo-
geneity and produce somewhat larger f low rates.

πµ f do
3(1�εe)

ρp(1�εi)(daεe)2

150
8

ρf do

ρp(1�εi)daεe

1.75
12

ms

ρpΣH
CONCLUSIONS

The following points summarize the main conclu-
sions found in this work.
• Aeration was successfully used to improve the dis-

charge of two cohesive magnesium carbonate pow-
ders differing in their particle size distribution. It
appears that aeration is really effective in the pro-
motion of solids discharge at aeration rates that can
produce pressure drops through the bed compara-
ble with the bed weight.

• The powders tested were characterized by means
of f luidization experiments and by shear test experi-
ments. The f luidization curves obtained are similar
to those found by Wang et al. [15] for limestone.
Similar to what was found by those authors, our
direct observation of the f luidized solids evidenced
the presence of clearly formed aggregates of a few
millimeters in size. The presence of these aggre-
gates was also detected in the discharging stream.

• By coupling data relative to the powder tensile
strength and the pressure drops and mass balances
through the f luidized bed, it was possible to cor-
rectly estimate the aggregate size by making simple
hypotheses regarding the aggregate formation and
their effects on aeration.

• The de Jong and Hoelen [9] equation was modified
in order to evaluate the solids discharge rates as a
function of the aeration rate. Also in this process
aggregates seem to play an important role and, by
accounting for their presence, corrections are
obtained which tend towards a more accurate pre-
diction of the solids discharge rates than what was
obtained on the basis of a single particle discharge
mechanism. 
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LIST OF SYMBOLS

c cohesion Pa
Fc contact force N
da aggregate mean diameter m
dp particle mean diameter m
do bin outlet diameter m
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g acceleration due to gravity m s�2

H bed height m
k number of the effective contacts between 

an aggregate and its neighbors on 
another layer                                                         �

ms loaded mass of solids kg
nc contact density m�2

Qf aeration rate m3 s�1

Qfo gas volumetric f low rate through 
the orifice                                                       m3 s�1

Qso solid volumetric f low rate m3 s�1

u gas superficial velocity m s�1

ue gas velocity in the voidage external to 
the aggregates                                                m s�1

ui gas velocity within the aggregates m s�1

Ws solids discharge rate kg s�1

Greek symbols
∆P pressure drops through the bed Pa
εb voidage of the bulk solids �
εi voidage within the aggregates �
εe voidage between aggregates �
µf gas viscosity Pa s
ρp particle density kg m�3

ρf gas density kg m�3

Σ bed cross-section m2

σt tensile strength Pa
φ angle of internal friction deg
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1. Introduction

The f luidization dynamics of multicomponent parti-
cle beds has been the subject of a large number of
experimental investigations in the last three decades.
This persistent research effort is motivated by the
technical and economic importance of the industrial
processes which contemplate the simultaneous con-
tact of a gaseous stream with two or more solids.
These include f luidized bed combustors and gasi-
fiers, waste incinerators, powder granulators, poly-
merization units and other types of reactors and
contactors.

The variety of particle mixtures employed in these
operations is fairly large. Based on the specific
requirements of each application, the solid charge
may be constituted by two or more types of materials.
In turn, these may differ in one or more of their con-
stitutive properties (particle size, density, shape,
etc.), so that the mechanism through which a multi-

component particle bed enters into the f luidized state
is not expected to be unique. Indeed, any given mix-
ture exhibits a peculiar f luidization pattern whose
characteristics are determined by the opposite ten-
dencies of its components to mix or to segregate dur-
ing suspension into the gaseous stream. Depending
on the mixture properties as well as on the whole set
of operating conditions, steady f luidization gives rise
to a stable state of mixing of the solid components
that may range from almost total segregation into dis-
tinct layers to practically complete mixing. In many
practical situations, however, an intermediate compo-
nent distribution is found, so that every component
exhibits a particular concentration profile along the
bed height. A major concern for these types of
processes is therefore that of setting the operating
conditions in a way that advantages associated with
either mixing or segregation of the solid species can
be exploited. The former regime is, for instance, the
essential condition for ensuring uniform thermal
properties and homogeneous product quality when-
ever required, whereas the latter can be exploited for
conducting staged processes in distinct regions of the
same bed.

At a lower degree of complexity, the equilibrium
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between mixing and segregation phenomena is also
the distinctive feature of the f luidization pattern of
beds of only two solids. Because it should represent a
relatively simple problem, investigating the f luidiza-
tion behaviour of binary mixtures is considered an
essential step towards the analysis of more complex
systems. At the same time, two-component f luidiza-
tion is normally considered a subject of practical inter-
est on its own, due to its present uses in the area of
coal processing, mineral solids handling, particle mix-
ing and separation, etc. [1].

The intrinsic tendency of these systems to continu-
ously change their component distribution while
approaching the suspended state and the large num-
ber of factors that seem to inf luence the f luidization
mechanism are the main sources of difficulty.
Because of that, the currently available descriptions
of two-solid f luidization are essentially empirical,
whereas the extension of the basic principles of the
f luidization theory to binary mixtures, as a prelimi-
nary condition for tackling more complex systems,
has not yet been achieved. Based on experiments,
this paper will discuss some points which are essen-
tial for analysing the behaviour of binary f luidized
bed systems.

2. Experimental

All the experiments of this study were carried out
in a transparent f luidization column of 10 cm ID,
equipped with a 4-mm-thick plastic porous distributor,
ensuring high head loss and good gas distribution.
The f luidizing gas was compressed air, whose f low
rate was monitored in the range 0-25000 Nl/h. Pres-
sure drops across the whole particle bed were mea-
sured by a U-tube water manometer connected to a
tap located 1 mm above the distributor plane, while
three graduated scales spaced at 120° around the col-
umn wall were used to determine the bed height and
the bed voidage:

ε0�1� (1)

Because all the solids used in the experiments belong
to group B of Geldart’s classification and show no
homogeneous expansion when f luidized, the fixed
bed voidage ε0 was always considered equal to εmf.

Measurements were performed on three types of
spherical solids: glass ballotini (GB), molecular sieves
(MS), and steel shots (SS). The properties of each cut
are listed in Table 1. The same table also reports the
density and size ratios of the components of the four

m/ρ
AH

mixtures used throughout the experimental cam-
paign. Two of them (GB593-MS624 and SS439-
GB428), made of materials having approximately the
same average diameter, are used to investigate the
role of density difference on binary f luidization,
whereas the other two (GB499-GB271 and GB612-
GB154) were used to elucidate the role of size differ-
ence.

The f luidization behaviour of each mixture was
studied with reference to two extreme states of mix-
ing of the fixed bed. Thus, well-mixed and fully segre-
gated beds were the object of a distinct series of
measurements.

In each of these series, a bed ratio H/D close to 1.7
was maintained, so that the mixture concentration
could vary by adjusting the solid concentration of
each component. 

3. The essential features of binary fluidization

From the experimental viewpoint, the minimum f lu-
idization velocity of the bed is usually determined on
a diagram ∆p versus u similar to that of Fig. 1, at the
intersection of the fixed bed curve with the horizontal
line representing the suspended state.

When another solid of a different diameter is uni-
formly mixed, in any proportion, to the same material
so as to form a binary mixture, the onset of f luidiza-
tion throughout the bed becomes a gradual process.
As sketched in Fig. 2a, at a certain velocity value a
moving f luidization front establishes itself at the top
of the bed. As the gas f low rate is increased, it moves
across the bed down to the bottom of the column
until, at a new characteristic velocity value, the whole
bed is brought into a fully f luidized state. In the upper
region of the bed, at its free surface, a bubbling layer
builds up which contains almost exclusively one of
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Table 1 Properties of solids and mixtures

Solid ρ Sieve size d Mixture ρj/ρf dj/df[g/cm3] [µm] [µm]

GB154 125-180 154
GB499-GB271 1 1.84

GB271 250-300 271

GB428
2.48* 400-500 428

GB612-GB154 1 3.97
GB499 350-600 499

GB593 500-710 593
SS439-GB428 3.06 1.03

GB612 600-710 612

MS624 1.46* 600-710 624
GB593-MS624 1.70 0.95

SS439 7.60* 400-500 439
* envelope density



the two species (the ‘f lotsam’, according to the termi-
nology introduced by Rowe et al. [2]) whilst the other
solid (the ‘jetsam’ component) sinks and forms a
def luidized layer just behind the f luidization front.
The f luidization process for the mixture is thus
accompanied by solids segregation up to a new veloc-
ity  threshold at which the bed is fully f luidized (both
solids mix again and bubbles f low freely).

The peculiarities of this mechanism are fully
ref lected by the experimental pressure drop diagram
of Fig. 2b, where two characteristic velocity thresh-
olds can be recognized [3,4,5]. They are the “initial
f luidization velocity”, uif , at which ∆p first deviates
from the fixed bed curve, and the “f inal f luidization
velocity”, uf f , at which the ultimate value of ∆p is first
attained. Thus, these two limits identify the velocity
range within which the entire particle collective
undergoes suspension into the gaseous stream.
Although it refers to a particular type of mixture
(obtained by the complete mixing of spheres differing
only in diameter), the diagram shows a common fea-
ture of any binary f luidization process, i.e. that their
transition to the f luidized state is never instantaneous.

4. Minimum fluidization velocity of a binary
mixture

The f luidization of binary beds is generally ana-
lysed by defining a “minimum f luidization velocity”
umf to be determined (as done with monosolid sys-
tems) at the intersection between the fixed bed ∆p
curve and the horizontal line relevant to the sus-

pended state (see Fig. 2b).
It has often been reported that, given the mixture

composition, umf is not unique, as it can significantly
change with the solids distribution within the fixed
bed [6-9]. Moreover, different values of umf are
obtained depending on whether it is measured at
increasing or decreasing gas velocity. Such effects
are due to the peculiarity of the mixing/segregation
pattern which accompanies the f luidization process.
As discussed in a previous work on size segregating
mixtures [10], this pattern is determined by the
arrangement of the fixed bed.

Therefore, the variables that affect the mixing/seg-
regation dynamics are also the ones upon which the
minimum f luidization velocity of the binary bed is
expected to depend. The trends of umf as a function of
the mixture composition (represented by the f lotsam
component volume fraction xf) were analysed in two
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different cases pointing out the inf luence of the parti-
cle density and the particle size distribution on the
f luidization pattern. This analysis was conducted on
binary beds having opposite mixing states of their
components, namely on perfectly mixed and thor-
oughly segregated systems.

For two-density beds, the results relevant to both
homogeneous and segregated mixtures GB593-
MS624 and SS439-GB428 are reported in Fig. 3. For
these types of systems, the dependence of umf on xf is
always linear, so that the equation

umf �xf umf, f �(1�xf)umf, j, (2)

proposed by Otero and Corella [11] applies. Irrespec-

tive of the component distribution, practically identi-
cal results are obtained with minor differences due to
small variations in system voidage.

When, instead, mixture components are solids
which differ only in diameter, as in the case of sys-
tems GB499-GB271 and GB612-GB154, the trends of
umf versus xf are quite different.

If the initial arrangement of the bed is such that the
particles are well mixed, the relationship between the
incipient f luidization threshold and the mixture com-
position is no longer linear. As observed also by other
authors [12-14] and illustrated here in Fig. 4, experi-
ments show a rapid fall of umf at increasing f lotsam
fraction, followed by a more gradual decrease at
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higher values of xf. Similar trends are shown also by
f lotsam-on-jetsam segregated beds, with higher val-
ues of umf at almost all xf s. 

Altogether, these data demonstrate that density and
size differences between the two solids promote dis-
tinct mechanisms of f luidization in the mixture, so
that the dependence of umf on either factor has to be
analysed separately. In each case, a clear inf luence is
exerted by the initial arrangement of the mixture: for
a well-mixed bed, the transition to the f luidized state
is associated with partial segregation of its compo-
nents, while partial mixing is observed during the
suspension process of an initially stratified particle
system. Such almost opposite behaviour patterns can-
not be represented by the conventional concept of
minimum f luidization velocity, which does not cap-
ture their particular features.

5. Interpretation

A large number of empirical correlations, recently
reviewed by Wu and Baeyens [15], have been pro-
posed for calculating the minimum f luidization veloc-
ity of different kinds of binary mixtures. However, at
least for the systems referred to in this paper, a fully
theoretical analysis can be performed.

To this end, it must be remembered that when
extended from monocomponent to binary beds of par-
ticles, the conventional definition of the minimum f lu-
idization velocity provides a value of umf which is
determined by equating the pressure drop across the
fixed bed and the buoyant weight per unit section of
the solid mass.

When dealing with mixtures of particles which dif-
fer only in density, it may be assumed that the incipi-
ent f luidization voidage of the bed is practically
unaffected by both component composition and mix-
ing state. Thus, both for mixed and segregated sys-
tems, it is possible to rewrite the Carman-Kozeny
equation as follows:

180 �[(ρf �ρg)xf �(ρj�ρg)(1�xf)] g(1�εmf) (3)

It is easy to verify that Equation 3 is equivalent to
Equation 2 and fully independent of the initial distri-
bution of the two solid species. This explains why, as
shown in Fig. 3, it provides identical and good pre-
dictions of umf both for homogeneous and segregated
mixtures.

With regard to beds of different size distribution
and initial mixing state, the bed voidage turns out to
be strongly dependent on the composition [16] as

(1�εmf)2

ε 3
mf

µgumf

d2

well as on the particle diameter ratio dj/df. For the
mixtures indicated as GB499-GB271 and GB612-
GB154, experimental curves of εmf versus xf are
reported in Fig. 5.

As far as the εmf variation is concerned, the equa-
tion:

180 umf, M �(ρ�ρg)g(1�εmf, M), (4)

with the surface/volume average particle diameter
being given by the relationship:

� � (5)

is capable, as shown in Fig. 4, to represent the exper-
imental measurements.

When the same solids are initially arranged in the
fixed bed as two segregated layers, with the fine com-
ponent on top, the data of Fig. 4 are well represented
by the equation proposed by Chiba et al. [6]

180µgumf, S� � �
�(ρ�ρg)g[(1�εmf, f)Hf�(1�εmf, j)Hj], (6)

with

xf � (7)

Equations 3, 4 and 6 make it possible to obtain,
without introducing any adjustable parameter, good
estimates of umf for any mixture composition provided

Hf(1�εmf, f)
Hf(1�εmf, f)�Hj(1�εmf, j)

Hj

d 2
j
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they are in one of the two extreme states of mixing
represented by homogeneous and segregated beds.

6. A clearer approach to binary fluidization

Going by what prevails in the literature, devising
predictive equations for umf should be considered a
key result for a deeper analysis of binary f luidization.
Indeed, when addressing the mechanism of solids
segregation, most authors have agreed that it is driv-
en by bubbles f lowing through the bed. This inter-
pretation is based on observations similar to those
reported earlier by Rowe et al. [17], who showed that
f lotsam particles are able to migrate upwards in the
wake of bubbles, thus accumulating in the upper
region of the bed. At the same time, the tendency of
jetsam particles to sink to the bottom of the column
has been generally interpreted to be an effect of the
displacement caused by bubbles within the dense
phase.

It is not quite clear whether the action of bubbles
determines the segregation equilibrium or is just
dynamically superimposed to it. It has induced many
authors to look for a relationship between segregation
and bubble f low rate, and several empirical equations
have been proposed to relate the degree of mixing of
the bed components to the excess gas velocity u�umf

[14,15,18].
However, quantifying the intensity of bubbling by

this parameter, as is usually done with monocompo-
nent beds, assumes that both umf and u�umf keep
their physical meaning even when applied to two-com-
ponent systems. This implicit assumption turns out to
be wrong. Reverting to Fig. 2b, it can easily be
observed that at umf, the upper region of the bed,
which had begun to enter f luidization at uif, is already
bubbling, whereas the lower part of it is still packed.
Even clearer is the case of segregated mixtures
whose jetsam component initially forms the top layer.
As shown in Fig. 6 for the case of GB612-GB154, the
experimental curve of ∆p, related to an unstable
mechanism of f luidisation analysed in detail else-
where [19], shows that the total pressure drop in-
creases over the buoyant weight per unit section of
the particle mass, so that the conventional definition
of the minimum f luidization velocity corresponds to a
f luid dynamic condition at which the whole bed is still
in the fixed state. These results demonstrate that in
binary f luidisation, particle suspension and bubbling
are simultaneous rather than sequential phenomena
and that the parameter umf is not as significant as it is
for monosolid beds. The excess gas velocity u�umf

can therefore by no means be used for measuring the
intensity of the bubbling regime and the controlling
factor of segregation.

Addressing the real phenomenology of binary f lu-
idization systems can be done by developing an
approach based on the definition of the “initial” and
“final f luidization velocity”. As mentioned in Section 3,
these parameters constitute the lower and upper
boundary of the interval of velocity along which any
two-solid bed is crossed, from top to bottom, by the
f luidization front.

Based on this, it is uf f , rather than umf, that has to
be viewed as the velocity at which the entire mixture
attains the f luidized condition [3-5,9]. This velocity
normally coincides with that of full mixing [10], while
the difference between uf f and uif is the amplitude of
the velocity range within which mixing/segregation
phenomena occur [20]. A systematic investigation of
the dependence of both the “initial” and “f inal f lu-
idization velocity” on variables which characterize
binary mixtures is therefore of great importance for
an accurate description of their f luidization proper-
ties. Two of these variables that surely play a major
role, namely solids concentration and particle size dis-
tribution,  have been the object of a series of experi-
ments performed separately on density and size
segregating systems.

For the former types of beds, represented by the
mixtures GB593-MS624 and SS439-GB428, the trends
of uif and uf f at varying f lotsam fraction xf are reported
in Fig. 7 for the well-mixed arrangement, and in
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Fig. 8 for the initially segregated one. 
The comparison between the results obtained for

each mixture in the two cases clearly shows that the
dependence of uf f on xf is practically unaffected by the
initial arrangement of the bed. For a wide range of
compositions, its values are close to that of the mini-
mum f luidization velocity of the jetsam component,
with a visible decrease at high f lotsam concentration.
With regard to the dependence of uif on xf, when the
initial mixture is homogeneously distributed (Fig. 7),
the initial f luidization velocity of the bed is practically
coincident with its umf (i.e. with the weighed average
of the minimum f luidization velocities of the two
solids). When the initial bed is segregated (Fig. 8),

f luidization starts in the upper bed layer where the
f lotsam components are, so that uif is always practi-
cally equal to the minimum f luidization velocity of the
f lotsam. Such results demonstrate also that the value
of the solid density ratio ρj/ρf does not alter the gen-
eral dynamics of f luidization, although it determines
the absolute amplitude of the velocity interval along
which it takes place. Most important is that the analy-
sis based on the two characteristic velocities shows
that, for any density of segregating mixture, the f lu-
idization pattern depends on the initial configuration
of the fixed bed (Fig. 3).

The same analysis was performed on size segregat-
ing systems by examining the results reported in
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Figs. 9 and 10 for mixed and segregated beds, re-
spectively.

As previously reported for two different density
systems, the curve of uf f is not related to the initial
arrangement of the mixture components. On the con-
trary, for both GB499-GB271 and GB612-GB154, the
initial f luidization velocity of the mixed bed is, partic-
ularly at low f lotsam fractions, higher than that of the
stratified one. Fluidization starts at the free surface of
the bed so that when its upper layer is f luidized, the
rapid fall of uif observed in both diagrams of Fig. 9 is
mainly due to the voidage reduction accompanying
the increase of the f lotsam fraction. Beyond the value
of xf that corresponds to the minimum of each curve
in Fig. 5, the mixture voidage increases again, but

the total weight of the particle mass per unit section
keeps on decreasing, so that uif approaches its ulti-
mate value (i.e. umf, f , at xf�1) more gradually. In con-
trast, for the segregated systems, uif coincides, at
practically all xf s, with the minimum f luidization
velocity of the f lotsam component, below which the
jetsam layer acts as a passive gas distributor. That
explains why the values of uif in Fig. 10 are practi-
cally unaffected by the mixture composition.

Given these trends of the characteristic velocities,
the amplitude of the f luidization field is found to
depend on the mixture composition as well as on the
initial state of mixing of the two solids. With regard to
the component size ratio dj/df, the inf luence of this
parameter on (uf f�uif) is stronger than that exerted
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on it by ρj /ρf. Indeed, as already shown in Fig. 5, as
long as the two solids are not fully segregated, the
size ratio determines the value of the bed voidage.

The strong relationship between dj/df and εmf at any
mixture composition is therefore the main element of
difference between the mechanisms of size and den-
sity segregating f luidization.

Conclusions

The f luidization of a two-solid mixture is a gradual
process regulated by mixing/segregation phenomena
that simultaneously change the component distribu-
tion of the bed.

The definition of a minimum f luidization velocity of
the binary system, widely used in most literature
studies, can result in a misleading analysis of its f lu-
idization behaviour: although it can be calculated by
rewriting theoretical equations such as Carman-
Kozeny’s in a form suitable for taking the specific
nature of each mixture into account, umf does not rep-
resent the actual f luidization condition. As a conse-
quence, it also constitutes a source of error for
models which relate segregation to the bubble f low
rate measured by the excess gas velocity u�umf.

It is possible to develop a clearer approach based
on definition of the “initial” and “final f luidization
velocity” of the binary mixture and closer to their
actual phenomenology of f luidization. These parame-
ters are the lower and upper boundary, respectively,
of a characteristic f luidization velocity range whose
amplitude, measured by the difference between uf f

and uif, is mainly determined by the density or size
ratio between the two components as well as by the
mixture composition and component distribution
within the fixed bed, whose inf luence is clearly high-
lighted.
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List of symbols

A column cross-section [cm]
D column diameter [cm]
d particle diameter [µm]

dav average particle diameter [µm]
g gravity acceleration [cm/s2]
H height of the bed, of the layer [cm]
m solids mass [g]
∆p pressure drop [Pa]
u superficial gas velocity [cm/s]
uif, uf f initial, final f luidization velocity [cm/s]
umf minimum f luidization velocity [cm/s]
xf volume fraction of the f lotsam component [�]
ε0 fixed bed voidage [�]
εmf minimum f luidization voidage [�]
µg gas viscosity [g/cm s]
ρ solids density [g/cm3]
ρg gas density [g/cm3]

Subscripts
f, j of the f lotsam, jetsam component
M,S of the well-mixed, segregated bed
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Introduction

The progress in modern material science is mostly
determined by the achievements made in science and
the technology of super fine powder production. This
evidence is mostly explained by the more stringent
requirements imposed on powder substances in the
submicron range on the one hand, and by the
aroused interest in nanosized powders on the other
hand. The development of nanostructured three-
dimensional materials with unique parameters [1-5] is
impossible without mastering the technology for pro-
ducing weakly agglomerated powders with the mean
size of 10-50 nm. However, the use of powders with
particles of average size 10-100 nm instead of more
coarsely dispersed powders offers rather promising
and unexpected possibilities such as the coprocessing
of ceramics with metals or the considerable reduction
of energy costs due to low-temperature sintering [6].

All these factors brought about the rapid develop-
ment of ultrafine powder production methods. Among
them, the most successful results were obtained by
the gas-phase method [7]. From our viewpoint, the
method of ultrafine powder production by grinding

has largely escaped current attention. However, the
mechanochemical grinding of oxides, for example,
takes clear superiority over the other methods of fine
powder production (above all during the mechanical
treatment of the particles in the submicron range, the
physical and chemical processes proceed simultane-
ously, in coordination, and to an inter-correlated pat-
tern). The grinding method is (i) inexpensive, (ii)
ecologically clean � since it does not require large
volumes of solutions � and (iii) produces particles of
the desired size [8]. It should be noted, however, that
the oversimplified idea about the direct correlation
between the average particle size and the intensity
and/or duration of grinding that is valid for coarse
grinding (i.e. the higher the intensity and duration of
grinding, the smaller is the average size of the pow-
der particles) became absolutely unsuitable in the
submicron range [9]. The preparation of nanopow-
ders by direct grinding without taking into account
the particular characteristics of the nano-particle
behavior under intensive mechanical treatment seems
impossible. 

The goal of the present study is to describe the gen-
eral process of intensive mechanochemical grinding,
as well as to visualize how an understanding of the
features of constituent physicochemical processes
makes the task of producing nanopowders of inor-
ganic oxides relatively simple. 
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Institute of Solid State Chemistry and
Mechanochemistry Russia*

Mechanochemical Grinding of Inorganic Oxides†

Abstract

A great deal of experimental data on the mechanochemical treatment of inorganic oxides and mix-
tures thereof falls into the simple scheme involving the concurrent manifestation of grinding, particle
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General Considerations
The present-day view on the processes occurring in

the different types of grinding machines (i.e. ball,
vibration, planetary mill, etc.), in which mechanical
energy is transferred to the material by the grinding
media is described by the following f low chart:

Coarse grinding
(decrease of the particle size)

↓
Fine grinding

(further decrease of the particle size and 
aggregation of particles)

↓
Densification of the aggregates [9,10] and 

destruction of their constituent grains or crystallites
(aggregate microstructure refinement and 

particle welding)
↓

Recrystallization of the primary particles [11-13],
grinding of aggregates and recrystallized particles

By increasing the intensity and/or the time of me-
chanical treatment of the powder, we can conse-
quently transfer the system from one level to another.
It should be noted that on the third or fourth level,
the system inevitably achieves the dynamic equilib-
rium state, that is, the comminution and agglomera-
tion or reduction of crystallites in size and their
re-crystallization proceed at equal rates. 

Under application of the curves plotted in figure 1,
it was possible to obtain a qualitative representation of
how the concurrent course of different physicochemi-
cal processes inf luences the size and properties of
the treated material and, therefore, of how to predict
the consequences of the deliberate alteration of ex-
perimental parameters. This figure demonstrates the
variation of the powder particle size (R) as a function
of the parameter (I), which could be described as the
value of the treatment period under a fixed input of
mechanical energy during a unit of time (intensity),
or the intensity value during the fixed time. In any
case, the curve mode is the same. 

Curve 1 describes the decrease in the mean parti-
cle size if the particles do not aggregate. The fact that
the energy needed to destroy the particles increases
considerably with the decrease of particle size ex-
plains why the inclination of the curve tends towards
zero with time if the intensity of the process is fixed.
If we fix the time and increase the grinding intensity,
then after achieving a particular particle size, the
energy of brittle fracture exceeds that of its plastic

deformation (brittle-viscous transition), and the grind-
ing terminates.

Curve 2 characterizes the process of agglomera-
tion. It demonstrates the evident fact that under the
given conditions, the particles of sizes smaller than
the critical one are subjected to spontaneous aggrega-
tion. In this case, the higher the intensity of the action
on the particle collective, the larger in size particles
can be subjected to a plastic deformation that pro-
motes aggregation and hence the more particles can
be deformed simultaneously and form agglomerates.
Curve 2 also tends towards a plateau, because gravita-
tion forces considerably prevail over those of  Van der
Waals for the large particles and destroy agglomer-
ates. Besides, the large particles and aggregates are
preferably subjected to brittle fracture.

The resulting 1-2 curve determines the minimum
particle size that could be achieved in the conditions
given and points out the inevitability of dynamic equi-
librium when the processes of comminution and
aggregation counterbalance each other. It is impor-
tant to note that after achieving the minimum point, a
further increase in the intensity of the powder treat-
ment (or increase in the duration of treatment) would
only cause an increase of the particle size. Thus, if the
system is located to the right of the minimal size, it is
often sufficient to decrease the intensity of mechani-
cal treatment in order to decrease the mean particle
size. It is worth noting that the powders obtained
under conditions when the system is located to the
left of the minimum point are weakly aggregated and
preferable for dense ceramic processing, whereas to

KONA  No.21  (2003) 77

0
0

5

10

15

20

5 10

I

3

2

1

Pa
rt

ic
le

 o
r 

cr
ys

ta
lli

te
 s

iz
e

15 20 25

Fig. 1    Schematic representation of particle (crystallite) size ver-
sus time (intensity) of mechanical treatment.



the right of the minimum, the powders are strongly
aggregated and can be recommended for ultra-micro-
pore materials.

The fact that the system achieves the dynamic equi-
librium state relative to the formation and decompo-
sition of aggregates does not mean that the other
characteristics will not alter. In particular, curve 3
demonstrates the growth of crystallites, whereas the
minimum crystallite size is determined by the pa-
rabola composed by the curves 1 and 3. After stabiliz-
ing the size of the aggregates, their microstructure
refinement can still take place and it terminates later.

It is important to note that the minimum crystallite
size is achieved considerably earlier than the dynamic
equilibrium state, which is characterized by continu-
ous processes of coalescence and splitting of crystal-
lites. These processes cause a considerable mass
exchange between crystallites. Also the areas of local
“overheating” with increased reactivity are constantly
emerging. In this part of the diagram, the so-called
mechanochemical reactions are most intensive. This
fact is of the utmost importance for nanogrinding,
because on the one hand, it helps to obtain the pow-
der of the required chemical and phase composition,
and on the other hand, it intensifies the processes
causing contamination of the powder.

In order to achieve a particular goal and to deter-
mine the necessary alterations to the experimental
conditions, it is of great importance to evaluate
exactly what position the system � studied by means
of specific equipment � occupies in the diagram
shown in Fig. 1. Obviously, the decrease of the pow-
der size to an extent less than the minimum size can
only be achieved by displacement of the curves 1, 2,
and 3 relative to each other. Thus, curve 1 can be
moved to the left and curve 2 to the right by adding
surface-active reagents. In this case, it was possible to
markedly decrease the minimum possible size. Curve
3 can be shifted to the right (often with simultaneous
shifting to the left of the curve 2) by adding an addi-
tive that is inert with respect to the powder to be
ground and which covers the crystallites, thus pre-
venting their coalescence to aggregates. The sub-
sequent removal of the additives leads to the
decomposition of aggregates and to the formation of a
powder in the nanometer range.

It should be remembered that one and the same
substance behaves in different ways under different
modes of intensity or at different stages of mechani-
cal treatment. For example, if organic surfactants are
treated with significant intensity, they decompose.
Also, minor amounts of water foster the formation of

very large aggregates with high bonding strengths
(up to the formation of a stone mass) due to “welding”
of the hydrated surfaces accompanied by the release
of water in accordance with the following quasi-chem-
ical equation:

Bulk-M-OH�OH-M-bulk → bulk-M-O-M-bulk�H2O

Let us illustrate the considerations above by means
of specific experimental examples.

Experimental Details

Commercially available chemically pure alumina,
zirconia and magnesia (�99.95%) were used. Prior to
the experiments, the alumina was calcined at various
temperatures (1150-1400°C) until X-ray diffraction
patterns detect only the α-phase. The mechanical
treatment of the powder was performed using an
AGO-2 planetary mill. Steel balls of 10 mm that
ranged in effective density from 4 to 8 g/cm3 were
prepared by drilling reach-through holes. The density
was then calculated as mass to enveloping sphere vol-
ume ratio.

The specific surface area of the powders was mea-
sured using the BET method after drying in the f low
of argon gas at 200°C. The X-ray phase analysis and
the determination of crystallite size using the line pro-
file analysis was done with the DRON-4 diffractome-
ter supplied with graphite monochromator. The
instrumental line broadening as well as the contribu-
tion of lattice distortions were taken into account
[14]. Electron microscopic studies were performed
using the JEM-2000FX2 microscope.

In order to determine the particle size by means of
auto-correlation spectroscopy, the powder was sub-
jected to ultrasonic treatment in an aqueous solution
of nitric acid (pH�4), and for the centrifuging process
and scanning electron microscopy, in ethanol with 4-
hydroxybenzoic acid as the dispersant.

Preparation of superfine powders (�-Al2O3)

The grinding of α-Al2O3 (acceleration 20g) gives
evidence of the drastic decrease of the grinding effect
with time (see Table 1). The powders treated for 10
and 20 minutes are considerably aggregated because
the value of the particle size calculated from the spe-
cific surface area equals �130 nm. This parameter is
less significantly than the crystallite size shown in
Table 1. From this, it was possible to draw logical
deductions that the experimental points are located
close to the minima of the curves 1-2 and 1-3 (Fig. 1),
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and that a further increase in the duration of mechani-
cal treatment will not lead to a further decrease of the
size of the particles and crystallites. 

Figure 2 illustrates the change of the crystallite
sizes of the alumina, magnesia, and ferric oxide by
means of a relatively low-intensity grinding regime
where the intensity is insufficient for a visible coales-
cence of particles and where the clearly detectable
minimum is missing. 

However, as we increase the intensity of grinding, in
the plot showing the dependence of the particle size
on the time (Fig. 3), both descending and ascending
branches of curve 1-2 could be demonstrated (see
Fig. 1). Curves of this type in coordinates “specific
surface area � grinding time” could be observed
under mechanical activation of numerous inorganic
substances [15]. Such evidence is commonly ac-
counted for the competition between the processes of

aggregation and grinding. 
As was expected, if the initial powder is already rep-

resented by the particles with the mean size close to
the minimum, then we can obtain only the ascending
part of the curve (curve 2, Figure 3), by means of
intensive mechanical treatment. 

Obviously, similar curves can be obtained by vary-
ing the intensity of the mechanical treatment as well.
For example, in Table 2, the inf luence of the density
of the grinding media is shown that is proportional to
the kinetic energy of the balls. The dependence of the
specific surface area (from our viewpoint, it is exactly
this value that ref lects the size of the particles and
dense aggregates) on the ball density is of an ex-
treme character, which is predicted by the curve 1-2.
Although with the increase of ball density, the energy
of an impact also increases proportionally, the specific
surface area of the powder achieves a particular value
and then decreases. 
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Table 1 Correlation between duration of mechanical treatment
and the size of Al2O3 particles 
(20g, balls and crushing cylinders are made of Al2O3)

Table 2 Inf luence of the ball density on the α-Al2O3 grinding

Duration of grinding Crystallite size Specific surface area
[min.] [nm] [m2/g]

00 195 06.4

05 100 �

10 065 12.0

20 063 11.0
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Fig. 2    Crystallite size of Al2O3-1, MgO-2, Fe2O3-3 as a function of
milling time
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Fig. 3    Particle size of coarse-1 and fine-2 aluminas calculated
from the specific surface area versus time of milling

Grinding Material Effective Specific Crystal
time, of density surface size 
20g balls of balls area [nm][g/cm3] [m2/g]

20 min Al2O3 3.9 12.0 63.0

15 min Steel 3.9 11.0 51.0

15 min Steel 5.4 17.5 

15 min Steel 8.0 08.0 45.0

15 min WC 16-17 � 66.0

15 min, 5%Al WC 16-17 � 39.5



The brittleness of tungsten carbide balls brings
about a greater contamination of the powder because
of the associated wear. This leads to an ambiguity in
the interpretation of the specific surface area values;
hence, the latter was not measured. However, this fact
does not interfere with determination of the crystal-
lite size. The curve of type 1-3 becomes evident in
this case as well. 

It should be noted that the experimental data pre-
sented here were specially selected by the authors for
the sole purpose of proving the evidence that (i) in
order to decrease the powder particle size, it is not
always rational to increase either the duration of treat-
ment or the grinding intensity, and (ii) it is impossible
to decrease the particle size to a value less than the
minimum one without alteration of some other para-
meters. In practice, particular values obtained under
different conditions depend on numerous factors,
including those which in turn depend on the powder
pre-treatment history (see Table 3). The suggestion
that the temperature of alumina calcination effects the
toughness through the perfectness of crystal struc-
ture seems natural.

Treatment by commonly used surfactants that
reduce the particle surface energy is not effective
within the nanometer range, because they cannot pre-
vent the fusion of crystallites. 

On the contrary, the addition of a reagent with
some adhesion to the powder in amounts sufficient to
cover the surface of the particles may sterically pre-

vent crystallites from coalescence, thus reducing the
achievable size [16], although the particles can aggre-
gate better. The subsequent removal of the additive
by dissolving or evaporation will destroy the aggre-
gates and form a weakly agglomerated powder with
very small particle sizes.

The additive should meet rigid and rather contra-
dictory requirements. It should have good adhesion
to the powder, but be chemically inert with it. It
should be resistant to the high pressure and tempera-
ture generated in the area of ball impact; it should be
easy to remove after grinding; and it should not be
ductile in order to prevent slippage of powder parti-
cles relative to each other.

Among inorganic oxides, these requirements are
often met by metals and carbon which do not react
with many oxides and which can be removed by dis-
solving in acids or alkalis along with evaporation
within the temperature range insufficient for the
growth of oxide particles.

In Table 4 (see also the bottom line in Table 2),
one can see the sizes of crystallites obtained by grind-
ing Al2O3 for 15 minutes with the addition of Al as the
most preferable from the viewpoint of purity, Fe as
the metal with the strongest (except Pt) interaction
with the alumina surface [17], and C that lacks lubri-
cating properties. As a result, we obtained the mean
particle size which is considerably less than that of
the crystallites milled without additives (see Fig. 2,
Table 2).

The treatment of the product obtained as above
with hydrochloric acid removes the metal and, after
careful drying, we obtained a weakly agglomerated
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Table 3 Effect of Al2O3 calcination temperature on specific sur-
face area of mechanochemically treated powders sub-
jected to successive acid leaching 

Treatment Acceleration Ball Specific 
Prehistory time [m/s2] diameter surface 

[min] [mm] [m2/g]

1100°C 20 20 10 28

1300°C 20 20 10 22

1450°C 20 20 10 20

1100°C 20 20 05 23

1300°C 20 20 05 19

1450°C 20 20 05 12

1100°C 40 40 05 33

1300°C 40 40 05 30

1450°C 40 40 05 27

Table 4 Crystallite size achieved after grinding for 15 min. with
steel balls supplemented with various additives

Acceleration Ball Additive Crystallite
Additive [m/s2] diameter amount size 

[mm] [wt.%] [nm]

Al 40 05 05 19

Al 40 05 10 24

Al 40 05 15 26

Al 40 05 20 33

Fe 40 05 10 32

Fe 40 10 10 22

Acetylene black 40 05 10 26

Acetylene black 20 05 10 38

Acetylene black 20 05 15 37

Acetylene black 20 05 20 34



powder. For example, in Figure 4, we illustrate the
dependence of the mean size of the alumina powder
particles calculated from the specific surface area on
the milling time, after removal of the iron.

The crystallite sizes derived from the X-ray data are
given in brackets. For a 25-nm powder, the particle
size was additionally verified by laser autocorrelation
spectroscopy, which demonstrates that approximately
80-90 mass% of the powder truly has this size.

However, electron microscopy images show some
large (100-200 nm) particles, which are presumably
the aggregates. The latter could have formed due to
an incomplete coverage of the alumina crystallites by
iron during the grinding process. If the conditions of
mechanical treatment are to be optimized, additional
studies are necessary, whereas a mere increase of the
ductile metal (Fe, Al, Zn, Cr) content makes the effi-
ciency of grinding deteriorate (Table 4).

In this study, the powder was redispersed in
ethanol, treated by ultrasound with addition of 4-
hydroxybenzoic acid [18]. The resultant suspension
was centrifuged for 1 hour at 3000 rpm. The coarse
(�30%) powder was isolated as the centrifugate. The
electron microscopy image of the residual oxide (see
Fig. 5) gives evidence of the lack of large particles
and the resultant particle size distribution is rather
narrow. After drying at 200°C, the powder had a spe-
cific surface area of 107 m2/g; crystallite size was 16
nm. 

Contamination during Grinding

In all probability, the most serious disadvantage of
using high-energy mills for grinding fine and ultrafine
inorganic oxide powders is the inevitable contamina-
tion of the powdered material by the wear of the
grinding media and, to a lesser extent, of the mill
shell. As a first approximation, the level of contamina-
tion increases at the ratio t/r2, where t is the grinding
time, and r is the crystallite size of the oxide powder.
In particular, 10 minutes of grinding Al2O3 using balls
made of ZrO2 at an acceleration of 20g are sufficient
to show up in the X-ray image as three peaks that cor-
respond to the zirconium oxide. The kinetics of iron
accumulation, if a steel shell and steel balls are used,
is shown in Figure 6. 

Although by optimizing the conditions of the
mechanical treatment, in particular by increasing the
quality of the grinding media, the wear can be consid-
erably reduced, but the problem of obtaining fine
powders cannot be solved by this method. 

Previously [19], we already noted that long-term
boiling of the Al2O3 treated by steel balls in
hydrochloric acid could not totally eliminate contami-
nation. In the powder treated for 20 min. at an acceler-
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ation of 40g, the residual iron was 1.5%, and residual
chromium and silicon approximately 0.5% each. It was
noted that Mössbauer spectra identify Fe3� ions as
being surrounded by oxygen. 

Additional studies made by ESR spectroscopy have
unambiguously supported the assumption on the for-
mation of the Al2O3-Fe2O3 solid solution under intense
grinding. The logical conclusion is that the α-Al2O3

crystal lattice also contains Cr. So, after the intense
grinding of alumina with steel balls, when the system
falls into the range of plastic deformation (right
branch of the curve 1-3 shown in Fig. 1), the follow-
ing series of mechanochemical reactions takes place:

Fe�O2 (H2O) → Fe2O3

Fe�Fe2O3 → Fe3O4, FeO
Al2O3�Fe3O4, FeO → Al2�xFexO3

The first two reactions were proved by special
experiments. It was shown that a durable grinding of
alumina (or some other oxides) in the sealed shells
causes a considerable pressure drop. When the rub-
ber gasket is punctured by the syringe filled with liq-
uid, the liquid penetrates the shell. So, it is natural to
suppose that oxygen in the grinding chamber is con-
sumed to produce ferric oxide. Besides this, it was
shown that 30 minutes of grinding Fe2O3 is sufficient
for only FeO responses are being detectable on X-ray. 

Since unoxidized metals are not able to react with
alumina, we can consider grinding in a dry inert
atmosphere as the first step for obtaining fine pow-
ders of alumina. In this case, a subsequent treatment
by acid would help to obtain an extremely low conta-
mination by iron and chromium residuals.

To this end, a specially constructed mill chamber
was evacuated by heating (�200°C) and then filled
with Ar dried over sodium metal up to the pressure of
2 kg/cm3.

The tests showed that the iron content in the sam-
ples subjected to acid leaching underwent an unex-
pectedly sharp increase. One may surmise in this
case that encapsulation of tiny metal particles in the
dense oxide aggregates occurs, thus reducing the
efficiency of acid treatment. The lack of moisture and,
hence, water adsorption layers covering the particles,
facilitates the interaction between particles and their
caking-up to form dense aggregates. 

The data presented in Figure 7 validate this hy-
pothesis. Water layers between the particles decrease
the friction and hinder the formation of dense aggre-
gates. This phenomenon could be viewed visually in
the form of a significant (immeasurable) rate of the
powder lightening (its color changes from black to
white) in the process of its washing off in acid. 

It is obviously impossible to prevent the oxidation
of iron by water and, hence, the contamination of
Al2O3 due to mechanochemical reaction with Fe2O3.
But the experiments described above reveal one
more mechanism of contamination of the oxide pow-
der, that is, the encapsulation of fine metal particles, if
the amount of the additive is insufficient for an effec-
tive decomposition of the particles in the aggregates.

The addition of metals may partially compensate
the lack of a water layer by acquiring its functions.
For example, the addition of 5-10% of Fe allowed us to
obtain an α-Al2O3 powder with a mean particle size of
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40 nm and a residual iron content of only 0.02%. 
Remarkably, the starting alumina contained 0.035%

of iron, so that in this case, we observe the phenome-
non of “mechanochemical purification” of the powder.
This effect seems rational, especially if we consider
the possibility of segregation of the impurity atoms
on the surface of the powder. During intense grind-
ing, the surface of the powder multiplies many times.
At the same time, the increased diffusion ability of
the ions in the particles subjected to intense plastic
deformation provides a rapid enrichment of the sur-
face layer by the impurity. The subsequent treatment
with an acid dissolves the strongly defective and even
amorphous [20] surface layer.

In some cases, it was found promising to use an
additive consisting of two substances, one aimed
at separating the crystallites from the aggregates,
whereas the other has an oxygen af f inity and
prevents oxidation or even has an ability to
mechanochemically reduce the alien metal oxide. The
latter reactions are well studied [21-24].

Thus, grinding the alumina with the mixture of Al
and Fe at ambient atmosphere followed by acid treat-
ment enables the production of powders with a spe-
cific surface area of 70 m2/g, crystallite sizes of 24
nm, and iron residues of less than 0.06.

Grinding ZrO2

An intensive mechanical treatment of zirconium
dioxide is characterized by a phase transformation
[25,26] which is supposed to be due to the contribu-
tion of surface energy into the Gibbs potential value.
The increase of the specific surface area converts the
oxide into the tetragonal or cubic modification and
becomes thermodynamically stable. For coarse pow-
ders,  monoclinic zirconia is known as the stable one.

Figure 8 shows the X-ray patterns of zirconium
dioxide powder samples that were initially repre-
sented by 100% monoclinic modification and that
were mechanically treated at different periods of
time. In Figure 9, one can see the alterations occur-
ring during subsequent thermal annealing of one of
the samples. As seen, even a short period of
mechanochemical activation under these conditions is
sufficient for around 50% phase transition of the mon-
oclinic modification into a more symmetrical one.
This fact was evidenced by the peak at approximately
30 degrees. Thermal treatment of the milled samples
initially leads to a more pronounced phase change,
but with further increase of temperature, this trend
reverses. 

A similar phenomenon was reported in [27], where
the data were correlated with the crystallite size,
namely that with the increase of crystallite size, the
modification became monoclinic and vice versa.

Nevertheless, only the due consideration of the
nature and the entirety of processes that take place
during intensive mechanochemical grinding may be
able to satisfactorily explain the total body of experi-
mental evidence:

– mechanical treatment of the tetragonal ZrO2 mod-
ification caused its rapid transformation into a
monoclinic one [27];

– mechanical treatment of the monoclinic modifica-
tion led to its transformation into a tetragonal
one. In this case, the extent of transformation
after grinding with tungsten carbide balls during
a period of as much as 50 hours was only 45%
[25], whereas intensive treatment with steel balls
led to a 100% tetragonal modification after only
�20 min [26];
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– thermal treatment of the mechanochemically syn-
thesized tetragonal modification even at 800-
900°C transformed it into a monoclinic one
([25,28], Figure 9), whereas by means of special
experiments, we demonstrated that the onset of
sintering of the milled zirconium dioxide was
detected only at 1000-1050°C.

All these facts appear to be consistent only with the
supposition that an intensive or durable mechanical
treatment leads to the condition of a dynamic equilib-
rium between the processes of crystallite fracture and
coalescence (curve 1-3, Figure 1). The crystallites of
sizes larger than the threshold size and, hence in a
phase of monoclinic modification, divide finely and
transform to the tetragonal phase. The opposite
process of coalescence of small particles causes a
reverse change of phase. The rates of these processes
in the equilibrium state are equal, which is why the
authors [25] failed to obtain more than 45% transition,
this result corresponds approximately to that shown
in Figure 8.

In our opinion, a rather impressive result is given in
Figure 10. After 10 minutes of grinding with steel
balls at a relatively low intensity (20g), it can be seen
that the X-ray lines are considerably broader, and
tetragonal phase is clearly detectable. However, if this
experiment is carried out with the shell cooling water
switched off so that the background temperature in
the shell increases to 50°C as determined in accor-
dance with [29], then the phase transition does not
take place and the X-ray lines are notably narrower.

Such significant alterations with only a slight
change to the temperature can be explained only by

the growing plasticity of the particles with the rise
of temperature, which in turn facilitates their coa-
lescence and the crystallite growth, respectively.
Therefore, the threshold size of transformation to
tetragonal modification cannot be achieved and the
monoclinic phase does not appear.

The contradiction with [26], where the authors
were successful in running a complete mechanochemi-
cal phase transition is probably a result of the grind-
ing media wear. In the course of intensive grinding
with steel balls, fine metal particles will oxidize and
the Fe3� cation integrates into the oxide crystal lattice
[30], by analogy to the Ca2� and Y 3� cations (see
below). Thus, the tetragonal phase becomes stabi-
lized independent of the crystallite size. In its turn,
the resulting solid solution decomposes at elevated
temperatures [30]. 

Our experiments made under conditions where
additives (balls and shell are ceramic) were excluded
have demonstrated that even after 10 minutes of
grinding (acceleration 20g), the phase transition of
the ZrO2 monoclinic modification into the tetragonal
one is about 30%. This value remains almost unaf-
fected by the increase of the grinding time up to 1
hour or a rise of the intensity up to 40g. 

Clearly, if the ultrafine tetragonal modification is
mechanically treated, then this process will corre-
spond to the conditions described by the left parts of
curves 2 and 3 (Figure 1). In this case, even a weak
mechanical action should cause the pronounced
growth of the crystallite size followed by a transition
into the monoclinic phase, as was observed in prac-
tice [25,27]. 

Following our concept, the addition of Al to ZrO2

should promote the intense grinding of the oxide. By
restricting the growth of crystallites, this additive will
prevent a reverse phase transition into the monoclinic
modification, as shown in Figure 11 (compare with
curve 4, Figure 9), even at high temperatures. 

Interestingly enough, the additive separating the
crystallites from each other can fulfill its function
even if it is present only at the grinding stage. In
particular, instead of aluminum, we used polyvinyl
alcohol that obviously evaporates from the powder
long before 800-900°C. This procedure also prevents
transition into the monoclinic phase under heating
conditions. Clearly, the growth of crystallites in a non-
aggregated powder is possible only if the temperature
is higher than the sintering temperature, i.e. if it
exceeds 1000°C. 

From the above discussion, it is obvious that it is
impossible to obtain fine-dispersed zirconia as well as
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other metal oxides, only by intense grinding without
additives and specially developed techniques. How-
ever, it was possible to make positive use of the same
features of the mechanochemical grinding that pre-
vent nanopowders from being obtained.

A problem of great concern in ceramics made of
ZrO2 is that the path to obtaining yttrium- or calcium-
stabilized phases is rather involved. The addition of
proper compounds of yttrium or calcium zirconia fol-
lowed by grinding under conditions favorable for
mechanochemical reaction yields stabilized oxide
directly in the mill without the need for any solutions. 

In Figure 12, one can see the results of such
experiments (see also [31]). The above data cannot
provide unambiguous evidence as to whether the
tetragonal modification obtained is a result of grind-
ing, where the role of an additive is played by the sec-
ond oxide, or whether the process advances and we
observe the product of a mechanochemical reaction.
In either case, whether we obtain a stabilized oxide or
only its highly reactive precursor, this product can be
directly used in the ceramic production. The sintered
samples are a dense 100% cubic ZrO2. 

Conclusions

From our viewpoint, the results presented together
with other experimental data cited in this publication
can be successfully interpreted within the scope of a
rather rough but very useful scheme. The entirety of
processes that occur under intensive mechanical
treatment of the powders in a planetary mill, vibra-
tory mill, ball mill, etc. can be described by the coun-
terbalance between reducing the size of the powder
particles and crystallites and their agglomeration and
coalescence under the action of the external factors of
pressure and temperature. By aiming deliberately at
this equilibrium by means of preventing or, on the
contrary, by facilitating the coalescence of particles, it
is possible to obtain nanocomposites or the products
of mechanochemical reactions. Making provisions for
the subsequent removal of the hindrance (additive),
one can obtain quite finely dispersed powders. More-
over, by considering mechanochemical processes
with various parameters, including those modified by
additives or by the wear of the grinding media, it is
possible to inf luence the general factors responsible
for powder contamination, and thus to noticeably
increase the purity of the powder.
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1. Introduction

The processing and transport of particulate mate-
rial, from raw material to final product, is of great
importance to a wide range of industries. The role of
particle breakage is significant in many cases in
terms of yield and quality of product, whether the
desire is to cause breakage or avoid it. However, the
mechanisms and prediction of particle breakage are
only understood to a limited extent. This paper seeks
to review and present current research into the area
of particulate breakage, from the individual particle
scale to the process scale.

2. Single Particle Breakage

2.1 Impact Experiments
Single particle breakage has been studied to a lim-

ited extent in order to improve the understanding of
ensemble breakage in particulate processing applica-
tions. Typical research has focussed on the impact or
compression of spherical particles made from a range
of materials. Single particle impact studies allow the
isolation and prediction of breakage in systems where
particulate transport leads to impacting conditions,

such as pneumatic conveying and high-shear granula-
tion. 

Bemrose and Bridgewater1 state that multiple-
impact studies can give empirical data that is useful
for the direct application to realistic contexts, but do
not generally reveal the basic failure mechanisms.
Single-impact studies can be used to develop an un-
derstanding of failure processes and mechanisms, as
well as providing useful statistical data that can be
used for predictive analysis. Single-particle impact is
typically achieved by propelling a particle from a
pneumatic rif le at a rigid target in an arrangement
similar to that depicted in Figure 1. This arrange-
ment allows analysis of particle fracture mechanisms
using high-speed imaging, and measurement of frag-
ment size distribution.

The single particle impact of a large number of
materials has been studied in the literature, in par-
ticular glass2-9, polymers10-13, ionic crystals14, sand-
cement 2, aluminium oxide7, 15, and agglomerates16-18.
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2.2 Failure pattern description
To demonstrate typical fracture pattern analysis,

the failure patterns of spheres made from different
materials will be discussed. The impact velocities are
divided into three relative regimes at which failure
can occur. A low-velocity regime is that at which the
first signs of breakage occur with increasing impact
velocity. The intermediate-velocity regime is a higher
velocity at which a change in failure form occurs com-
pared with the low-velocity regime. The high-velocity
regime is again where a change in failure form is
observed upon increasing impact velocity. Failure
forms from these regimes are shown for a variety of
spherical materials in Figures 2, 3 and 4, respec-
tively19.

Figure 2 shows low impact velocity regime frac-
tures of several different materials. Typical Hertzian
ring and cone cracks, which are usually the first fail-
ure patterns with increased normal impact velocity of
glass spheres, can be seen in Figure 2(a)9. This fail-
ure is very similar to well-documented forms of fail-
ure under quasi-static indentation of a glass surface
by a rigid sphere15. The principal Hertzian cone crack
is labelled C1. Small, annular fragments of glass are
removed when secondary cone cracks travel toward
the free surface. It is expected that this section forms
during the unloading post-impact phase, by analogy
with similar cracks observed during slow indentation
tests. Again by analogy with static indentation experi-
ments, it has been proposed that additional cracks
which form inside the main Hertzian ring are associ-
ated with inelastic deformation processes such as
densification15. Figure 2(b) illustrates the low impact
velocity regime failure of aluminium oxide. Local
cracking and the development of a f lat region over
the contact area can be observed. Similar fracture pat-
terns are also observed in tungsten carbide, solid
granules, polystyrene, sapphire, zircon, steel, nylon,
and fertiliser. The labelled compression failure is con-
ical in shape. In aluminium oxide, fertiliser and solid
granules, this conical region often disintegrates. Frac-
tures can propagate from this region along meridian
planes, producing hemispheres or quadrants (less the
conical region). The low impact velocity regime fail-
ure of PMMA spheres (Figure 2(c)) reveals charac-
teristic ‘angel wing’ radial cracks, sometimes joined
by sections of circumferential crack and always asso-
ciated with circumferential crazing. No observable
deformation of the surface can be found. Wet granule
deformation can be observed at very low velocities
(Figure 2(d)) with f lattening of the impact region
into a relatively large contact area, but with no ob-

servable cracking. There is a significant increase in
the diameter parallel with the impacting surface and a
reduction of diameter perpendicular to the impacting
surface. A slight increase in impact velocity above
this causes a number of small cracks to propagate
from the deformed contact area parallel to the impact
axis. The higher end of the low impact velocity
regime for wet granules sees an increase in the num-
ber of these small cracks, but with the granule still
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remaining a single entity. In the low impact velocity
regime failure of binderless granules, a f lattened
impact zone is formed with small cracks propagating
from this to the upper hemisphere of the granule. A
small increase in impact velocity leads to the detach-
ment of a small amount of material around the impact
zone, and increased oblique cracks.

Figure 3 shows intermediate impact velocity re-
gime breakage patterns for (a) glass, (b) PMMA, (c)
wet granules. The failure form of aluminium oxide,
and the other materials similar to it, is very similar to
the low velocity regime pattern (Figure 2(b)), except
for the production of more segments from meridian
plane cracks. Further failure forms become evident
for the normal impact of glass spheres at increasing
velocity, as illustrated in Figure 3(a). Oblique cracks

are observed to propagate from under the contact
area, forming a large fragment and several smaller
ones. The Hertzian cone crack (C1) is usually found
inside one of the smaller fragments, and does not con-
tribute to the size reduction process. A significant vol-
ume of material from under the contact area is
pulverised by the impact, and hence is normally miss-
ing when the recovered fragments are reconstructed.
The intermediate impact velocity failure of PMMA
(Figure 3(b)) shows the sphere divided by a merid-
ian plane crack. A roughly conical region below the
contact area is defined by varying combinations of
sections of surface ring cracks, cracks along the con-
ical surfaces, or cracks across the conical region.
However, the surface of the conical region seems to
be undamaged. It has suffered no f lattening and still
remains transparent. Intermediate impact velocity fail-
ure forms of wet granules are shown in Figure 3(c).
A distinct cone-shaped fragment is formed at the con-
tact area, with the remaining granules forming a
mushroom-cup shape. A further increase in impact
velocity leads to the mushroom cup fragmenting into
several equal-sized pieces. The intermediate impact
velocity failure of binderless granules leads to split-
ting into several equally-sized segmental fragments,
leaving a compacted cone on the impact surface. A
further increase in impact velocity leads to an in-
crease in the size of the compacted zone, and an in-
crease in the number of fragments, albeit of smaller
size.

Figure 4(a) shows a generic high impact velocity
failure pattern for a large number of materials, includ-
ing glass, aluminium oxide, tungsten carbide, solid
granules, polystyrene, sapphire, zircon, steel, nylon,
fertiliser, and PMMA. A cone of crushed and com-
pacted material and several oblique cracks can be
observed. A large part of the sphere remains as a sin-
gle characteristically shaped piece (marked F in the
figure). Examples of this piece from a number of
materials are presented in Figure 4(b). Meridian
plane cracks observed at lower velocities do not form
part of this high impact velocity form. A further
increase in impact velocity reduces most of the frag-
ments to millimetre and submillimetre dimensions.
However, the large central fragment (F) remains
coherent the longest, gradually becoming narrower
and shorter. At exceptionally high impact velocities,
specimens can disintegrate into fine powder and leave
no recognisable fragments at all, leaving a cone of
compacted powder on the impact surface. The high
impact velocity regime failure of wet granules shows
a significant fragment size reduction. The contact
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area cone size increases, and can even be larger than
the initial diameter of the granule. The presence of
wet binder allows significant plastic-like deformation
to take place. Binderless granules completely disinte-
grate into a single compacted zone on the target at
high impact velocities.

This type of analysis allows impact velocity regimes
to be defined for different materials. Changes in fail-
ure form are often accompanied by a marked change
in fragment size distribution. Coupled with knowl-
edge of typical particle impact velocities in a given
system, a certain level of qualitative prediction of par-
ticle breakage is possible. This allows more control in
the design of comminution processes for the produc-
tion of specific particle characteristics, or the reduc-
tion of particulate breakage in other systems.

2.3 Quantitative Modelling
Modelling the fragment size distribution mathemat-

ically allows the extent of fracture to be assessed
quantitatively. Typical models have been reviewed as
follows20. In comminution, the Rosin-Rammler model
has been widely used to describe skewed particle size
distributions21. This model is characterised by two

parameters, namely the mean size and the width of
the distribution. An alternative two-parameter equa-
tion used in describing fragment size distribution was
the Schuhmann equation22, which was defined by dis-
tribution and size parameters. According to Ryu and
Saito23, no physical significance of the size parameter
was given by Schuhmann. Gilvarry and Bergstrom24

proposed a three-parameter distribution function to
describe the fragment size distribution of brittle sol-
ids. This function was in good agreement with experi-
mental results in the fine size region between 1 µm
and 1000 mm. However, this idealised function was
not satisfied outside the size interval specified due to
the fact that the size of a real specimen was finite.
Similarly, Arbiter et al.2 found only reasonable agree-
ment in the fine sizes when the Gaudin-Schuhmann
double logarithmic plot was used to describe the over-
all size distribution of glass fragments produced in
double-impact and slow compression tests. Ryu and
Saito23 found only a relatively good fit to both the
coarse and fine fragments when reviewing the
Gaudin-Meloy-Harris equation. This equation states
that the volume (or weight) fraction, y′, passing frag-
ment size of x takes the following form,

y′�1��1�� �α�
β

(1)

where α, β and x0 are the empirical parameters. How-
ever, this equation was not favourable due to the large
number of parameters required. 

The impact of large numbers of single particles has
also been modelled quantitatively by Salman et al.25.
In a typical experiment, 100 particles are individually
impacted at a constant velocity and the number of par-
ticles exhibiting failure is counted. A relationship
between the number of unbroken particles (N0) and
the impact velocity (vp) can be derived by a two-para-
meter cumulative Weibull distribution:

N0�100exp��� �m� (2)

In equation (2), c is the scale parameter and m is the
Weibull modulus. The scale parameter c has no direct
physical definition, but its value is equal to the impact
velocity at which the number of unbroken particles is
36.8%. The Weibull modulus, m, corresponds to the
standard deviation of the distribution. Figure 5 illus-
trates a typical relationship between normal impact
velocity and number of unbroken particles for fertil-
izer 25. This analysis can also be used for particle
impact under oblique angles. It allows particle break-
age under impact conditions to be quantified through

vp

c

x
x0
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the use of two parameters, c and m. Figure 6 shows
these parameters for 7-mm spheres made from a
range of materials. This data can be used to predict
the extent of breakage at a range of impact velocities.

The short duration of particle impact breakage has
meant that the physical experimental investigation
has been replaced by the post-mortem examination of
the fragments generated. However, advances in nu-
merical simulations of single-particle and in partic-
ular single-agglomerate impact have allowed more
detailed study of particle breakage during impact26-29.

Typical numerical simulations use the discrete ele-
ment method (DEM) incorporated with autoadhesive
interparticle interaction laws. The motion of each pri-
mary particle constituting the agglomerate is traced
throughout the impact event using Newton’s law of
motion. A slightly different two-dimensional DEM
approach was adopted by Potapov and Campbell26 to
simulate the breakage behaviour of homogeneous
elastic solids impacting against a rigid wall. Instead of
discrete particles, the elastic solid was divided into
polygonal elements contacting with each other. The
contacts were considered to be broken once the ten-
sile force experienced was found to exceed a certain
limit. Their simulation results indicated that a fan-like
fracture pattern, with elongated fragments, existed
over the range of solid material properties and impact
velocities used. The formation of fan-like crack sys-
tems was accelerated when there was an increase in
impact velocity. Potapov and Campbell also concluded
that the impact kinetic energy was dissipated by elas-
tic wave propagation through the elastic body under
consideration.

The primary disadvantage with single-particle im-
pact studies is that in a typical particulate system, par-
ticles do not exist as isolated entities, but rather
discrete parts of an ensemble population. Interparti-
cle interaction is likely to have a large effect on parti-
cle breakage forms and rates. However, it is only
through study on the single particle, and even the
intra-particle level that a mechanistic understanding
of particulate breakage can be achieved.

3. Particulate Processing

Two specific areas of particulate processing are
now discussed in order to present a range of research
concerning particulate breakage on a process scale.
In granulation, an understanding of particle breakage
rates is fundamental to control of the final granular
product. In pneumatic conveying, an understanding of
particulate breakage is important to permit a design
that minimises product loss.

3.1 Granulation
Granulation has been widely used in the chemical,

agricultural, pharmaceutical, foodstuff and mineral
industries to consolidate fine powder into larger enti-
ties known as granules. Granules are formed by typi-
cally agitating fine powder together with a liquid
binder, typically termed wet granulation. Agitation is
achieved, for example, using unit operations such as a
f luidised bed, high-shear mixer, rotating drum, or
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spray dryer.
Traditionally, granulation behaviour has been

described in terms of a number of different mecha-
nisms such as nucleation or wetting, abrasion trans-
fer, crushing and layering30. Recently, it was proposed
that granulation could be considered as a combination
of three sets of rate processes31-33. They are (1) wet-
ting and nucleation, (2) consolidation and growth, and
(3) attrition and breakage. However, there is still little
understanding as to the sequence and importance of
each mechanism34. During granulation, granules can
interact with each other, and with solid walls, which
can lead to deformation, attrition/breakage, rebound-
ing, or sticking. The behaviour of the granules under
impact loading is often very important. Granule
breakage may also affect transportation processes by
causing undesirable changes in the size, shape or
appearance of the granular product. 

On a process level, the modelling of breakage in
granulation can be incorporated into a population bal-
ance model which allows prediction of the size distrib-
ution. For batch, well-mixed systems, with size being
the only internal coordinate, a population balance
equation can be expressed as35-38:

�B�D (3)

with B and D representing sources of creation and
destruction of granules of size v. Mechanisms that are
often included in batch granulation population bal-
ance modelling for these terms are that of aggrega-
tion and breakage. Both aggregation and breakage
mechanisms have associated birth (B) and death (D)
functions. The aggregation of two granules of size u
and v will lead to a loss of one granule each of size u
and v and the creation of another granule of size u�v.
Likewise, breakage of a granule of size v will lead to a
loss of one granule of size v but the creation of a num-
ber of smaller granules dictated by the fragment size
distribution. Source terms for breakage can be ex-
pressed as:

Bbreak(v,t)��
�

v

b(v,u)Dbreak(u,t)du��
�

v

b(v,u)S(u,t)n(u,t)du
(4a)

Dbreak(v,t)�S(v,t)n(v,t) (4b)

Here, S, the selection rate constant, describes the
rate of breakage of particles of a given size, and can
also be considered time-dependent. This time depen-
dence is related to the expected densification of
granules during the granulation process, leading to
stronger granules and hence a changing breakage

∂n(v,t)
∂t

rate. In fact, the breakage rate should be a function of
a number of granule properties, but as these are not
taken into account in the single-dimensional popula-
tion model, the term often becomes time-dependent.
The breakage function, b, describes the sizes of the
fragments from the breaking particle.

It was not until fairly recently that breakage was
incorporated into the modelling of granulating pro-
cesses. It is noted qualitatively by39 that the model-
ling of aggregation terms only in batch granulation
processes is not sufficient to describe the system.

3.1.1  Fluidised Bed Granulation
In f luidised bed granulation, a bed of primary parti-

cles are typically agitated by an air f low. Liquid binder
is sprayed over the agitated bed, causing agglomera-
tion between primary particles and leading to granule
formation and growth. An understanding of the rates
of agglomeration and breakage process within the
system are fundamental to the successful control and
prediction of the final granular product.

Only a limited amount of work has been conducted
into the breakage of granules within f luidised beds.
Pitchumani and Meesters40 describe the breakage
behaviour of different enzyme granules, manufac-
tured using a f luidised bed, subjected to repeated
impacts using a new instrument. The two types of
granules used for the impact testing are produced
from spray drying and f luidised bed granulation. The
impact test involves bombarding the particles repeat-
edly against a f lat target. The main feature of this new
test is its ability to repeatedly impact a large number
of particles against a f lat target, and to generate
extremely reproducible results. They have tested a
large number of particles, yielding a statistically satis-
factory result. The repeated impacts also provide
information on the breakage behaviour of the parti-
cles based on their history. Their impact test allows
the enzyme granules to undergo very low impact
velocities of the order of 5m/s. These low impact
velocities lead to attrition and chipping of the gran-
ules. However, although this test allows attrition and
fragmentation to be quantified, it is also noted that it
is still not possible to explain the concept of particle
breakage for use in theoretical development, such as
in a population balance model.

The inclusion of breakage in a population balance
model of f luidised bed granulation has been pre-
sented by Biggs et al.41. They hypothesised that the
breakage process was due to a reversal of the growth
process, and hence able to be modelled using a nega-
tive aggregation rate. Breakage was observed experi-
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mentally by stopping the binder spray, and hence
effectively terminating agglomeration in a system
where the binder solidified once it had cooled to the
f luidised bed temperature. Figure 7 shows a compar-
ison between their experimental and simulation work.
A mean diameter, represented as the ratio of the
fourth moment to the third moment of the granule
size distribution, is plotted against operating time.
The triangular points on the graph indicate experi-
mental results, with the filled-in triangles represent-
ing data gathered after the spray of binder had been
stopped. This shows that breakage becomes a domi-
nant mechanism in this system when no further wet
binder is introduced, due to solidification of the
binder in the f luidised bed. The population balance
model results are represented in Figure 7 as the
dashed line. It can be seen that during the spray- and
agglomeration-dominant period, there is very good
agreement. However, after spraying, during the
breakage-dominant period, the model is observed to
underpredict the rate of decrease in mean size. These
results are a promising step towards including break-
age kinetics in the population balance modelling of
f luidised bed granulation, but some discrepancies
between the experimental and modelling results indi-
cate that further work is needed to include the
description of faster breakage kinetics in their current
model.

3.1.2  High-Shear Granulation
In high-shear granulation, a powder is typically agi-

tated in a cylindrical bowl by a large impeller. Often
an additional smaller impeller, termed a ‘chopper’, is
used. Binder can be added by pouring or spraying
onto the powder.

Sources of breakage exist within a high-shear gran-
ulator from particle-particle interaction, particle-wall
collision, impeller, and the chopper where this is

used. Knight et al.42 observed a lower extent of size
enlargement relative to power input at high impeller
speeds compared with lower ones. They concluded
that the increased impeller speed contributed signifi-
cantly to breakage that limited growth. 

Tracer experiments on high-shear granulation have
been conducted by Ramaker et al.43. They observed
that the growth and destruction of granules from dif-
ferent sieve fractions could be measured with tracers.
They derived conversion rate constants from the
exponential decay of the colour concentration at dif-
ferent processing times for each sieve fraction. Com-
pared to a dimensionless diameter, similar conversion
rate constants were found between two high-shear
processes (a coffee grinder and a Gral 10). The con-
version rate constants of the smallest granules were
higher (compared to the larger ones), which indi-
cated faster growth of the smaller granules due to the
destruction of the large pellets.

Clear evidence of breakage in wet high-shear gran-
ulation has also been shown by Pearson et al.44,
through the use of coloured tracer granules. The sys-
tem used calcium carbonate and polyethylene glycol
(1500) as a binder. In the case of polyethylene glycol
(1500) as a binder, the binder was added using a ‘melt
in’ technique. The binder is solid at room temper-
ature, and therefore the high-shear granulator is
heated above the melting point (60°C). The binder is
added as a solid at the start of the process, and melts
as it reaches the operating temperature. Granules col-
lected from this process are solid at room tempera-
ture, allowing easier handling for analysis. Granules
were manufactured in a Fukae FS30, a 30-litre pilot-
scale mixer, with a base-mounted impeller and a side-
mounted chopper. The impeller and chopper had
maximum speeds of 300 rpm and 3,000 rpm, respec-
tively. A narrow sieve cut of coloured tracer granules
was placed into placebo granulation batches in order
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to observe the subsequent redistribution of coloured
tracer. A multiple-phase discretised population bal-
ance model was constructed in order to extract break-
age rates from the experimental data45. A bimodal
breakage function was proposed. Figure 8 shows a
tracer distribution presented in the paper. Based on
this, they proposed breakage to proceed as follows.
When a granule breaks, it produces two kinds of frag-
ments: many fine ones of mass-mean size near 150
µm, and a few large pieces of mass-mean size some-
what less than that of the initial granule. In this way,
on a mass basis, the breakage function is bimodal.
The sum of two truncated log normal distributions
was fitted to the tracer distribution shown in Fig-
ure 8 (solid lines), giving a breakage function of:

b(x,l)�0.484bf,1(x,l)�0.516bf,2(x,l) (5a)

where bf,1 and bf,2 are of the form given as follows with
geometric volume-based averages of �lgv�160 µm
(mode 1), and �lgv�3.8 mm (mode 2); and geometric
standard deviations of σg�1.70 (mode 1) and σg�2.66
(mode 2), respectively:

exp �� � �2�
bf(x,l)� � �

3

1�erf � �
(5b)

This breakage function can then be incorporated into
a population balance model (see equations 3a and 3b).
It was shown by 44 that the selection rate constant was
size-independent. They found that plots of the tracer-
weighted mean-size suggested that the initial break-
age rate was considerably greater immediately after
the addition of tracer granules, rather than later. Fig-
ure 9 was also found to support this hypothesis, as
the rate of relegation of the tracer was considerably
greater for the younger granules than it was for the
older granules. Relegated tracer, χ, is defined as the
amount of dye over all sizes smaller than the initial
tracer size. It was proposed that the breakage effec-
tively ceased after the first minute or so subsequent
to the addition of the tracer (which was introduced
after 8 minutes of granulation), i.e. at t�10min. An
exponential decay was then chosen to represent the
selection rate constant:

S(t,l)�SAexp�� � (5)

These choices of breakage function and selection rate
constant were validated by a comparison between
modelled and experimental data. A heterogeneous

t�480
20

ln l/�lgv

M2lnσg

l
x

lnx/�lgv

M2lnσg

1
xBNπ⁄2 lnσg

strength hypothesis was put forward as an attempt to
explain the strong time-dependence on the selection
rate constant. In this hypothesis, it is proposed that in
each size class, a distribution of granule strengths
exists. With the addition of tracer granules, the
weaker granules rapidly break, leaving only a strong,
nonbreaking residue and ultimately leading to a
bimodal fragment size distribution and first-order
selection rate constant decay. The proposed explana-
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tion for the heterogeneous granule strength within
any single size class is due to heterogeneity in liquid
distribution. Good agreement was found between
their modelled results and experimental findings,
illustrating that breakage can be successfully incorpo-
rated into the population balance modelling of granu-
lation processes.

3.2 Pneumatic Conveying
Pneumatic conveying systems are a key unit opera-

tion in the transport of particulate material. Typically,
particles are transported along pipes using high-
speed air f low. The breakage of particles in these
systems, causing in some cases a change of size dis-
tribution and appearance, can lead to particulate prod-
ucts that no longer meet their required and designed
specification. Fragmentation can lead to dust genera-
tion, handling and storage problems, in particular
where breakage is so severe that aeration and f low
characteristics are drastically changed46.

Extensive studies into the breakage of particles in
dilute conveying systems have been presented by a
number of authors47-53. Typical measurements are
based on circulating the particles on a specific pneu-
matic conveying system. The change in particle size
before and after circulation is observed and related to
the air velocity and/or the number of circulations
conducted. These studies have provided valuable gen-
eral information concerning the minimisation of parti-
cle breakage during conveying. However, as there are
so many variables involved in predicting the mecha-
nisms of particle breakage, and it is difficult to isolate
these variables, these studies are typically unique to
one particular system. Therefore, they are largely
unsuitable for predicting the breakage of particles in
other systems.

Salman et al.46 use a numerical model for calculat-
ing the particle trajectory in dilute-phase pipe trans-
port. In their model, they consider a dilute system
where inter-particle collisions are neglected and frag-
mentation is only considered upon impact with pipe
walls. They use this model, coupled with single-parti-
cle impact studies, to predict particulate breakage in
pneumatic conveying. The results are validated with
experimental observations on a small-scale pneumatic
conveying system consisting of a horizontal pipe with
a 90° bend (see Figure 10). In this figure, model
results are represented as lines, and experimental
data as points. The figure shows that high velocities
lead to a dramatic increase in particle breakage.
Specifically, they found negligible breakage in the
horizontal pipe due to a very low impact angle. This is

consistent with single-particle impact studies under
different impact angles (e.g. Figure 6). Therefore,
particle breakage at the bend can be reduced by
decreasing the impact angle. This can be achieved by
using long radius bends and by reducing the convey-
ing velocity. This study shows that single-particle
impact data can be used for predicting particulate
breakage on a process level in dilute systems. 

4. Conclusions

Analysis of the breakage of single particles and
agglomerates is used to model and predict failure on
a process level. Observation of failure forms shows
that spherical particles of a wide range of materials
can be classified into distinct failure regimes with
respect to impact velocity. Specifically, many materi-
als are observed to fail very similarly at a high impact
velocity. Low- and medium-impact velocity forms con-
tain some similarities and differences due to different
material properties. The quantitative analysis of sin-
gle-particle impact can be achieved by fitting break-
age rates by a 2-parameter Weibull distribution.
These two parameters can be used to successfully
model the single-impact breakage rate under normal
and oblique impact conditions. These single-impact
studies can be used to explain breakage observations
on a process level. For example, the amount of break-
age in a pneumatic conveying system can be pre-
dicted using Weibull distribution parameters from
single particle impact studies.

In granulation, breakage has been shown to exist.
Specifically, in f luidised bed granulation by observing

96 KONA  No.21  (2003)

10

100

90

80

70

60

50
15 20 25 30

mean air velocity m/s

N
0

35 40 45 50

3.2 mm

5.1 mm

7.1 mm

55

Fig. 10    Relationship between the number of unbroken fertiliser
particles and mean air velocity for 3.2-mm, 5.15-mm and
7.1-mm particles in a pneumatic conveying rig [40]



KONA  No.21  (2003) 97

the changing mean size distribution after spraying,
and in high-shear granulation by tracer and impeller
speed studies. In both processes, breakage has been
incorporated into population balance models in order
to improve the evolving granule size distribution.
More detailed information on breakage from tracer
studies has enabled breakage functions to be de-
duced with the aim of improving model descriptions
of the process.
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1. Introduction

It has long been recognised that when f luidized by
gas, particles show four distinct types of behaviour,
i.e., cohesive, aeratable, sand-like and spoutable [1].
These effects are believed to be due to the variation
in the relative importance of interparticle cohesive
forces, such as van der Waals, capillary and electro-
static forces, compared with the f luid drag force
exerted on particles by a f luidizing gas. However,
such effects are difficult to quantify both analytically
and experimentally due to difficulties in describing
multibody interactions and in measuring interparticle
forces in such a dynamic environment. With the
recent development in numerical methods and com-
puter technology, the effects of interparticle cohesive
forces on gas f luidization can be evaluated by means
of computer simulations.

Together with appropriate boundary and initial con-
ditions, the solutions to Newton’s second law of
motion for discrete particles and the Navier-Stokes
equations for continuum f luid will theoretically deter-

mine the solids and f luid mechanics in a gas-f luidized
bed. In practice, however, there are usually a very
large number of particles in such a bed. Conse-
quently, this requires a very large number of govern-
ing equations to be solved for the motion of each
particle, and the resolution of the f luid field has to be
fine enough to resolve the f low of f luid through the
gaps among closely spaced particles. The task is
almost prohibitive with the current computing capac-
ity. As a result, depending on the time and length
scales of interest, simplifications have to be made
when this theoretical approach is followed. This is
ref lected in the three models applied to the modelling
of particle-f luid f low systems, i.e. Two-Fluid Model
(TFM), Direct Numerical Simulation (DNS) and
Combined Continuum and Discrete Model (CCDM). 

In TFM, both solid and gas phases are treated as
interpenetrating continuum media in a computational
cell which is much larger than the individual particles
but still small compared to the size of the process
equipment, so that the number of governing equa-
tions is reduced significantly [2]. Two sets of local-
averaged Navier-Stokes equations can be derived for
both solid and f luid phases, which are then solved
numerically. Since the first numerical simulation
showing realistic bubbling in a gas-f luidized bed by
Pritchett et al. [3], TFM has dominated the modelling
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of gas f luidization for decades, as summarized by
Gidaspow [4]. However, successful applications of
TFM depend on the establishment of constitutive
laws governing the inter-phase transfer of momen-
tum and energy for a given system, which cannot be
derived from the continuum framework employed in
TFM.

In DNS, the f luid field is resolved at a scale com-
parable with particle spacings while particles are
treated as discrete moving boundaries [5]. DNS has
great potential to produce detailed results of the
hydrodynamic interactions between particles and
f luid in a system [5, 6]. However, a major weakness of
this model is its capacity in handling particle-particle
interactions. In the earlier development of DNS [5],
interactions among particles were not modelled at all:
if the gap between two approaching particles was less
than a preset small value, the simulation had to stop.
In a recent development [7, 8], an arbitrary repulsive
body force was introduced into the momentum equa-
tion to prevent possible collisions between particles.
Therefore, DNS has mainly been applied to particle-
liquid f low systems where either liquid is sufficiently
viscous or the density difference between liquid and
particles is small, so that the hydrodynamic interac-
tions are dominant and particle-particle interactions
are non-violent if they occur. This limits its applicabil-
ity to gas f luidization where interactions among parti-
cles and hence interparticle forces are significant. 

In CCDM, the motion of individual particles is
determined by solving Newton’s second law of
motion, while the f low of continuum f luid is deter-
mined in the same way as TFM. As a result, two
phases are modelled at two different length scales:
with the solid phase at an individual particle level and
the f luid phase at a computational cell level. There-
fore, correct coupling between these two scales is
important, and can be achieved by the principle of
Newton’s third law of motion as suggested by Xu and
Yu [9, 10]. The major advantage of this model is its
ability in handling detailed particle-particle and parti-
cle-wall interactions based on the Distinct Element
Method (DEM) [11]. CCDM has been successfully
applied to various particle-f luid f low systems [12-18].
Among those works, Horio and his co-workers [12]
studied the effects of capillary forces on gas f luidiza-
tion for a type D powder [1] whilst Rhodes and his
co-workers [18] demonstrated the inf luence of an
arbitrary attraction force, which is scalable to particle
weight, on the f luidization of type B and D powders.
Recently, Xu et al. [19, 20] studied the f luidization
behaviour of a type A powder with van der Waals

interactions. In this work, the gas f luidization of a
mixture of 45,000 cohesive and cohesionless parti-
cles (D�100 µm and ρ�1,440 kgm�3) is investigated.
The aim of this study is to exploit possible ways of
improving the f lowability of cohesive powders in a
gas-f luidized bed by adding cohesionless particles. 

2. Combined continuum and discrete model

2.1.  Discrete model
The translational and rotational motions of particle i

at any time t in a bed are determined by Newton’s sec-
ond law of motion which can be written as

mi �fpf,i�mig� ∑
ki

j�1
fpp,ij (1)

and

Ii � ∑
ki

j�1
Tpp,ij (2)

where mi, Ii, vi and �i are, respectively, the mass,
moment of inertia, translational and rotational veloci-
ties of particle i. The forces involved are: the particle-
f luid interaction force, fpf,i, gravitational force, mig,
and interparticle forces, fpp,ij, between particles i and
j. Tpp,ij represents the interparticle torques. For multi-
ple interactions, the interparticle forces and torques
are summed for ki particles interacting with particle i.
Here, interparticle forces and torques also include
possible contributions from particle-wall interactions. 

2.1.1.  Interparticle forces
The interparticle forces result from particle-particle

interactions. Generally speaking, these interactions
include the forces due to direct or non-direct contacts
between particles. In this work, the direct contact
forces include the contact force and the viscous con-
tact damping force, which are calculated based on the
linear model given by Cundall and Strack [11]: 

fc,ij��κi�ij (3)

and

fd,ij��ηvvij (4)

where κi and ηi are, respectively, the spring constant
and viscous contact damping coefficient of particle i;
�ij is the displacement vector between particles i and
j, and vij is the velocity vector of particle i relative
to particle j at the point of contact, defined as
vij�vi�vj�(�i�Ri��j�Rj). Ri is a vector running
from the particle centre to the contact point with its
magnitude equal to the radius of particle i, Ri.

d�i

dt

dvi

dt
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The increment of the displacement, ∆�ij, can be
determined from the motion history of particles i and
j, given by

∆�ij�vij∆tc,ij (5)

where ∆tc,ij represents the actual contact time
between two colliding particles that can be deter-
mined based on the collision dynamics model devel-
oped by Xu and Yu [9]:

∆tc,ij� (6)

where rij�rj�ri, vr�vi�vj, Rij�Ri�Rj, and r is the
position vector of a particle at its mass centre. 

Equations (3) and (4) are applicable to both normal
and tangential directions. However, if � fct,ij��γs,ij� fcn,ij�,
then sliding occurs, and � fct,ij��γs,ij� fcn,ij�. γs,ij is the
sliding friction coefficient between particles i and j.
The subscripts n and t represent, respectively, the
normal and tangential components. 

The non-direct contact forces that affect the gas f lu-
idization comprise interparticle cohesive forces such
as van der Waals, capillary and electrostatic forces.
There is a general agreement in the literature that the
interparticle cohesive forces encountered in the gas
f luidization of fine powders are mainly attributed to
van der Waals attractions [21, 22]. According to
Israelachvili [23], the van der Waals force between
two closely spaced spheres i and j is given by

fv,ij� (7)

where Hij is the so-called Hamaker constant between
two particles i and j, z is the separation distance
between two interacting surfaces, and dij is the radius
of curvature at the point of contact which is equal to
(Ri�Rj)/(Ri�Rj) for particle-particle interactions and
Ri for particle-wall interactions. 

In practice, the estimation of the van der Waals
force acting on real particles is complicated by factors
such as the surface geometry of contacting particles,
local deformation of contact areas, hardness of parti-
cle materials, and gas adsorption onto particle sur-
faces. These factors can change the magnitude of the
van der Waals force significantly and are difficult to
quantify. In this work, Hij�max(Hi, Hj), so that there
is still an attraction force if a cohesive particle i (Hi)
approaches a cohesionless particle j (Hj�0). To avoid
the singularity in applying equation (7), a minimum
separation distance, zmin�1.0�10�9 m [22], is used. 

Ri

Ri

Hijdij

6z2

�(rij · vr)�BN(rij ·Nvr)2N��vrN�2(RN2ij ��Nrij�2)
�vr�2

2.1.2.  Interparticle torques
The tangential components of the forces due to the

contact between particles i and j will generate a
torque at the contact point, causing particle i to
rotate. This interparticle torque can be calculated by

Tc,ij�Ri�( fct,ij�fdt,ij) (8)

Moreover, the relative rotation among contacting par-
ticles will produce a rolling friction torque [24]. The
effect of this rolling friction on the angle of repose of
a sandpile has been demonstrated [25, 26] where a
constant rolling friction coefficient was chosen. In
this work, based on a simplified contact mechanics
[19], the rolling friction torque is given by 

�Tr,ij��γr,ij� fcn,ij� (9)

where γr,ij is the dynamic rolling friction coefficient,
defined as BNR 2

i �N(RiN�N0.5Nδij)2 for particle-particle con-
tacts and BNR 2

i �N(RiN�Nδij)2 for particle-wall contacts,
which are valid as δij�2Ri. This interparticle torque is
dissipative in nature, i.e. Tr,ij�0 if �i�0.

2.1.3.  Fluid drag force
For gas f luidization, the particle-f luid interaction

force is mainly attributed to the f luid drag, and the
buoyancy force acting on a particle can be ignored as
the density of particles is much larger than that of
gas. The f luid drag force acting on individual parti-
cles depends not only on the relative velocity between
particles and interstitial f luid, but also on the pres-
ence of other particles surrounding them. It is
extremely difficult to determine this force analytically.
On the other hand, empirical correlations have been
established for the evaluation of this force in both
fixed and f luidized beds over the full practical range
of particle Reynolds numbers [27, 28]. According to
Di Felice [28], the f luid drag force acting on a single
particle in a f luid stream with the presence of other
particles can be expressed as [10] 

fpf,i�fpf 0,iεi
�(χi�1) (10)

where εi is the porosity around particle i, taken as the
porosity in a computational cell in which particle i is
located. The f luid drag force acting on particle i in
the absence of other particles, fpf 0,i, and the equation
coefficient, χi, are respectively given by 

fpf 0,i�0.5cd0,iρ fπRi
2εi

2�ui�vi�(ui�vi) (11)

and

χi�3.7�0.65exp�� � (12)
(1.5�log10Rep,i)2

2
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where ρ f is the f luid density. cd0,i, the f luid drag co-
efficient for an isolated particle, and the particle
Reynolds number, Rep,i, are given by

cd0,i��0.63� �
2

(13)

and

Rep,i� (14)

where µ f is the f luid viscosity.

2.2.  Continuum model
The continuum f luid field is calculated from the

local-averaged continuity and the Navier-Stokes equa-
tions based on the mean variables over a computa-
tional cell. Under isothermal and incompressible
conditions, these equations are given by

�∇·(εu)�0 (15)

and

�∇·(ρ f εuu)��∇p�F�∇·(εtt)�ρ f ε g (16)

where u, p and F are, respectively, the f luid velocity,
pressure and volumetric particle-f luid interaction
force; tt and ε are the f luid viscous stress tensor and
porosity in a computational cell which are given by

tt���� µ f �∇·u�δK�µ f �(∇u)�(∇u)�1� (17)

and

ε�1� (18)

where δK is the Kronecker delta. ∆V and Vi are,
respectively, the volume of a computational cell and
the volume of particle i inside this cell. kc is the num-
ber of particles in the cell. In the present work,

∑
kc

i�1
Vi

DV

2
3

∂ (ρ f εu)
∂ t

∂e
∂ t

2ρ f Riεi�ui�vi�
µ f

4.8
Re 0.5

p,i

∆V�2∆ x∆yRi and ∆ x and ∆y are, respectively, the
lengths of a computational cell in x and y directions. 

2.3.  Coupling between continuum and discrete
models

Mathematically, the coupling between continuum
and discrete models is ref lected by the calculation of
the volumetric particle-f luid interaction force. This is
realised by Newton’s third law of motion so that the
f luid drag force acting on individual particles will
react on the f luid phase from the particles. As the
f luid drag force is known for each particle, the volu-
metric particle-f luid interaction force in a computa-
tional cell can be determined by

F� (19)

2.4.  Solution schemes
The explicit time integration method is used to

solve the translational and rotational motions of a sys-
tem of particles in the discrete model. The interparti-
cle force models are also applicable to interactions
between a particle and a wall, with the corresponding
wall properties used. However, the wall is assumed to
be so rigid that no displacement and movement result
from this interaction. The SIMPLE method [29] is
used to solve the equations for the f luid phase in the
continuum model. The second-order central differ-
ence scheme is used for the pressure gradient and
divergence terms. A third-order upwind and bounded
scheme [30] is used for the convection term, and a
second-order Crank-Nicolson scheme is used for the
time derivative. The no-slip boundary condition ap-
plies to the bed walls, and a uniform gas velocity is
specified at the bottom of the bed. The zero normal
gradient condition applies along the boundaries for
the other parameters and at the top exit for the gas
velocity. 

Table 1 lists the parameters used in the present

∑
kc

i�1
fpf,i

DV
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Solid phase Gas phase
Particle shape spherical Type of gas air
Number of particles 45,000 Viscosity, µ f 1.8�10�5 kgm�1s�1

Particle diameter 1.0�10�4 m Density, ρf 1.205 kgm�3

Particle density, ρp 1,440 kgm�3 Bed width 2.5�10�2 m
Spring constant, κ 50 Nm�1 Bed height 6.0�10�2 m
Sliding friction coefficient, γs 0.3 Bed thickness 1.0�10�4 m
Contact damping coefficient, η 1.65�10�5 kgs�1 Cell width, ∆x 1.0�10�3 m
Hamaker constant, H 6.00�10�19; 0 Nm Cell height, ∆y 1.0�10�3 m

Table 1 Parameters used for the present simulation*

*. The wall properties such as κ, γ and η are the same as those for particles.



simulations. The method suggested by Xu and Yu [9]
is used to determine the computational time step and
viscous contact damping coefficient, which are de-
termined to be 1.25�10�6 s and 1.65�10�5 kgs�1,
respectively. To generate an initial particle configura-
tion in the calculation domain, the bed is divided into
a set of square cells with its length equal to the diame-
ter of particles. Along the height of the bed, each
adjacent cell is offset by a distance of one particle
radius. Then 45,000 particles are randomly positioned
in these cells and allowed to settle to form a packing
under gravity. The packed bed thus generated is then
used as a base condition for the later simulations of
f luidization where van der Waals forces are intro-
duced in particle-particle and particle-wall interac-
tions.

3. Results and Discussion

As demonstrated in the previous work [19, 20], the
behaviour of fine particles in a gas-f luidized bed
depends strongly on the ratio of the magnitude of
interparticle cohesive forces to the particle weight.
When this ratio is less than 30, smooth f luidization is
achieved with bubbles of relatively small size rising
through the bed. When the ratio is in the range of 40
to 100, although the bed is still f luidizable, the f lu-
idization quality deteriorates significantly and severe
channelling occurs, giving the so-called quasi-f luidiza-
tion. When the ratio is greater than 250, f luidization is
impossible by normal means to such an extent that
the gas simply f lows through gaps between solid
blocks made from primary cohesive particles, and the
bed is de-f luidized. The predicted trends agree with
the experimental observations where the bed
changes from smooth, quasi-, to de-f luidization state
when the size of particles is decreased [21]. 

Figure 1 shows the gas-solid f low patterns with

an initial two layers of 5,000 cohesionless particles
placed alternatively in the bed of 40,000 cohesive par-
ticles. When the gas is introduced uniformly from the
bottom of the bed, the particle assembly is lifted and
detached from the bottom. During its upwards move-
ment, the solid segments across the bed start to
bend, which causes fractures at the interfaces along
the layers of cohesionless particles. These fractures
promote preferential gas f low and lead to the final
breakage of solid segments into solid blocks. After
the release of a large gas vortex, these solid blocks
fall back to the bottom of the bed under gravity. A
macroscopically stable de-f luidized bed is quickly
established where gas simply f lows through the gaps
between the solid blocks. However, as highlighted in
Figure 2, localised vigorous solids motion can still
exist in such a bed: cohesionless particles trapped in
the gaps between solid blocks can form a well-defined
solid vortex. This localised solids motion is caused by
the free f low of cohesionless particles under gravity
and the strong underneath gas f low through the gap
between the solid block and the side wall. This phe-
nomenon is similar to the so-called raceway phenome-
non in blast furnace iron making [16]. It is also
noticed that there are layers of cohesive particles
stuck onto the side wall, giving a very rough surface
to the gas and solids f lows. 

From the above results, it is apparent that to facili-
tate the f luidization of a bed of cohesive particles,
more cohesionless particles are needed. Figure 3
shows the gas-solid f low patterns with an initial five
layers of 12,500 cohesionless particles placed alterna-
tively in the bed of 32,500 cohesive particles. Similar
to the above two-layer case (see Figure 1), the pref-
erential gas f low breaks the solid segments across
the bed layer by layer along with the upward move-
ment of the particle assembly. However, a segregated
bed is established after initial disruption to the bed.
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Fig. 1    The gas-solid f low patterns with an initial two layers of 5,000 cohesionless (white) particles placed alternatively in the bed of 40,000
cohesive (black) particles at u/umf �4.8. The ratio of the maximum cohesive force at zmin to particle weight is 338. 
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The cohesionless particles are mainly found at the
upper bed where they are f luidized, while the solid
blocks are at the lower bed where they are de-f lu-
idized. In the middle of the bed, there are some cohe-
sionless particles trapped in the gaps among solid

blocks, they may be transported further upwards by
the gas f low or downwards under gravity through
these gaps. The simulated solid segregation patterns
are comparable to the segregation experiments when
particles of different sizes are f luidized [31]. How-
ever, after such an initial solid segregation, solid
blocks at the upper bed are further migrated towards
the side walls, leaving a V-shape zone at the centre for
cohesionless particles where they are f luidized freely. 

Figure 4 shows the gas f luidization of a reversed
particle configuration as shown in Figure 1. Two lay-
ers of 5,000 cohesive particles were placed alterna-
tively in the bed of 40,000 cohesionless particles. A
stable f luidized bed is established after these two lay-
ers of cohesive particles are broken into straw-like
solid blocks by the strong gas f low. These straw-like
solid blocks further reduce their size by shearing
action from f luidizing cohesionless particles. This
results in a wide size and shape distribution of solid
blocks made from primary spherical cohesive parti-
cles. Figure 5 shows the details of such a size reduc-
tion mechanism where the ‘tail’ of a solid block is
about to be torn apart by the shearing action from f lu-
idizing cohesionless particles. From Figure 4, it is
noticed that the solid blocks with a high aspect ratio
tend to settle to the bottom of the bed, while the solid
blocks with a low aspect ratio are f luidized smoothly
with the cohesionless particles. It is also found that
solid blocks with a high aspect ratio can only be
dragged into the upper bed when they are tilted on
the bottom of the bed. However, they do not rise in
the wake of the bubbles as for primary spherical
particles, but in a series of jerks as successive bub-
bles pass through the bed. These results are in good
agreement with experimental observations by Bilbao
et al. [32] where straw and sand particles were f lu-
idized.
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Fig. 2    The localised solids motion in a macroscopically de-f lu-
idized bed at t�4s and u/umf �4.8, showing the circulation
of cohesionless (white) particles in the gap between blocks
of cohesive (black) particles and side wall. The ratio of the
maximum cohesive force at zmin to particle weight is 338.

Fig. 3    The gas-solid f low patterns with an initial five layers of 12,500 cohesionless (white) particles placed alternatively in the bed of 32,500
cohesive (black) particles at u/umf�4.8. The ratio of the maximum cohesive force at zmin to particle weight is 338.
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4. Conclusions

The work on cohesive particle f lows has been
extended to study the possible ways of improving the
f lowability of cohesive particles in a gas-f luidized bed.

It is shown that by adding a sufficient amount of
cohesionless particles, sustainable f luidization can be
achieved for cohesive particles which are difficult to
f luidize by normal means. Further study is needed to
find an optimised procedure for improving the f lowa-
bility of cohesive particles. 
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Nomenclature

cd0 coefficient of f luid drag for an 
isolated particle                                dimensionless

d radius of curvature at point of contact m
D diameter of a particle m
f force acting on a particle                                     N
F volumetric particle-f luid interaction force Nm�3

fpf0 f luid drag force acting on an isolated particle N
g gravitational acceleration                               ms�2

H Hamaker constant                                             Nm
I moment of inertia of a particle, defined as

I�2/5mR2 kgm2

kc number of particles in a 
computational cell                            dimensionless

ki number of particles interacting 
with particle i                                 dimensionless

m mass of a particle kg
p pressure Pa
r position vector of a particle m
R radius of a particle m
Re Reynolds number dimensionless
t time s
T torque acting on a particle Nm
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Fig. 5    The details of a size reduction mechanism where the ‘tail’
of a solid block made from primary cohesive (black) parti-
cles is about to be torn apart by the f luidizing cohesionless
(white) particles at t�4s and u/umf �4.8. The ratio of the
maximum cohesive force at zmin to particle weight is 338.

Fig. 4    The gas-solid f low patterns with an initial two layers of 5,000 cohesive (black) particles placed alternatively in the bed of 40,000 cohe-
sionless (white) particles at u/umf �4.8. The ratio of the maximum cohesive force at zmin to particle weight is 338.
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u f luid velocity ms�1

v translational velocity of a particle ms�1

V volume of a particle m3

z separation distance between two interacting 
surfaces                                                                 m

Greek letters
ρ density kgm�3

� displacement between two contacting 
particles                                                                 m

χ equation coefficient defined in 
Eq. (12)     dimensionless

tt f luid viscous stress tensor kgm�1s�2

ε porosity dimensionless
� rotational velocity of a particle s�1

κ spring constant of a particle Nm�1

µ viscosity kgm�1s�1

η viscous contact damping coefficient of 
a particle                                                          kgs�1

∆tc actual contact time between two colliding 
particles                                                                    s

�K Kronecker delta dimensionless
∆V volume of a computational cell m3

∆x computational cell length in x direction m
∆y computational cell length in y direction m
∆� increment of displacement between two 

contacting particles                                              m
γr rolling friction coefficient m
γs sliding friction coefficient dimensionless

Subscripts
c contact
d damping
f f luid phase
i particle i
ij between particles i and j
j particle j
mf minimum f luidization
n normal component
p particle phase
pf particle-f luid
pp particle-particle
r rolling
s sliding
t tangential component
v van der Waals
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1. INTRODUCTION

Every material performs differently in the milling
process and exhibits different grinding characteris-
tics. A systematic and quantitative characterisation of
the grinding performance of a powder is currently
beyond scope because both the stressing of the parti-
cles in a mill and the breakage behaviour even under
well-defined stressing conditions are not sufficiently
understood, and the comparison of materials in a
comminution process can therefore only be realised
with the help of milling tests. These tests give results
which are of value only for the type of mill under con-
sideration. The possibility of transferring these re-
sults to other mills is debatable. This situation and the

lack of understanding of the influence of material
properties on the comminution process is totally
unacceptable. In this paper, an approach which de-
scribes the grinding performance of different prod-
ucts independent of the mill properties is introduced. 

Furthermore, the modelling of impact grinding
processes is addressed. In order to operate a modern
and f lexible process, it is essential to be able to at
least estimate the effect of changes to the operational
parameters or products on the process result. Even
with a statistically optimised experimental strategy,
the required effort in time and cost for this purpose is
still considerable. A systematic and physically reliable
computer simulation of the process would be a fast
and cheap alternative to overcome these problems.
Furthermore, a realistic model can help to under-
stand the milling process and the interaction of single
process steps. An approach to the simulation of grind-
ing in mills based on a population balance model is
presented. A simple model to describe the individual
process steps inside the mill (i.e. grinding, classifica-
tion and transport) was chosen. The main focus was
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on a clear separation between material and opera-
tional parameters, respectively, in order to investigate
their inf luence on the comminution result separately.

2. MATERIAL CHARACTERISATION

2.1 Similarity Considerations
The breakage probability and the breakage func-

tion quantify the result of particle fracture concerning
the size distribution of the milling product. The
breakage probability PB describes the fraction of par-
ticles which is destroyed in an experiment. The
breakage function B gives the size distribution of the
fragments. The breakage of particles of different size,
of different material and of different shape at various
stressing conditions can be investigated with the help
of similarity considerations. The following deduction
is based on an approach first presented by Rumpf [1].

Analysing the parameters which have an influence
on particle breakage leads to Eq. 1. It contains 13
parameters describing the particle stressing, the par-
ticle size and shape and bulk material properties. The
single parameters of inf luence are combined to ten
dimensionless groups, thus reducing the number of
independent parameters and underlining combined
inf luences. In Eq. 1, WV denotes the volumetric, spe-
cific stressing energy, k the number of stressing
events and vd the velocity of the deformation, which
together define the stressing conditions. x is the ini-
tial particle size and ψ a shape parameter, taking the
effect of different particle shapes on fracture formally
into account. The bulk material properties are quanti-
fied by the following parameters: βmax denotes the
crack extension energy per unit of created surface, E′
the storage modulus of the particle material, E′′ the
corresponding viscous loss modulus, H the hardness,
ν the Poisson ratio. vfract is the velocity of the crack
propagation, vel the velocity of the propagation of elas-
tic waves and l i the inherent initial crack length or
f law size. 

PB, B�f �k, , , , , , , , Ψ, ν� (1)

Eq. 1 takes a large set of relevant parameters for
particle fracture in general into account. For the case
of impacting particles and the conditions considered
here, it can be simplified. The velocity of propagating
cracks is always significantly less than the velocity of
elastic waves for brittle materials [2, 3]. The crack
extension can be considered as quasi-static here and
the ratio vfract/vel will not have an inf luence on particle
breakage. The velocity of the propagation of elastic

vfract

vel

vd

vel

l i

x
E′′
E′

H
E′

E′· l i

βmax

WV · x
βmax

waves is about 2400 m/s for brittle polymers such as
PMMA and PS. For glass it even reaches values of
5800 m/s [3]. With impact velocities of up to 200 m/s,
which is currently the technically realised maximum
for hammer mills, the ratio vd/vel is far smaller than
unity and the loading can be considered as quasi-sta-
tic, too. The initial size of the particles under investi-
gation in this work lies in the range of 95 µm to 8 mm.
It can be assumed that for these sizes, the initial f law
size of the particles is not yet inf luenced or limited by
the initial particle size [3, 4]. Therefore, the parame-
ter l i/x in Eq. 1 will not have any inf luence on the
comminution result for these coarse materials. The
simplifications above lead to a reduced form of Eq. 1:

PB, B�f �k, , , , , Ψ, ν� (2)

2.2 Fracture Mechanic Model
Weichert [5] introduced the Weibull statistics [6] to

the field of comminution. The following modified
approach is based on his procedure. The Weibull sta-
tistics is based on the principle of the weakest link in
a chain. It gives the probability PB for the fracture of a
chain which consists of z links of strength σS when
the load σ is applied. m is a free parameter of the
probability distribution which is not related to a physi-
cal property in Weibull’s approach.

PB�1�exp��z · � �
m

� (3)

Crack initiation and par ticle breakage start at
the circumference of the contact circle (simplifying
Weichert’s assumption of beginning breakage on the
whole surface) [7, 8]. The highest tensile stresses
occur at the circumference of the contact circle.
Flaws and initial cracks in this area are subjected to
these high stresses and are most likely to initiate par-
ticle failure. When a statistical distribution of f laws
and micro-cracks is assumed, then the equivalent to
the number of chain links needed for the application
of Eq. 1 is the circumference or diameter a of the con-
tact circle. It can be calculated from Hertz’ theory
according to Eq. 4. In Eq. 4, E and ET denote Young’s
modulus of the particle and the target, respectively, ν
and νT the Poisson ratio of the particle and the target,
respectively, ρ the particle density and v the impact
velocity.

a�0,66 · x · �1� · � · � · ρ ·v2� (4)

For impacting elastic spheres, the Hertz theory [9]
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also allows for the calculation of the pressure distribu-
tion within the contact circle (Eq. 5). Gildemeister [7]
showed that for impacting spheres, the stress field σ
within the sphere is similar for spheres of different
diameters and proportional to the maximum pressure
pmax in the contact circle. 

σ�pmax��0,84 · · �1� · ��

· � · ρ · v2�
(5)

Interpreting the load in Eq. 1 as stress and applying
Eq. 5 also to the strength σS, then the load term in Eq.
1 can be characterised by the equivalent velocities v
and vS:

�� � (6)

Inserting the above three equations into Eq. 1 leads
to Eq. 7. It theoretically describes the breakage prob-
ability of elastic spheres. Vervoorn and Austin [10]
have shown that the Hertz equations not only de-
scribe the impact force well for spherical particles,
but also for irregularly shaped ones. Therefore Eq. 4
and Eq. 5 can be used as an approximation for the
loading of irregular-shaped particles in a grinding
process.

PB�1�exp��const. · x ·�1� · � ·� · ρ · � ·� � �
(7)

Analogous to the principle of the weakest link in a
chain, Eq. 1 can be applied to the repeated stressing
of a particle taking into account the increase of the
cumulated probability of particle breakage PB due to
k successive impacts. Furthermore, in Eq. 7, the par-
ticle breakage begins at very small impact intensities
which lead to a very small, but not negligible, value
for the breakage probability. In own experiments as
well as data published in literature [11-14], a signifi-
cant threshold value for the impact energy can be
observed. Below this threshold value no particle
breakage occurs. Therefore the energy threshold
Wm,min is introduced which finally leads to Eq. 8. 

PB�1�exp��const.·k·x·�1� · � ·� ·ρ· � ·� � �
(8)

The quantitative application of Eq. 8 is difficult
because the relevant material parameters are seldom
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known. Furthermore, it is not quite clear which mate-
rial strength σS or equivalent velocity vS, respectively,
have to be used as most of the classic mechanical
strength parameters such as tension or impact
strength are strongly dependent on the test proce-
dure. Further work will be carried out on this prob-
lem.

2.3 Derivation of Relevant Material Parameters
The two different approaches which lead to Eq. 2

and Eq. 8, respectively, can be united to form a single
equation describing the breakage probability for par-
ticles of different materials. In Eq. 2, βmax, E′, E′′, H, l i

and ν denote the fracture and deformation mechani-
cal parameters which are appropriate, e.g. for geomet-
rically well-defined problems. In the case of the
comminution of particles, their quantitative applica-
tion is difficult. Therefore, we will introduce two new
parameters, f *

Mat. and WV,i here, which are related to
βmax, E′, E′′, H, l i, ν and Ψ, but which can be applied
and determined directly by comminution experi-
ments. They can be interpreted as mean particle
properties which take the material properties of the
particle and irregular particle shape fully into
account. f *

Mat. characterises the resistance of the parti-
cle material against the volume-specific external load
energy. WV,i is a measure for the volume-specific
energy which is required to initiate fracture at an
existing f law of size l i. Both parameters relate the
external load during impact, characterised by the spe-
cific impact energy WV, to the internal particle
strength. Together with a rearrangement of the di-
mensionless variables this leads to a simplified form
of Eq. 2:

PB, B�f {f *
Mat.· (WV · x, WV, i · l i)}    with (9)

f *
Mat.·βmax�f1� , , ν, Ψ� (9a)

�f2� , , ν, Ψ� (9b)

Eq. 8 and Eq. 9 originate from different approaches
but describe the same phenomenon: particle break-
age. They can be united when the main influencing
factors and dimensionless groups are compared. As
the mass-specific impact energy Wm,kin and the vol-
ume-specific impact energy WV are directly propor-
tional to each other, Eq. 8 and 9 can only match if the
free, adjustable exponent m of the Weibull distribu-
tion equals 4. Then, both equations show the same
combined inf luence of the product of specific energy
and particle size on the breakage probability. There-
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fore m�4 will be used in the following leading to:

PB�1�exp��const.·k·x·�1� · � ·� ·ρ· � ·� ��
(10)

Furthermore, comparing Eq. 9 with Eq. 10 shows that
the threshold energy Wm,min has to be size-dependent.
The product xWm,min relates to l iWVi and because
both, l i and WV,i, are independent of the particle size,
xWm,min has to be a material constant, too. f *

Mat. as well  

as the factor �1� · � ·� · ρ · � · is

purely dependent on material properties and inde-
pendent of the stressing conditions and particle size,
thus again showing agreement between the two
approaches. Finally, Eq. 10 can be written for k suc-
cessive impacts with the single mass-specific impact
energy Wm,kin and using the new material parameters
fMat. (now mass-based) and Wm,min as follows (Eq. 11).
fMat. denotes the resistance of the particle material
against the external load Wm,kin, and Wm,min is a spe-
cific threshold energy for a particle of size x, which
has to be exceeded by the specific impact energy in
order to cause particle breakage. Below this thresh-
old value, particle breakage does not occur.

PB�1�exp{�fMat. · x · k ·(Wm,kin�Wm,min)} (11)

Based on two different and independent approaches,
the similarity considerations and the fracture mechan-
ical model, an analytical function for the breakage
probability is derived [24, 25]. Simplifying both ap-
proaches leads to the same main parameters deter-
mining particle breakage: the product of impact
energy and initial particle size, the newly introduced
material or particle parameter fMat. and the size-inde-
pendent threshold value xWm,min. According to the
model assumption, fMat. and xWm,min comprise all par-
ticle properties and should therefore describe the
material inf luence on the comminution result. 

3. SINGLE PARTICLE EXPERIMENTS

Single particle comminution experiments were car-
ried out to validate the model and to determine the
introduced material parameters. Fig. 1 shows the sin-
gle particle impact device used for the experiments. It
was developed by Schönert [15]. A vibration feeder
transports single particles from the feed chamber to
the disc-shaped rotor. There, the particles are acceler-
ated in radial channels by the centrifugal force. After
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reaching the outer diameter of the rotor, they are
ejected with a final velocity consisting of a radial and
a tangential component, both equal to the circumfer-
ential speed of the rotor. As both feeder and grinding
chamber are evacuated in order to avoid the disturb-
ing inf luence of any air f lows, the impact velocity v of
the particles on the target ring is given by the ejecting
velocity from the rotor, and because of its sawtooth
shape, the particles impact at an angle of 90°. For the
single particle tests shown here, impact velocities
from 10 to 140 m/s were realised at an ambient tem-
perature. At the end of a single test, the size distribu-
tion of the product particles was determined by sieve
size analysis. After the analysis, the product particles
were stressed again under the same conditions in
order to simulate multiple impacts. This procedure
was repeated up to five times. Five different polymers
(polymethyl methacrylate: PMMA G55, G7 and G88
from BASF AG and Agomer GmbH, and polystyrene:
PS 168N and 144C from BASF AG) with different mo-
lecular weight distributions which result in different
mechanical properties were used. Furthermore, two
crystalline materials (ammonia sulphate and potas-
sium alum), limestone, two powder coatings (epoxy
and polyester-based), and glass spheres were investi-
gated. Narrow size fractions of the feed material were
produced by sieving. In each experiment, approxi-
mately 2500 particles were stressed in order to obtain
statistically reliable results. 

4. EXPERIMENTAL RESULTS

Eq. 11 accounts for the inf luence of the initial parti-
cle size on fracture. Fig. 2 shows the breakage proba-
bility PB of glass spheres covering a size range of
almost two decades. The data were taken from litera-
ture (open symbols and dashed lines [16], filled sym-
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Fig. 1    Single particle impact device [15]
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bols and solid lines [17]). The difference in breakage
for the different sizes is obvious. For the same energy
input smaller particles exhibit a smaller breakage
probability. This can be explained by the fact that for
smaller particles the circumference of the contact
area is smaller and therefore fewer f laws are affected
by the critical tensile stress. 

If PB is plotted versus x·Wm,kin (Fig. 3), all curves
overlap and show the predicted inf luence of impact
energy and initial particle size in Eq. 11. Approxi-
mately, the energy threshold Wm,min is inversely pro-
portional to the initial particle size, leading to a
constant value for xWm,min as predicted by the model.
The threshold value can be determined in Fig. 3 as
the intercept of the curve with the abscissa. The lines
in Fig. 2 and Fig. 3 are fits of Eq. 11 to the experi-
mental data. They show good agreement between
theory and experiment.

Fig. 4 shows the breakage probability for two dif-
ferent polymers (PMMA G55 and G88). The initial
particle size was a narrow sieve size fraction between
2.0 and 2.5 mm. The lines in Fig. 4 are again fits of
Eq. 11 to the experimental data. Both materials follow
the model well. The results of the multiple impacts
agree well with Eq. 11 when they are plotted as a
function of the total net energy k·(Wm,kin�Wm,min). 

Fitting Eq. 11 to the breakage data of single particle
impact tests gives the material parameter fMat. and the
size-independent threshold value xWm,min for each
material. fMat and xWmin are approximately inversely
proportional to each other. Brittle materials are char-
acterised by high values of fMat, more ductile materi-
als show small values of fMat. For the investigated
materials, these values are given in Tab. 1. 

When the breakage data are plotted according to
the probability distribution (Eq. 11) as a function of
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the product of total net impact energy k·(Wm,kin

�Wm,min), the initial particle size x and material para-
meter fMat. Fig. 5 is obtained. For all materials under
investigation, i.e. three PMMA, two PS, limestone,
glass spheres, two crystalline materials and two pow-
der coatings, a single curve describes the breakage
probability. The experimental data is well within a
deviation of �/�15% of Eq. 11. The main conclusion
which can be drawn from these results is that the
inf luence of the main parameters stress intensity
(impact energy) and stress frequency (impact num-
ber), initial particle size and material properties are
quantified correctly by the developed model. The plot
in Fig. 5 can be seen as a mastercurve describing the
breakage probability of various materials. The prod-
uct fMat.·x·k·(Wm,kin�Wm,min) can be interpreted as a
dimensionless stressing parameter. For the first time,
measurable material properties, i.e. the material para-
meter fMat. and the threshold value xWm,min which
describe the grinding performance of different mate-
rials quantitatively, can be determined and thus per-
mit a systematic distinction to be made between
different materials.

5. MODELLING OF GRINDING IN IMPACT
MILLS

The main objective for the modelling of impact
mills with population balances here was that of a clear
separation of the different inf luences of material prop-
erties, machine-specific features and operating condi-
tions in order to be able to interpret the results. It was
therefore assumed that the grinding process can be
described separately by a machine and a material
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Table 1 Material parameters fMat. and xWm,min determined from
single particle tests

fMat./ kg/Jm xWm,min/ Jm/kg

PMMA G88 0.059 3.541

PMMA G7 0.095 5.898

PMMA G55 0.115 2.957

PS 168N 0.118 5.410

PS 144C 0.125 3.427

limestone 0.327 0.520

ammonia sulphate 0.884 0.126

glass spheres 0.944 0.297

potassium alum 1.491 0.147

powder coating (polyester) 2.299 0.018

powder coating (epoxy) 5.266 0.005
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Fig. 4    Breakage probability of PMMA as a function of the total
net impact energy



function [18, 25]. The machine function comprises
the type of mill as well as all the operating conditions.
By choosing the mill, the kind of particle stressing is
defined. The operating conditions of the mill on the
other hand determine the number of stress events,
their intensity and the distribution of both. Operating
conditions can be characterised, e.g. by the speed of
revolutions, the air f low rate and the solids loading.
For rotor impact mills, the speed of the hammers cor-
relates with the stress intensity. The number of stress
events depends on the residence time distribution of
the particles in the mill. The experimental set-up, the
structure of the model, the applied population balance
and the material function is described below.

5.1 Experimental Set-Up
The experiments with the air classifier mill were

carried out with a Hosokawa ACM 2 with a rotor
diameter of 177 mm (Fig. 6) at Hosokawa Micron
GmbH in Cologne, Germany. The particles are fed to
the grinding zone by a rotary valve. There they are
stressed by the grinding pins and then transported by
the main air to the impeller wheel classifier. The
shroud ring permits controlled transport by separat-
ing the grinding zone from the classifying zone. Mate-
rial that is fine enough leaves the mill through the
classifier with the main air, whereas coarse material is
rejected and transported by the internal circulation
back to the grinding zone. There it is stressed again.
In the experiments, the revolution speed of the rotor
(5787 to 10417 rpm, equivalent to circumferential
velocities from 50 to 90 m/s), the revolution speed of
the classifier (1270 to 6500 rpm) and the solids load-
ing (0.056 to 0.1350 kg solids/kg of air) were varied.
The air f low was monitored and kept at a constant
value. The ground product was limestone.

5.2 Structure of the Model
A simple structure for the model of the mill was

chosen. It is shown in Fig. 7. The air classifier mill
consists of a grinding zone and a classifying zone con-
nected by a more or less defined particle transport.
Grinding and classifying were transferred to two sep-
arate units in the model mill. A third unit, the hold-up,
was added to mix the feed with the coarse material
which was rejected by the classifier. Material leaving
the grinding zone reaches the classifier and if small
enough, is removed from the system or if too big, is
recirculated to the hold-up. There it is mixed with the
feed and again transported to the grinding zone. The
recirculation f lux is a free internal parameter of the
model and not predetermined nor adjusted.

5.3 Population Balance
The change of the particle mass in a discrete size

band during a discrete grinding step, e.g. after a sin-
gle stressing event, is given by the mass leaving the
size band as fragments and the mass entering the size
band as fragments from larger sizes (Eq. 12, [19]).
The mass leaving a size band i per unit of time is
given by the product of the particle mass mi in the
size band multiplied by the breakage probability PB,i.
Entering class i from a bigger size j is the mass m j

inside class j multiplied with the breakage probability
PB,j and the mass transfer function bi,j, which denotes
the fraction of fragments breaking from class j into
the size band i. Herein i�1 denotes the largest and
i�N the smallest particle size, respectively. The mass
transfer function bi,j can be calculated from the break-
age function Bi,j.

∆mi�∑
i�1

j�1
mj · bij · PB,j�mi · PB,i with  bi,j�Bi�1,j�Bi,j

(12)
Taking into account not only a single size band mi

but all particle sizes leads to the particle size distribu-
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tion vector m�. The particle size distribution m��∆m�
after a discrete grinding step can then be calculated
from the particle size distribution before the interval
m�when the balance according to Eq. 12 is calculated
for all size intervals. This leads to a set of equations
which can be written in vector form with Z�� being the
comminution matrix (Eq. 13).

m��∆m��Z��·m� , Z���� � (13)

It can be shown [20, 21] that the comminution
result after n multiple stressing events can be calcu-
lated by n-times multiplying the particle size vector
m�(0) prior to the stressing with the comminution
matrix Z��. This leads to the final form of the population
balance which was implemented in the model:

m�(n)�Π
n

l�1 
Zl��

·m�(0) (14)

The cut size of the air classifier mill was calculated by
the equilibrium of drag and centrifugal force at the
impeller wheel. The values were taken as values
for the median size x50,t of the separation curve. The
sharpness of cut κ�x25,t/x75,t was assumed to be 0.5,
as recommended for technical classifiers [22].

5.4 Material Function
Eq. 11 was implemented in the model for the break-

age probability. It allows for a clear separation
between material properties and the stressing condi-
tions. The fragment size distribution B was found to
be in good agreement with an adjusted power law
according to Eq. 15. Herein x denotes the size of the
mother particles and y the fragment size. The para-
meter q denotes the power law exponent. 

B�� �
q

· ·�1�tanh� �� with  q�c·v�d (15)

As the power law fades only slowly to zero for small
particle sizes, it always leads to a certain error by cre-
ating fines with unrealistically small sizes. The sec-
ond factor forces the power law to fade more rapidly,
reducing the effect of artificially created fines. The
value y′ is the fragment size from which point on the
additional fading becomes significant. Logically, its
value is chosen close to the minimal particle size
expected by fragmentation, which can be estimated
from [23]. It was possible to show from the results of
single particle impact tests that the exponent q of the
heuristic power law could be approximated well by a

y�y′
y′

1
2

x
y

1�PB,1 0 � 0
b21·PB,1 1�PB,2 0 0

� � � �

bN1·PB,1 bN2·PB,2 � 0

linear function of the impact velocity v, which leads to
a reduction in free model parameters. The linear func-
tion can be determined separately by single particle
tests, thus again separating mill and material function.
The parameters of the breakage function for the
materials under investigation are given in Tab. 2.

6. EXPERIMENTAL AND SIMULATION
RESULTS

Fig. 8 shows typical results for the simulation of
the air classifier mill. A good agreement between
experimental results and simulation can be observed.
Although no experimental data were available on the
separation curve of the classifier, the calculated curve
fits in well. Slight differences occur for the fines. The
inf luence of the velocity of the grinding rotor and the
speed of the impeller wheel classifier on the parame-
ter n is given in Fig. 9. The model parameter n, a
measure for the stressing frequency, decreases with
increasing grinding rotor velocity. The parameter also
decreases with increasing solids loading, whereas it is
almost unaffected by the classifier wheel speed.

For the lower classifier speeds (1270 and 2540
rpm), the hold-up normalised by the corresponding
mass of feed per unit of time is close to unity
(Table 3). Most particles are small enough to leave
the mill after the first passage through the grinding
zone. In this range, the hold-up increases only slightly
with increasing classifier speed. For higher classifier
speeds, the hold-up increases significantly. Up to 2.6
times the amount of feed per unit of time is kept in
the hold-up when the classifier operates at 6500 rpm.
As expected, the finer cut size leads to a higher inter-
nal recirculation. The mill effectively operates with
recirculation, which is in agreement with the struc-
ture of the mill shown in Fig. 7. There, the separation
of grinding zone and classifying zone by the shroud
ring can be seen.

The solids loading (mass f low of solids per mass
f low of air) exhibits an inf luence that is similar to that
of the classifier speed. Increasing the loading from
small values, close to the conditions of single particle
tests, up to 0.135 kg/kg and therefore approaching
the conditions of production mills, leads to an
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Table 2 Material parameters for the simulation



increase of the hold-up and reduces the parameter n.
The agreement between simulation and experiment is
still good and the simulation of even higher concen-
trations seems possible. 

Similar investigations were carried out for sieve
hammer mills. In this case, two types of PMMA were
studied. We found a very good agreement again
between our model and the experimental data.

7. CONCLUSIONS AND PERSPECTIVES

Two approaches describing the inf luence of mate-
rial properties, particle size and external load on the
result of impact comminution have been presented. It
is shown that both lead to the same inf luencing para-
meters, namely the product of initial particle size,
total mass-specific net impact energy and a newly
introduced material strength parameter. The break-
age probability is described by a single mastercurve
comprising the breakage behaviour of different mate-
rials (polymers, limestone, crystals, glass) of various
sizes (95 µm to 8 mm) for multiple impacts. For the
first time, measurable material properties describing
the comminution performance of different materials
have been derived and determined experimentally.
These material parameters permit a quantitative dif-
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classifier wheel speed [rpm] 1270 2540 3800 5075 6500

normalised hold-up / � 1.00 1.10 1.16 1.55 2.62

Table 3 Hold-up as a function of the classifier wheel speed
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Fig. 8    Representative simulation results for the air classifier mill
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ferentiation between various products and enable a
comparison of different materials of different size.

These material parameters were applied to a simple
model for the simulation of grinding different prod-
ucts in impact mills. A good agreement between simu-
lation results and experiments was achieved while
retaining a clear distinction between material and
operating parameters. The material parameters were
determined independent of the machine properties by
single particle comminution tests. The free adjustable
model parameter n, which correlates to the stressing
frequency, showed systematic and reasonable trends
with the operating parameters of the mills and could
be explained by physical effects. Sieve hammer mills
as well as air classifier mills can be simulated by the
help of externally measured material functions using
measurable operating parameters to describe the
stressing conditions in the mill. A safe simulation of
operating conditions within the range experimentally
covered and a reasonably reliable extrapolation out-
side is possible. Because the material properties were
determined independent of the mill, they can be
utilised in similar applications for other types of
impact mills.

In future work, it has to be examined whether
experimental results for the breakage function can be
explained by the product fMat.·x·k·(Wm,kin�Wm,min),
too. A correlation of the comminution parameters to
basic parameters from fracture mechanical considera-
tions will be investigated. The population balance
model presented here showed good agreement be-
tween simulation and experimental results, and the
obtained model parameters could be explained rea-
sonably, but no information based on experimental
studies on the particle transport and the resulting
stressing conditions is available so far. This short-
coming has to be overcome, and a more sophisticated
and predictive modelling is aimed for.
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9. NOMENCLATURE

a diameter of contact circle [m]
B cumulative breakage function [�]
bi,j mass transfer coefficient [�]
c parameter [s/m]
d parameter [�]
E, ET Young’s modulus of particle and target 

material, respectively [Pa]
E′, E′′ storage and loss modulus, respectively [Pa]
f, f1, f2 function
fMat. mass-based material strength 

parameter [kg/Jm]
f*

Mat. volume-based material strength 
parameter [m3/Jm]

H hardness [Pa]
k number of impacts [�]
l i inherent f law size [m]
m parameter of Weibull distribution [�]
m i mass of particles in size band i [kg]
m� vector of particle size distribution [kg]
n model parameter correlating to stressing 

frequency [�]
PB breakage probability [�]
pmax maximum pressure in contact circle [Pa]
q power law exponent [�]
Q3(x) cumulative particle size distribution [�]
T(x) separation curve [�]
v impact velocity [m/s]
vd deformation velocity [m/s]
vel propagation velocity of elastic waves [m/s]
vfract propagation velocity of cracks [m/s]
vS strength [m/s]
Wm,kin mass-specific impact energy [J/kg]
Wm,min mass-specific threshold energy [J/kg]
WV volume-specific stressing energy [J/m3]
WV,i volume-specific energy for activation 

of a inherent f law [J/m3]
x initial particle size [m]
y fragment size [m]
y′ fragment size for additional fading [m]
z number of chain links [�]
Z�� comminution matrix [�]
βmax crack extension energy [J/m2]
ν, νT Poisson ratio of particle and target 

material, respectively [�]
ρ particle density [kg/m3]
σ load [Pa]
σS strength [Pa]
Ψ shape factor [�]
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INTRODUCTION

The optimal design and control of comminution cir-
cuits require a mathematical model capable of depict-
ing the size reduction behavior of every size fraction
for grinding conditions of technological importance.
This is particularly important for modeling closed-cir-
cuit comminution systems in which oversize material
from a classifier or screen is recycled back to the
comminution device. Comminution kinetics did not
really have any practical application until a mathemati-
cal model of batch grinding was introduced � a
model that incorporated both disappearance and pro-
duction kinetics into one mathematical construct. A
rigorous mathematical approach to comminution was
published in 1954 by Bass [1] but the catalyst that led
to worldwide utilization of this so-called population
balance model (or batch grinding model) to the analy-
sis of comminution in tumbling mills was perhaps the
1962 paper presented by Gardner and Austin [2] at
the First European Comminution Symposium. 

The batch-grinding model entails the formulation of
a mathematical model which is phenomenological in
nature in that it lumps together the entire spectrum of
stress-application events which prevail in the system
under a given set of operating conditions. The appro-
priately defined average of these individual events is
considered to characterize the over-all breakage prop-
erties of the device and material. A single parameter
is assumed to represent the resistance of particles of
that size (or size fraction) to fracture, given the aver-
age grinding environment which exists in the mill.
The isolation of such a parameter and a related set
of quantities which constitute the breakage product
size distribution for the average event in this size frac-
tion allows the formulation of physically meaningful
descriptive equations capable of yielding detailed
information for simulation. The continuous-time, size-
discretized solution of the batch grinding equation by
Reid [3] provides a valuable practical simplification
for data treatment since size distributions of commi-
nuted products are usually determined in terms of a
series of finite size intervals by sieving.

In dry batch ball milling, grinding kinetics follow a
linear model. Linear breakage kinetics are said to pre-
vail in a mill when neither the probability of breakage
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of a particle (as measured by the breakage rate func-
tion) nor the distribution of fragments resulting from
the primary breakage of that particle (as measured
by the breakage distribution function) is inf luenced
by the size consist in the mill. However, the rate of
particle breakage may deviate from linearity due to
changes in the nature of the comminution events or
from changes in the heterogeneity of the particles
being ground. For example, in some cases conditions
may exist where the larger particles are ground pref-
erentially or in other cases the larger particles may
become protected after time. Under wet grinding con-
ditions, at lower pulp densities suspension of the fine
particles in the slurry may lead to an increase in the
probability of coarser particles being ground, or at
high pulp densities the slurry may become so viscous
that grinding is retarded unless a grinding aid is
added. In confined particle bed grinding, the product
particles can be weakened through the generation
of f laws and microcracks and consequently exhibit
widely distributed strength behavior, which leads to
nonlinearities in the regrinding of such particles. This
paper discusses approaches taken to modify the
model to describe that behavior.

THE LINEAR BATCH GRINDING KINETIC
MODEL

Consider the size range of a particulate assembly,
characterized by a maximum size, x1, and a minimum
size xn�1 to be subdivided into n intervals (with n
sieves). The i th size fraction is the interval bounded
by xi above and xi�1 below and denote the mass frac-
tion of material in this size interval at time t by mi(t).
If r is the geometric sieve ratio (which is generally M2
for a series of sieves such as the Tyler sieve series),
then x l�rxi�1. 

The Reid solution to the size-discretized integrodif-
ferential equation of grinding kinetics yields a mass
balance for the material in the i th size interval in a
batch ball mill at any time t:

��ki(t)m i(t)�∑
i�1

j�1
kjbi�jmj(t);  i�1, 2, .... (1)

where the parameter k i is the breakage rate function
(also called the selection function) for the solids in
the i-th size interval which gives the fraction of mate-
rial in size fraction i that is broken out in time t to
t�dt, and bi�j is the breakage distribution function
and gives the fraction of progeny particles reporting
to size i when unit mass fraction of particles of size j is
broken.

dmi(t)
dt

If we consider the top size, first fraction only, then

��k1m1(t) (2)

for first-order grinding kinetics where the breakage
rate function is independent of time. Under these con-
ditions, the behavior of the top fraction is predicted by
the following relationship:

m1(t)�m1(0) exp (�k1t) (3)

Several different methods have been used to deter-
mine breakage rate and breakage distribution func-
tions experimentally. For example, individual interior
size fractions have been replaced by radioactively-
labeled size fractions of the same feed material, a
complicated technique that provides the greatest
amount of information. In a simpler way, an insert
fraction of a different material with some easily identi-
fiable physical or chemical property has been used,
such as using a quartz insert in a limestone bulk feed.
Herbst and Fuerstenau [4] showed the mathematical
and experimental basis for obtaining these parame-
ters by batch grinding single-sized feed particles. The
breakage distribution function is normalizable and
can be considered invariant and will not be discussed
further in this paper. However, there is a strong
power law dependence of the breakage rate function
on particle size, x: 

k(x)�Axα (4)

where A is a constant depending on the material prop-
erties. In many of their simulations, Kelsall et al. [5]
assumed α�1.0. However, Herbst and Fuerstenau [4]
showed that the value of α has the same value as the
distribution modulus of the Gaudin-Schuhmann size
distribution of the comminuted product. To obtain the
necessary data, a series of batch grinds should be car-
ried out in a test mill to quantify not only the break-
age rate but also the breakage distribution functions.

Using a 254-mm diameter instrumented ball mill, a
series of batch grinding experiments was carried out
dry by Herbst and Fuerstenau [4,5] with 7�9 mesh
(2.8�2.0 mm) dolomite feed for various operating
conditions: mill speeds N*, ball loads Mb

*, and particle
loads Mp

*. Details of the instrumented torque mill and
experimental procedures can be found in the these
papers [4,6]. According to Eq. 3, a semilog plot of the
fraction of feed material remaining in the top size vs.
time in batch experiment will result in a straight line
whose slope is proportional to the breakage rate func-
tion. Figure 1, which shows plots of batch data
obtained for selected mill speeds, ball loads, and parti-

dm1(t)
dt
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cle loads (for two different batches of dolomite feed)
illustrates the appropriateness of Eq. 2 for the range
of operating variables tested. This figure also illus-
trates the strong dependence which feed disappear-
ance kinetics have on mill operating conditions.

Herbst and Fuerstenau [4] experimentally ground
a range of monosized dolomite feeds to obtain the
dependence of breakage rate functions on particle
size (and also found the cumulative breakage distribu-
tion function to be normalizable) and proved their
predicted relation to zero order production kinetic
phenomena. Figure 7 given later, illustrates the de-
pendence of breakage rate functions on particle size
for dry ball mill grinding.

Using the values of breakage rate functions for
particles of different size fractions and the normal-
ized breakage distribution functions, the Reid solu-
tion to the batch grinding equation was programmed
for a digital computer and the grinding behavior was
simulated. Figure 2 presents a comparison of the
computed size distributions with the experimentally
observed distributions. The simulation based on the
linear batch grinding model indeed predicts the prod-
uct size distribution over a wide range of grind times.

The very extensive experimental work carried out
during the last four decades has proven the validity of
the linear grinding model and the size-dependence of
the breakge rate functions and the normalizability of

breakage distribution functions. With confidence it,
therefore, is possible to back calculate these parame-
ters for simulation purposes.

THE NONLINEAR KINETIC MODEL FOR
ROD MILL GRINDING

Rod mill comminution represents a nonlinear grind-
ing system, one in which the order is less than unity.
In Eq. 1, k1(t) represents the grinding rate function
for monosized feed disappearance. There are two
forms of k1(t) which have physical meaning. The first
is

k1(t)m1(t)�k1(0)m1(0) (5)

which represents a “zero order” feed disappearance
law where the feed grinding rate is constant for all
time. This would occur if the grinding zones were sat-
urated with respect to feed-size material and all com-
minution events are applied to feed-size particles. The
second form of the breakage rate function is 

k1(t)m1(t)�k1(0)m1(t) (6)
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or k1(t)�constant. This “first order” feed disappear-
ance occurs when statistically independent commi-
nution events are applied to an infinite particle
population in a completely mixed environment, as
exemplified by dry batch ball mill grinding. Non-inte-
ger order grinding does not have physical meaning,
except possibly for systems that can be represented
by an arbitrary linear combination of zero and first
order kinetics. Such is the case for rod milling where
bridging of coarse particles between the rods de-
creases the proportion of comminution events applied
to the fines.

Grandy and Fuerstenau [7] proposed that for com-
minution systems which have apparent grinding or-
ders less than one, the system can be modeled by a
convex linear combination of zero and first order
kinetics:

�φ1k1(0)m1(t)�(1�φ1)k1(0)m1(t) (7)

where φ1 and (1�φ1) give the respective fraction of
first and zero order kinetics assumed, For rod mill
grinding with kinetics that follow the foregoing rela-
tionship, the behavior of the top size material is pre-
dicted by Eq. 8:

m1(t)� � (8)

functions are environment-dependent. Since the
grinding order is between zero and one, it is appropri-
ate to fit Eq. 8 to the data. A semilog plot of [m1(t)�
m1(0)(1�φ1)/φ1] vs. time should give a straight line
with slope equal to �φ1 k1(0). For the foregoing rod
mill grinding data, it was found by trial and error that
a value of 0.91 for φ1 gave the best straight line for
feed loads.

To carry out computer simulations of these rod mill
grinding tests, the mathematical representation of the
environment dependence is given by

ki(t2)�ki(t2)φ i�(1�φ i)� � where t1�t 2 (9)

Using the technique of Herbst and Fuerstenau [4] to
estimate the size dependence of all the breakage rate
parameters and the fraction of first-order grinding
given in Figure 4, the dry batch rod milling of the
7�9 mesh dolomite was accurately simulated. Since
The simulated plots and experimental date fit exactly
[7], those results are not presented here.

In a detailed investigation of the wet grinding of
dolomite in the batch ball mill, Yang [8] found that
plots of feed size breakage kinetics had the same

m1(t1)
m1(t2)

(1�φ1)m1(0)
φ1

m1(0) exp[�φ1k1(0)t]
φ1

dm1(t)
dt

shape as those shown in Figure 3 for rod mill grind-
ing. This means that under the conditions of Yang’s
experiments (60% solids), the fine product particles
tended to be suspended in the slurry inside the mill
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with the result that there was some preferential grind-
ing of the coarser particles under those conditions.
On the other hand, Klimpel [8] found that the disap-
pearance kinetics plots for the fine wet grinding of
coal at 57% solids density were first order but at 73%
solids density became strongly concave as grinding
progressed. Under these conditions the slurry inside
the mill becomes increasingly viscous. As grinding
progressed the rate of disappearance of feed size coal
was significantly retarded. But by adding a polymeric
grinding aid, which reduced the slurry viscosity
markedly, Klimpel [8] was able to return the grinding
kinetics to first order.

LINEAR GRINDING KINETICS EXPRESSED
IN TERMS OF SPECIFIC ENERGY

In conducting their batch grinding experiments
with dolomite feed under a wide range of operating
conditions, Herbst and Fuerstenau [6] also accurately
measured the specific energy consumed by their mill.
An anaysis of the grinding kinetics in the dry ball mill
revealed that the size-discretized breakage rate func-
tions are proportional to the specific energy input to
the mill and that the breakage distribution functions
can be taken as invariant. Taking the experimental
results used to prepare the plots given in Figure 1
for a range of mill speeds, mass of solids in the mill,
and the mass of grinding balls in the mill, the results
are replotted and presented in Figure 5 using spe-

cific energy as the independent variable instead of
time. 

Based on that extensive experimentation, Herbst
and Fuerstenau [6] showed that over a fairly wide
range of conditions the feed size breakage rate func-
tion can be approximated by

k1�kE
1 � � (10)

where P is the power input to the mill, Mp is the mass
of feed material in the mill, and kE

1 is a constant. From
Eq. 9, we can write the batch response for the first
interval:

m1(t)�m1(0) exp ��kE
1 � � t� (11)

Since the product of specific power and time is equal
to the net specfic energy input to the mill, E

�
, Eq. 10

can be expressed alternatively as

m1(E
�

)�m1(0) exp (�kE
1 E
�

) (12)

The preceding analysis leads to expressing the batch
grinding equation in terms of specific energy ex-
pended rather than in terms of grinding time as fol-
lows

��kE
i  m i(E

�
)�∑

i�1

j�1
kE

i  bi�jmj(E
�

) (13)

The fact that breakage kinetics can be accurately ana-
lyzed in terms of specific energy instead of time, has
become very useful, with regard to mill scale-up and
the analysis of other types of comminution systems,
such as the roll mill. 

Malghan and Fuerstenau [9] conducted a detailed
study of the scale-up of ball mills using the population
balance grinding model normalized through specific
power input to the mills. In their investigation, they
constructed three instrumented and scaled batch ball
mills : 5-inch (12.7 cm) diameter, 10-inch (25.4 cm)
diameter, and 20-inch (50.8 cm) diameter. They dry
ground 8�10 mesh (2.4�1.7 mm) limestone. They
found that the feed size breakage rate functions for all
three different mill speeds, ball loads and feed loads
in each mill fell on a single line when the feed size dis-
appearance was plotted as a function of expended
energy. Likewise, the breakage distribution function
for all of the grinds were self-similar, completely inde-
pendent of mill size and mill operating conditions. To
illustrate the utility of the specific energy reduced
breakage rate function concept, Figure 6 presents
the experimental size distributions obtained from
grinding the 8�10 mesh limestone in the 20-inch mill

dm i(E
�

)
dE

P
Mp

P
Mp
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and the simulation of grinding using the breakage
parameters determined from grinds carried out in the
5-inch mill.

Malghan and Fuerstenau [9] also showed that if the
breakage rate function were expressed in time rather
than specific energy, for the range of mill speeds, ball
loads, and feed loads, it would be proportional to D0.56

and proportional to (D�db) where D is the mill diam-
eter and db is the ball diameter. The reduced break-
age rate function simplifies analysis and design
considerably since there would be no necessity for
achieving kinematic and loading similarity. Scaling
with time would require that the mills be compared at
the same fraction of critical rotational speed.

Expressing grinding kinetics in terms of specific
energy instead of grinding time also clarifies the com-
plex behavior observed in wet grinding at high solids
content [10].

MODELING NONLINEAR HIGH-PRESSURE
ROLL MILL COMMINUTION

After single-particle breakage, the next most effi-
cient method of comminution is particle-bed com-
minution [11,12]. In this mode, comminution occurs
primarily by very high localized interparticle stresses
generated within the particle bed. No separate carrier
is employed for the transport of energy to the solids,
unlike in tumbling mills. Particle bed comminution is

carried out continuously in a device comprised of two
counter-rotating rolls. As the feed particles pass
through the roll gap, the particle bed is compressed
and the coarser particles undergo an isostatic-like
compression by the fine particles in which the
coarser ones are embedded. Energy is lost in the
high-pressure roll mill due to friction between the par-
ticles as they pass through the roll gap and due to the
ineffectiveness of the isostatic loading phenomenon.

There really is no explicit running grinding time in
the high-pressure roll mill, only a fixed time of pas-
sage of solids through the grinding zone of the rolls
in a more or less plug f low manner. Therefore, in
order to simulate roll-mill grinding, it is necessary to
formulate the population balance model in terms of
energy input to the mill. In addition, as the particle
bed or column passes down through the rolls, it is
compacted and densified and compacted more and
more with an increasing rate of energy dissipation
due to interparticle friction and incipient visco-plastic
f low. Consequently, the energy component that actu-
ally goes into stressing the particle to fracture is pro-
gressively reduced. Kapur et al. [13] proposed that
the increase in retardation of the breakage rate with
energy input can be incorporated into the population
balance model by defining a rescaled energy: 

E′� E1�y where 0�y�1 (14)

For high-pressure roll mill grinding, the population
balance equations for grinding kinetics can be formu-
lated in terms on cumulative energy input, taking into
account energy dissipation in accordance with Eq. 13,
to yield the following relation:

�� m i(E)�∑
i�1

j�1
bi�jmj(E) (15)

Fuerstenau et al. [13] determined the product size
distributions for grinding quartz, limestone and
dolomite at various energy expenditures in a labora-
tory high-pressure roll mill (roll diameter of 200 mm)
and from the results estimated the breakage rate and
breakage distribution parameters. For each of these
materials, the breakage distribution functions have
essentially the same shape as those found for other
comminution systems, such as the ball mill and rod
mill. However, the breakage rate functions all remain
quite high at all particle sizes, unlike in a ball mill
where the specific rate constants drop sharply with
particle size, especially in the medium and fine parti-
cle size range (the slope of a log-log plot of k-vs-size
being the distribution modulus). Figure 7 compares

ko
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the effect of particle size on the breakage rate func-
tion for grinding dolomite in the high-pressure roll
mill with grinding the material in a dry ball mill. As a
consequence of this, the pressurized roll mill can per-
form size reduction much more efficient energy-wise
than the ball mill. This probably explains the greater
energy efficiency of the high-pressure roll mill at
lower reduction ratios. The reason that the breakage
rate functions for the high pressure roll mill appear to
have only a small particle size effect must result from
the energy transfer mechanism in the roll mill,
namely that the high compression stresses are trans-
ferred from one particle to another as they pass
through the roll gap, in contrast to the probabilistic
nature of stress transfer in a ball mill. This apparently
is the crucial difference between the two kinds of
grinding mills. As a consequence, the pressurized roll
mill can perform size reduction tasks much more effi-
ciently energy-wise than the ball mill (at lower reduc-
tion ratios).

With the breakage rate parameters estimated from
the high-pressure roll milling experiments, the size
distributions of dolomite, limestone, and quartz were
simulated with the population-balance grinding equa-
tion that had been suitably modified to account for

energy dissipation in the roll gap (Eq. 15). Figure 8
shows the simulation of grinding quartz in the high-
pressure roll mill at three different energy levels [13].
The simulations of the size distributions of the roll
mill products are in good agreement with the experi-
mentally determined size distributions.

MODELING THE KINETICS OF GRINDING
DAMAGED PARTICLES

Significant energy savings can be gained by using
a two-stage grinding system which utilizes the effi-
ciency of the high-pressure roll mill at low reduction
ratios and the higher efficiency of ball mills at high
reduction ratios [14]. As discussed in the foregoing
section, particle breakage in the roll mill occurs
through interparticle loading of the feed as it passes
through the roll gap. Because the particles are not
loaded by impact, as in ball milling, but by direct
transmission of stresses from one particle to another,
high-pressure roll mill grinding results in progeny
particles that are broken, cracked, damaged or other-
wise weakened. Consequently, the particles are dis-
tributed in strength which implies that the rate at
which these particles will be ground in a ball mill will
also be distributed. As already discussed, the linear
population balance model used routinely for the simu-
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lation of ball mill grinding of ordinary feeds assumes
a single-valued rate parameter for particles of a given
size fraction.

In order to successfully use the population balance
approach to model the ball mill grinding of material
that has first been ground in the high-pressure roll,
we need to account for the pronounced heterogeneity
in strength (or ease of grinding) of the high-pressure
roll mill product particles [15]. We have noted earlier
that the parameter A in Eq. 4 is a function of the mate-
rial properties. In the simulation of batch ball milling
of primary particles, A could be assumed to be con-
stant, without affecting the quality of simulation. We
can account for the heterogeneity in the strength of
high-pressure roll-milled particles by letting A be vari-
able. It is reasonable to say that A is a measure of the
ease with which the particles could be broken, that is,
a measure of the grindability. The larger the value of
A, the easier it would be to break the particle. While
primary particles are expected to be relatively uni-
form in strength, the particles in the high-pressure
roll mill product are damaged and weakened to dif-
ferent extents, that is, that are distributed in A. We
assume, however, that the distribution is independent
of the particle size. In our analysis, we consider that
the distribution in the grinding rate parameter, k, of
the high-pressure roll mill product can be described
by a modified gamma function:

m(A)� exp[�λ(A�Ao)];  A o�A�	 (16)

where A o is the minimum grinding rate constant en-
countered in the ball mill. And β and λ are the shape
and scale parameters of the distribution. By incorpo-
rating Eq. 16 into Eq. 12, and integrating, we obtain
the expression for the mass fraction retained on size x
after an energy expenditure of Eb in ball milling the
high-pressure roll mill product:

R(x,Eb)�R(x,0) (17)

The shape and scale parameters are functions of the
energy expenditure in the high-pressure roll milling
stage.

These concepts were tested through a detailed
study of the hybrid comminution of bituminous Pitts-
burgh No. 8 coal, that is for the open-circuit ball
milling of coal that had first been ground in the high-
pressure roll mill. Figure 9 presents the experimen-
tal results of the mass fraction of ball mill product
retained on a 200-mesh sieve (74 µm) as a function of
the energy expended for ball mill grinding the pres-

exp(�AoxαEb)
(1�xαEb/λ)β

λβ(A�Ao)β�1

Γ(β)

surized roll mill product, together with the computed
results. In these experiments, the coal was first
ground in the high-pressure roll mill (HPRM) at four
different energy levels. Figure 10 presents the ex-
perimental and computed size distributions of the
ground coal after it had been comminuted in the ball
mill at different expenditures of energy in the ball mill
step after first being roll-milled at an energy expendi-
ture of 2 kWh/t. The simulated results given in Fig-
ure 10 are in excellent agreement with experiment.

The distribution in the grindability of coal particles

128 KONA  No.21  (2003)

FR
A

C
T

IO
N

 R
E

TA
IN

E
D

 A
T

 2
00

 M
E

SH

0 1 2 3 4 5 6

GRINDING ENERGY IN THE BALL MILL, kWh/t

HYBRID BATCH GRINDING
PITTSBURGH NO. 8

1.0
0.9

0.8

0.7

0.6

0.5

0.4

0.3

EHPRM

1.14 kWh/t
2.00 kWh/t
3.16 kWh/t
3.74 kWh/t

Fig. 9    For the hybrid grinding of Pittsburgh No. 8 coal, the frac-
tion retained on a 200-mesh sieve (74 µm) sieve as a func-
tion of the energy expended in the ball mill on material
that had been comminuted in the high-pressure roll mill at
different HPRM energy levels: experimental data points
and simulated curves.

C
U

M
U

LA
T

IV
E

 F
IN

E
R

, p
er

ce
nt

10 100 1000

PARTICLE SIZE, microns

computed
OPEN-LOOP HYBRID GRINDING

PITTSBURGH NO. 8

100

10

Ebm
kWh/t

0.33
0.65
1.30
2.60
5.20

EHPRM�2.00 kWh/t

Fig. 10    Experimental and computed size distributions of Pitts-
burgh No. 8 coal produced by open-circuit hybrid ball
mill grinding of material that had first been ground at an
energy expenditure of 2 kWh/t in the HPRM.



in the high-pressure roll mill product was assessed by
fitting the mathematical model to the experimental
data. Figure 11 was constructed to show plots of the
calculated density functions m(k) representing the
distribution of breakage rate functions of 200-mesh
particles of Pittsburgh No. 8 coal produced at energy
consumptions of 1.14, 2.0, 3.16 and 3.74 kWh/t in the
HPRM. Although the coal is discharged from the
HPRM in a briquetted form, the individual particles
are easily separated by stirring in aqueous methanol
to determine their size distribution, if desired [15].
The fact that the mean of the distributions shifts
towards higher grinding rate values with increasing
energy input to the high-pressure roll mill strongly
suggest that these results and concepts are phenome-
nologically meaningful.

OPTIMIZATION OF OPEN-CIRCUIT HYBRID
GRINDING SYSTEMS

The non-linearity of the kinetics of grinding pri-
mary particles in the high-pressure roll mill and the
subsequent ball milling of the roll mill product pre-
sent us with an interesting optimization problem. For
open-circuit hybrid grinding, our goal would be to
find the optimum energy expenditure in the high-
pressure roll mill that would result in maximum parti-
cle damage at minimum energy dissipation, and the
energy expenditure range in the ball mill where the
energy is primarily spent in breaking the damaged

particles, that is the range where the ball mill grind-
ing of damaged particles is essentially non-linear. Fig-
ure 12 presents the simulated production of minus
200-mesh product and the specific energy expendi-
ture per ton of product, as a function of the energy
input in the high-pressure roll mill and the ball mill
per tonne of feed for the open-circuit grinding of Pitts-
burgh No. 8 coal. 

The specific grinding energy contours are shown as
solid lines, and the contours of percent fines pro-
duced are presented as dashed lines. The simulation
results indicate that the percentage of minus 200-
mesh produced increases with the increase in grind-
ing energy input in the ball mill for a given energy
expenditure in the high-pressure roll mill. However,
for a fixed energy input in the ball mill, the percentage
of minus 200-mesh material produced goes through a
maximum with increasing energy input in the high-
pressure roll mill. As the production of minus 200-
mesh particles increases, the high-pressure roll mill
energy at which the maximum occurs shifts to higher
energy values. The specific energy required to pro-
duce a unit weight of minus 200-mesh product, on the
other hand, increases with the increase in energy
input in both the ball mill and the high-pressure roll
mill (except in the region defined by high-pressure
roll mill energy between 1.75 kWh/t and 2.5 kWh/t
and ball mill energy greater than 3.5 kWh/t). At a
given specific energy consumption, particularly at
higher percentage of fines production, an optimum
partition exists between the energy input in the high-
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pressure roll mill and the ball mill in order to achieve
a maximum percentage of minus 200-mesh product.
For example, at a specific energy consumption of
13.25 kWh/t of minus 200-mesh product, the energy
input should be 2.5 kWh/t of feed in the high-pressure
roll mill and 3.2 kWh/t in the ball mill in order to pro-
duce a comminuted product with 43 percent of minus
200-mesh fines.

Because of the visco-plastic nature of coal, it is pos-
sible that the potential energy saving resulting from
the fracturing and weakening of the particles as they
are stressed in the HPRM could be more than offset
by the increased briquetting at the high compressive
stresses at higher energy expenditures in the pressur-
ized roll mill step. Thus, a maximum benefit might
be expected from the hybrid grinding of coal at an
optimal energy expenditure in the high-pressure roll
mill. In Figure 13, the percentage of energy saved
through the hybrid grinding mode relative to the en-
ergy expended in ball mill grinding alone for the pro-
duction of a fixed amount of fines is plotted against
the energy expended in the HPRM step. These plots
clearly show that not only is there an optimum for the
energy input to the high-pressure roll mill but also
the energy saving is negated if the energy expendi-
ture in the high-pressure roll mill is higher than a
threshold value, which would depend on the nature of
the coal and the percentage of fines produced. There
is a similar optimum for the hybrid grinding of miner-
als than can deform plastically, such as calcite and
dolomite [14].

SUMMARY

Industrial comminution processes are inherently
nonlinear. The extent of nonlinearity is governed by
the mill characteristics, comminution environment,
and the material properties. However, over a limited
range of time or energy input, the processes could be
treated as linear and modeled accordingly. For in-
stance, in the initial stages of dry batch ball milling,
grinding kinetics follow a linear model. Linear break-
age kinetics prevail in the mill as neither the probabil-
ity of breakage of a particle (as measured by the
breakage rate function) nor the distribution of frag-
ments resulting from the primary breakage of that
particle (as measured by the breakage distribution
function) is significantly inf luenced by the size con-
sist in the mill. In the rod mill, on the other hand,
where the larger particles are ground preferentially,
the initial grinding behavior is significantly nonlinear.
The nonlinearity can be modeled in such cases by
suitably modifying the breakage probability function.

The change in the grinding environment in the
media mills, over time, also leads to nonlinear com-
minution kinetics in these mills. This is primarily
because of reduced energy utilization at larger grind-
ing times due to particle shielding under dry grinding
conditions, or increased slurry viscosity in wet grind-
ing. Such nonlinearities can be easily resolved by
recasting the grinding model equations in terms of
energy input, instead of the grinding time. Expressing
grinding kinetics in terms of energy instead of time
also leads to simplifications in grinding mill scale up.

For confined particle bed grinding, as in high-
pressure roll milling, due to the energy dissipation
through interparticle friction and isostatic stresses at
higher confining pressures, can only be modeled as a
nonlinear process. A modified population balance
model, that explicitly handles the retardation in en-
ergy utilization, has been presented. The modified
model results in fairly accurate simulation of high-
pressure roll mill grinding.

High pressure roll milling results in product parti-
cles that may become can be weakened though the
generation of f laws and microcracks and conse-
quently exhibit widely distributed strength behavior.
This leads to nonlinearities in the regrinding of such
particles in media mills. We have incorporated this
distribution in particle strength into the batch ball
mill grinding model and successfully simulated the
open-circuit hybrid grinding of coal, where coal parti-
cles are first ground in the high-pressure roll mill and
then in the ball mill. Experimental as well as simula-
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tion results indicate that optimum specific energy per
ton of product of desired fineness could be achieved
by operating each of the mills in appropriate regimes.
The optimal operating conditions and the energy par-
titioning would be dictated by the material properties
and fineness of product.
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1. INTRODUCTION 

Die compaction of granulated powder is a common
forming process used in ceramics and other indus-
tries. Granulation of fine powder results in free f low-
ing feed material with controlled composition and
properties that can be easily used in high speed
presses. In ceramic processes, application of pressure
consolidates the granulated material into a green
body, which is subsequently sintered. Artifacts of the
granule structure may persist as pores and lamina-
tions after compaction, and remain as defects in the
sintered microstructure. Such defects can be detri-
mental to the properties of the final part. Thus it is
desirable to eliminate the granule structure during
compaction. In this work, statistical analysis of the
fragmentation of glass beads during die compaction
was used as a model granular system to achieve a bet-
ter understanding of persistent granular structures in
compacts. 

Compaction of granulated powder occurs in three
pressure-dependent stages [1]. In Stage I, granule
rearrangement at low pressures results in a small
increase in density of the granular assembly. Above
an apparent yield pressure Py, which marks the onset
of Stage II, the interstitial pores between granules

(intergranular pores) are reduced in size as the gran-
ules break down or deform, resulting in a linear
increase in density with log (compaction pressure). In
Stage III, the intergranular pores are mostly elimi-
nated, and particle rearrangement within the gran-
ules causes increased densification at high pressures.
The types of granule-related defects that may persist
after compaction include persistent intergranular
pores and poorly joined interfaces between granules.

An assembly of granulated powder has a hierarchi-
cal structure consisting of packed granules, which are
comprised of packed particles. The pore size distribu-
tion is bimodal; large intergranular pores are formed
from the packing of the granules and small intra-
granular pores are formed from the packing of the
primary particles. During compaction, the intergranu-
lar pores are reduced in size, and largely eliminated,
as granules deform in response to applied pressure in
Stage II and Stage III. The intragranular pores are
eliminated during sintering. However, the size of per-
sistent intergranular pores is sufficiently large that
these pores cannot be removed by the sintering
process. Consequently these pores can persist into
the sintered part. Interfaces between granules may
persist as well when the granule surfaces do not meld
together. Uematsu [2] has developed an optical
microscopy method that is useful for observing per-
sistent granule structures. By immersing a thin sec-
tion of sintered material in a liquid with refractive
index similar to that of the ceramic powder, the per-
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sistent interfaces can be clearly observed. The results
clearly reveal a granule structure that persists after
sintering.

The coarse fraction of the granule size distribution
has been shown to be responsible for the largest
defects that persist after compaction. Strength testing
is a very effective way to locate large defects. With
109 granules per cm3, statistically there will be cases
where the largest granules are positioned in such a
way to create large triangular or tetrahedral pores. In
unfired compacts of spray-dried alumina, Mosser [3]
demonstrated that strength could be reduced through
the introduction of oversized granules. Walker and
Reed [4] found that, with a constant maximum gran-
ule size, the number of granules in the coarse end of
the distribution was the dominating factor responsible
for the formation of strength-limiting defects in sin-
tered alumina, even when the total number of defects
could be changed through changes in the strength
and density of the granules. Fractography confirmed
that the strength-limiting defects were granule re-
lated. 

Stress transmission during compaction has been
modeled by a number of researchers using a contin-
uum approach [1]. This method provides a good
macroscopic description of the pressure gradients
that occur within compacts and the resulting densi-
ty gradients that are observed. However, a discrete
granule approach provides better insight into granule
deformation and the origin of granule-related defects.
Computer simulation [5] and a photoelastic disk
method [6] have been used to model stress transmis-
sion through a packed bed of discrete granules.
Stress distributions in photoelastic materials are eas-
ily observed as color changes when viewed under
polarized light. Thus, stress distributions through a
two-dimensional cell packed with photoelastic disks
can be directly observed. Results from both computer
simulations and photoelastic disk studies show that
stress is transmitted through a granular material
along a branched network of pathways which concen-
trate stress in some disks and bypass others. Flow
occurs from sliding of block-like regions along slip
planes. These methods are effective for modeling
stress distributions below the elastic limit of the
granules (Stage I). Yielding of granules due to brittle
failure or plastic deformation, which occurs at approx-
imately Py, results in rearrangement of localized
stress distributions.

In this work, glass beads were used to model gran-
ule breakdown during compaction. Previous studies
using glass beads have been conducted by the author

[7-9] and by others [10]. The glass beads are spheri-
cal, as are spray-dried granules, and were selected to
be of similar size distribution to granules commonly
used for processing of ceramics. Glass beads are elas-
tic, brittle, have low bulk compression and fail by brit-
tle fracture. Granulated powder consists of porous
agglomerates, which exhibit moderate bulk compres-
sion, and may only be elastic at low loads. While gran-
ules may be brittle they are often engineered to be
plastic and thus deform rather than fracture under
load.

2. EXPERIMENT

Glass beads (3M Company, St. Paul, MN) with a log
normal size distribution (mean diameter 85.5 µm and
geometric standard deviation 1.25) were compacted
in a steel die using a laboratory press (Laboratory
Press Model M, Fred S. Carver, Inc., Menomonee
Falls, WI.) at pressures ranging from 17.5 MPa to 1.05
GPa. The die had a cylindrical cavity with diameter
12.7 mm, and was fabricated in two halves that could
be separated to facilitate removal of the specimens
without an ejection step. Size distributions of the com-
pacted beads were measured using laser scattering
(Microtrac 9200, Leeds and Northrop, North Wales,
PA) after dispersing the compacted material in water
using ultrasound. 

Compacts were vacuum infiltrated with epoxy and
polished cross-sections were prepared and evaluated
with a scanning electron microscope. For specimens
pressed to low pressure, it was necessary to modify
the die to allow a portion of one punch to be removed
so the epoxy could be introduced while the compact
was still constrained in the die.

3. RESULTS

Figure 1 shows that the glass beads followed simi-
lar compaction behavior to that of granulated ceramic
powders. Py was 170 MPa, which is 102 to 103 that of
typical spray-dried granules. This large difference is
because of the much higher strength of the glass
beads compared to that of a granulated powder. Just
as in the case of granulated powder, a small increase
in density was observed below the Py from rearrange-
ment of the spheres; and above Py, density increased
rapidly as spheres were fractured. Stage III, attributed
to bulk compression of granules, was not observed in
the case of the glass beads.

Some beads were observed to fracture at pressures
as low as 53 MPa, as is shown in Figure 2(a). As
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pressure was increased, larger numbers of fragments
were observed, but some large spheres remained
intact at the highest compaction pressures tested, as
is shown in Figure 2(b). The internal structure of
the compacts is seen by examining polished cross-

sections of compacts shown in Figures 3(a) and
3(b). Evidence of stress pathways through the assem-
bly of spheres is evident even at low pressure. Large
spheres persist intact at high pressures. Densification
occurs as some spheres fracture and their fragments
rearrange to fill packing voids between the spheres
that persist intact.

With the large number of spheres (�109/cm3) that
are present in a single compact, simple observation
does not give an accurate indication of trends involv-
ing so many particles. Particle size analysis provides
a statistical method. Figure 4 shows the change in
particle size distribution of the glass beads at differ-
ent compaction pressures. The particle size distribu-
tion of the uncompacted glass beads was log normal.
As pressure was increased, the number of particles in
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the 70 to 110 µm size range decreased and a tail of
fine particles in the 10 to 60 µm range increased as
more beads became fractured. 

4. DISCUSSION

4.1 LOW PRESSURE BEHAVIOR
A more accurate interpretation of the change in size

distribution can be obtained by plotting 10th, 50th and
90th percentile sizes (a10, a50 and a90, respectively) as
a function of compaction pressure (see Figure 5).
The size distribution remained constant at low pres-
sures. At a compaction pressure of 60 MPa, which is
about Py/3, the size distribution began to change as
glass beads fractured in response to the applied pres-
sure. The median size and the fine end of size distri-
bution both began to decrease at about 60 MPa
(�Py/3). The coarse end of size distribution remained
constant until a point near Py (�150 MPa). As pres-
sure was increased above Py, the entire distribution
shifted toward smaller sizes as more spheres became
fractured. The increase in fines in the size distribu-
tion at compaction pressures below the point where
the coarse end of the distribution begins to change
indicates that smaller granules begin to fail at lower
applied pressure, and that the larger spheres are
more likely to remain intact at low compaction pres-
sures. Similar behavior has been reported by Deis
and Lannutti [11], who observed a tendency for small
spray-dried alumina granules to yield at lower pres-
sures than large granules. This behavior can be
explained by considering Hertzian contact stresses

between spheres.
Granules will act as elastic spheres at low loads.

Above some critical level of stress, yielding will occur
as granules fracture or deform. Within an assembly
of granules, yielding of any individual granule de-
pends on the local loading conditions resulting from
stresses transmitted from neighboring granules. Be-
low the elastic limit, the level of stress in any individ-
ual granule will follow Hertzian behavior [12], and be
dependent on the locally transmitted load P, the diam-
eters of the two contacting spheres a1 and a2, and the
elastic modulus of the granules E. The maximum
compressive stress σc occurs along the loading axis
through the spheres and is given by

σc�0.616 3�� (1)

where 

Ka� . (2)

The maximum tensile stress occurs radially at the
edge of the contact area, and is given by

σt�0.133σc (3)

and the maximum shear stress is given by

τmax� σc (4)
1
3

a1a2

a1�a2

PE 2

Ka
2
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and occurs along the loading axis at a distance of r/2
below the contact surface, where r is the radius of the
contact area, given by

r�0.881 3��. (5)

Since the maximum tensile and shear stresses are
equal to the maximum compressive stress multiplied
by some constant, a generalized equation can be writ-
ten

σi�� �
1/3

(6)

where i is compression, tension or shear.
Since the force through an assembly of spheres is

not uniformly transmitted, but instead follows a net-
work of pathways, some spheres will experience
much higher stresses than others. For spheres of
non-uniform size, the maximum stress in each sphere
will depend on the sizes of both spheres in a pair and
the locally transmitted load.

Figure 6 illustrates the range of stresses that
might be observed in an idealized single chain of
granules within an assembly. In this idealized exam-
ple, the spheres are arranged in such a way that the
load is transmitted along a single straight line which
passes through the center of several granules, with
none of the load being transmitted to neighboring
granules. Since the magnitude of the stress result-
ing from a load being transmitted by the contact of
two spheres is dependent on the diameters of both
spheres, the highest stresses result from the contact
of two small spheres and the lowest stresses result
from the contact of two large spheres. Thus it would
be expected that large spheres are less likely to expe-
rience the level of stress required for deformation or
fracture to occur before smaller granules yield, rear-
ranging the local distribution of stress pathways. The
figure also shows that the level of stress at the contact
between a granule and the die surface is very low. In
the case of a sphere and a f lat surface, a2 is infinite
and Ka�a1. Elimination of surface roughness caused
by granule artifacts at the surfaces of pressed ce-
ramic components is a common concern. Several re-
searchers have achieved limited success in efforts to
reduce surface roughness [3, 13].

The spray-dried granules used in the processing of
ceramic material are themselves assemblies of fine
particles and will thus fail in tension or shear. If the
yield strength of the matrix comprising the granules
is the same, regardless of the size of the spheres, fail-
ure would occur in each of the spheres. However,

P
Ka

2

PKa

E

since the volume where maxima occur in both shear
and tensile stresses is related to the contact area
(given in Eqn. 5), a larger relative volume of small
granules is affected by the stress field, and small
granules would be expected to experience more se-
vere damage as a result.

The assumption that the strength of the matrix
material is independent of granule size may not
always be valid. Spray-dried ceramic powders are
commonly processed using organic additives such as
binders in order to impart lubricity during com-
paction and green strength after compaction. It has
long been suspected, and recently been demonstrated
[14] that some binders migrate to the granule sur-
faces during drying giving the granules hard shells.
Larger granules, with more binder to migrate, might
have thicker and thus harder shells than smaller
granules, making the larger granules relatively
stronger, and less prone to deformation. It has also
been suggested that smaller granules might be sub-
ject to a different heating profile than large granules
during drying [15]. If the trajectory and residence
time of the drying droplets is constant with respect
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to droplet size, the smaller droplets will dry more
rapidly, and the protection from temperature of evapo-
rative cooling on the organic binder will be short-
ened. Consequently, smaller granules may become
harder due to temperature effects on the binder.
Neither the temperature effect nor the binder-shell
thickness effect has been experimentally verified as
mechanisms that produce a size-dependence on gran-
ule strength. 

4.2 HIGH PRESSURE BEHAVIOR
By recognizing that size distributions shown in Fig-

ure 5 are bimodal with the coarse fraction consisting
of largely unfractured beads and the fine fraction con-
sisting of fractured fragments, it is possible to decon-
volute the distribution curves (see Figure 7) into a
log normal mode consisting of unfractured spheres,
and an asymmetrical mode consisting of fragments.
In Figure 8, the amount of material in each mode is
plotted with respect to compaction pressure. The
amount of material in each fraction changes rapidly
between pressures of about 75 and 400 MPa. At higher
pressures, the rate of change decreases. Above about
500 MPa the amount of material in each fraction
becomes constant with respect to compaction pres-
sure, with the size distribution consisting of about 40%
coarse and 60% fine. Thus, the increase in density
during compaction is a result of fragmentation of 60%
of the material while about 40% of the volume of the
compact consists of granules which are relatively
unchanged from the precursor material. These re-
sults are consistent with the behavior observed using
granulated alumina and other ceramic powders [2, 4,

8]. However, in the case of alumina, it was not possi-
ble to quantitatively describe the degree to which the
precursor granular structure persisted after com-
paction.

As compact density increases with increasing ap-
plied pressure, the particle size distribution changes
by continued fragmentation of the glass beads. The
particle size distribution must necessarily change in
the direction toward higher packing density. There-
fore, predictions regarding the breakdown of gran-
ules during compaction can be made based on models
for continuous size distributions that result in maxi-
mum packing.

Andreasen [16] postulated that maximum packing
density would follow the distribution

F(a)�� �
m

(7)

where F(a) is the size cumulative distribution func-
tion, a is particle size, amax is the maximum particle
size and the exponent m is in the range of 0.33 to 0.50.
The basis for Andreasen’s model was a fractal-like
concept that in order to achieve maximum packing
with a continuous size distribution, the relative sizes
of neighboring particles would be the same for parti-
cles of any size. The range for the exponent was
determined experimentally. 

Dinger and Funk [17] recognized that any real size
distribution must have a finite lower size limit amin

and modified Andreasen’s equation to

F(a)� (8)

Computer simulation indicated that maximum pack-

am�amin
m

amax
m�amin

m

a
amax
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ing of spheres would occur when the exponent
m�0.37. Thus, it is expected that during compaction
of brittle granules, the size distribution will approach
Equation (8) with exponent m�0.37 as the applied
pressure increases.

Figure 9 shows the size distribution of the glass
beads along with calculated distributions from Eqn
(8) using amax and amin from the experimental data,
and various exponents. It can be seen that as pressure
is increased, the slope of the distribution curve de-
creases. This change in slope corresponds to a de-
crease in the exponent m from Eqn. 8. At the highest
compaction pressure that was tested, the data closely
follows Eqn. 8 with exponent m�1. With further
increase in compaction pressure, it is expected that
the exponent m would continue to decrease until
m�0.37, at which point maximum packing density
would be achieved. 

As previously discussed, the amount of material
that remained largely unchanged from the initial size
distribution was about 40% by weight over a range of
the highest compaction pressures tested. In the limit-
ing case of maximum packing density at m�0.37, the
amount of material that would remain in this size
range would be 33% by volume. Thus it can be con-
cluded that in the case of brittle granules, 33% or
more by volume of the granules will persist largely

intact, even at the highest compaction loads. The in-
crease in packing density of the compact is a result of
disruption and rearrangement of 67% or less of the
mass of the granules.

Algebraic manipulation of an equation developed ear-
lier by Furnas [18] results in an equation of the same
form as Equation (8) with the exponent m�logV (b/c)

where V is the pore volume of a single sieve fraction
(with M2 sieve size ratio) of particles, b and c are con-
stants based on the width of the distribution. The val-
ues of b and c are based on experimental data, and
can be determined from graphs presented in Ref 18.
Based on amin and amax of the distribution obtained
in the present work, the Furnas model predicts that
maximum packing will occur with m�0.037 (also
shown in Figure 9). This would result in 18% of the
volume of the particles remaining in the size range of
the original distribution � a significant improvement
over the prediction based on Dinger and Funk’s
m�0.37. However, since Furnas’s work is based on
experimental packing of fine particles, his results are
subject to error due to factors that hinder packing,
such as friction between particles and agglomeration
of fines due to surface forces. 

The analysis by Dinger and Funk was based on a
continuous size distribution of spheres. In this experi-
ment, the size distribution consists of spherical parti-
cles only at the coarse end of the distribution, and
fragments of irregular shape throughout the medium
to fine range. Dinger and Funk did not address the
question of particle shape. Zheng [19] expanded on
the work of Dinger and Funk and addressed the ques-
tion of a size-dependence on particle shape. Their
analysis considered the Dinger-Funk distribution as a
mixture of an infinite number of discrete size frac-
tions. The basic model for packing discrete size
classes was also developed by Furnas [20]. Maximum
packing occurs when the interstitial pores of a coarse
fraction are filled by a finer fraction of size that can fill
the pores without disrupting the packing of the
coarser particles. The resulting pores are filled by a
third even finer fraction, and so on. Zheng considered
that a continuous size distribution following Equation
8 could be separated into an infinite number of
Furnas packing sequences. He related the exponent
m to the pore fraction φ of packed monosized parti-
cles taken from the distribution:

m��� � (9)

where R is a constant related to the size ratio needed
for unhindered packing of two discrete size classes.

logφ
logR
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When particle shape is constant across the entire size
distribution, φ is the same for each size class. Spheri-
cal particles have the highest packing factor, and thus
the lowest φ, and consequently, the highest value for
m in the Dinger-Funk equation. As particle shape
deviates from spherical, packing factor decreases and
φ increases, thus the exponent m would be expected
to decrease following Equation 9. In the case where φ
is not constant across the distribution, They suggest
that an average exponent for the different size classes
will describe the conditions for maximum packing of
the system. In the present work, the coarse end of the
distribution consists of spheres, and thus has the
highest packing factor. The coarse spheres will be
surrounded by irregular medium and fine particles
that pack to somewhat lower density, thus m would
less than 0.37 according to Zheng.

The work on particle packing by Andreasen and by
Furnas is based in part on experimental data, and
thus interparticle forces may have hindered rear-
rangement of particles and prevented maximum pack-
ing. Dinger and Funk utilized a computer simulation
and thus were able to eliminate interparticle forces.
They found that equivalent maximum packing could
be obtained using a variety of packing algorithms. In
the present work, changes in particle size distribution
occur as a means of reducing bulk volume in re-
sponse to an applied load. It is not known whether
the same packing density would be obtained if the
compacts were disrupted and the particles repacked,
even if interparticle forces could be eliminated. How-
ever, the application of a load provides a driving force
to achieve maximum packing density, by both particle
rearrangement and by the fracture of particles into
finer particles. By this path, a particle size distribu-
tion is obtained that will result in maximum packing
for a given load. Such a size distribution will contain a
significant fraction of coarse particles.

SUMMARY AND CONCLUSIONS

During die compaction of granulated ceramic pow-
ders, the load is transmitted along a branched net-
work of contacting granules, concentrating the stress
in some granules while others are bypassed. As the
applied load is increased, granules fail by deforma-
tion or fracture, the network of stress pathways re-
arranges to some extent, and the packing density of
the granular assembly increases. However, evidence
of the granular precursor material can be seen to per-
sist in the microstructure of unfired and fired ceram-
ics prepared by compaction. Glass spheres were used

as a model granular system to investigate the degree
to which the granular structure persists during die
compaction.

The state of stress within any individual granule
depends on contact stresses from the locally transmit-
ted load. The magnitude of the load, the diameter of
the sphere, and the diameter of the neighboring
spheres which transmit the load are all factors deter-
mining the state of stress within a sphere. Within a
single chain of contacting spheres, those with smaller
diameter experience higher levels of stress and will
thus fail at lower loads. Within an assembly of a large
number of spheres, a general trend observed is that
smaller granules fail at lower compaction loads.

The size distribution of the glass spheres changed
with applied compaction load as the spheres failed
due to fracture. As the compaction load approached
the apparent yield pressure of the granular assembly,
a tail of fines was seen in the particle size distribution
before any change is observed in the coarse fraction,
indicating that fines are formed due to fragmentation
of smaller spheres in the initial sample. As pressure
was increased, the size distribution became bimodal,
consisting of unfractured spheres in the coarse frac-
tion, and fractured fragments in the fine fraction. The
amount of material in each fraction changed rapidly
during the early stages of compaction, but became
constant at higher loads, with about 40% of the vol-
ume consisting of unfractured spheres. The size dis-
tribution approached that of a Dinger-Funk distribu-
tion with an exponent of m�1. In the limiting case of
m�0.37, which Dinger and Funk determined to be
the distribution with maximum packing density based
on computer simulation, 33% of the granules would
persist nearly intact.
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NOMENCLATURE

a �granule or particle diameter (µm)
amax �maximum granule or particle size (µm)
amin �minimum granule or particle size (µm)
b �constant related to width of size 

distribution (�)
c �constant related to width of size 

distribution (�)
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E �elastic modulus (Pa)
F(a) �cumulative size distribution (�)
Ka �effective diameter of two spheres of 

unequal diameter (µm)
m �exponent (�)
P �load (N)
Py �apparent yield pressure (Pa)
R �size ratio needed for unhindered packing 

of fine particles into the interstices of 
a bed of packed large particles (�)

V �pore fraction of packed particles (�)
φ �pore fraction of packed monosized 

particles (�)
σ �stress (Pa)
τ �shear stress (Pa)
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1. Introduction

Fe powders have many applications that may be
enhanced with nanosized particles. These include the
catalysis of carbon nanotubes with superior electronic
properties [1] and magnetorheological f luids [2].
Also, nanosized feed material can lower the consolida-
tion temperature and improve the structural proper-
ties of iron bodies prepared by powder metallurgical
techniques [3]. However, in order to assess the contri-
butions of nanopowders compared with larger-sized
precursor powders, the particle morphology, size, and
distribution must be evaluated. A number of books
and articles address the topic of particle size mea-
surement [4-6]. Only a few of these papers have dealt
with the difficulties and limitations encountered in
determining the particle size of nanopowders [7].

Many of the currently available particle size mea-
surement techniques were designed for micrometer-
and submicrometer-sized particles. While established
off-the-shelf, canned methods offer ease of operation
and minimal sample preparation, they still have lim-
ited applicability to nanopowders. For instance, field
emission scanning electron microscopy (FESEM) and
other electron or optical microscopy techniques ana-
lyze small samples that may not be representative
of the powder. In gas adsorption methods such as
Brunauer, Emmett, and Teller (BET) analysis, mea-
surement can be done on a representative sample.
However, adsorption of nitrogen or capillary conden-
sation in interparticle voids can result in erroneous
measurements [8].

Light scattering methods (e.g., dynamic light scat-
tering [DLS] and static laser scattering [SLS]) have
been developed for rapid measurement of particle
size and size distributions of submicrometer-sized
powders. Such methods measure either the spatial or
the temporal variation of scattered light. In SLS, parti-
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cles suspended in a f luid are exposed to a laser, and
the amount of light scattered and the scattering angle
are measured. Once calibrations of the response co-
efficients of the scattering light and detectors are
known, the measured intensity distribution of the
scattered light can be converted into a particle size
distribution. It may be noted that it is difficult to col-
lect light at high scatter angles associated with
nanoparticles. As a result, the static method is limited
to a practical size range of 20 nm-1,000 µm.

In contrast, DLS is used for finer particles with a
range of 3 nm-6 µm. In this method, the Brownian
motion of the dispersed particles in the suspending
f luid causes a Doppler shift of the incident beam.
Consequently, the scattered light has a different
temporal distribution than that of the incoming light.
Iterative fitting operations of known frequency distrib-
ution functions (of particles with various known sizes)
are applied to that of the unknown frequency distribu-
tion to obtain the unknown particle size.

Another challenge posed by nanosized powders is
the preparation of dispersions. Such powders often
do not wet or deagglomerate in the dispersing f luid
medium. Pretreatment to def locculate the nanopow-
der may require dispersants that need to be selected
based on the surface chemistry of the powders. The
powder suspension often requires a homogenization
procedure (e.g., ultrasonics) to further break up ag-
gregates. However, this process could also break up
physically welded agglomerates, skewing the true
particle size distribution of the sample.

Crystallography or diffraction-based techniques
(e.g., x-ray diffraction [XRD] and neutron diffraction
[ND]) determine crystallite size. If the nanopowder is
polycrystalline, the result may be different than the
apparent particle size [9]. Small angle neutron scat-
tering (SANS) (or SAXS, small-angle x-ray scattering
[7]) can theoretically provide information about ag-
gregate size, particle morphology, size distribution,
surface area, total pore volume, and the thickness of a
surface layer. However, the size range is limited from
1 nm to about 300 µm (1 nm-2 µm for SAXS). This
means that a prescreening for larger particles should
be done. If the particles are very uniform in both size
and shape, it is difficult to determine the size and
shape of the powders from SANS alone.

The primary objective of this effort was to use
FESEM, TEM, BET, DLS, SLS, XRD, and SANS/ND
in conjunction with one another to determine the par-
ticle size and/or distributions of the nanosized Fe
powder. Additionally, it was hoped that during the use
of these methods, one or two would emerge as an

effective screening tool for the evaluation of nanopow-
ders. In other words, one that requires the least
amount of preparation and analysis but is most effi-
cient in conveying an overall and accurate description
of the sample.

2. Experimental Procedures

A representative sample of Fe nanopowder, derived
from microwave plasma synthesis [3], was obtained
from Materials Modification Inc., Fairfax, VA. Micro-
wave synthesis of the nanopowder entailed the con-
trolled decomposition of Fe(CO)5 (iron pentacarbonyl)
at 700°C. To prevent pyrophoric oxidation, freshly
synthesized powder was quenched in liquid nitrogen
(LN2).

2.1 BET
Nitrogen gas adsorption analysis was performed on

a Micromeritics ASAP2010 Accelerated Surface Area
and Porosimetry System (Norcross, GA). Samples
were outgassed overnight at 200°C under vacuum.
Two separate samples were subjected to six-point
BET surface area analysis. Additionally, a full adsorp-
tion isotherm was collected from one of the samples.

The adsorption data offered no evidence of microp-
orosity in the powder. Therefore, calculation of the
equivalent area diameter yielded a meaningful value
for particle size. Equation (1) depicts that SBET, the
surface area from the BET measurement, is inversely
related to the particle radius:

r�3[ρ(SBET)]�1, (1)

where r is the sphere radius and ρ is the density of
Fe.

2.2 Light Scattering Methods
SLS was performed on a Horiba LA-910 using a

f low cell. DLS was performed on a Horiba LB-500
(Irvine, CA) in a stationary quartz cell. Preliminary
attempts to disperse Fe in H2O with a microf luidizer
(Microf luidics, Newton, MA) or titanium microtip
ultrasonic probe for 10-60 s were unsuccessful. In a
more effective dispersion method, 0.1 wt.% of sodium
hexametaphosphate [(Na(PO3))6] was dissolved in
deionized water. Approximately 0.023 g of nanosized
Fe powder was dispersed in 20 ml of the base solu-
tion. The powder dispersion was sonicated for 10 min
at 80 W, boiled for 5 min, and sonicated again for 10
min to break up the powder sample. Two SLS sam-
ples and one DLS sample were taken from this sus-
pension.
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2.3 X-ray Diffraction (XRD)
XRD analysis for determination of particle size was

performed using Cu-Kα radiation on a fixed optics,
Philips APD1700 Automated Powder Diffractometer
System (Natick, MA). Generator settings were 45 kV
and 40 mA. For the Fe powder, the four most intense
peaks, [(110), 44.67°], [(200), 65.02°], [(211), 82.33°]
and [(220), 98.94°], were scanned. Preliminary scans
were made to determine the dwell time, step size, and
scan range such that the net peak height under each
peak was at least 10,000 counts. All peaks were
scanned with a step size of 0.010° and 2Θ range of at
least �3°. The instrumental broadening was deter-
mined by using both the �100 Mesh Fe and LaB6

powders. Specifically, characteristic peaks of LaB6

near the Fe peaks were scanned: [(200), 43.52°],
[(220), 63.22°], [(320), 83.85°], and [(410), 99.64°].
Because of the narrowness of the LaB6 peaks, a finer
step size of 0.005° was used. After subtracting the
instrumental broadening contribution from the nano
Fe peaks, Scherrer’s equation [9] was used to deter-
mine the particle size.

2.4 Electron Microscopy Techniques
FESEM was performed on a Hitachi S4700 F-SEM

(Nissei Sangyo America, Gaithersburg, MD). Several
attempts to obtain optimum imaging conditions re-
sulted in selection of an electron energy of 5 kV.
Lower kV settings did not have the required resolu-
tion; higher kV settings tended to penetrate into the
particles too deeply, resulting in the loss of surface
detail. Both lower SE(L) and upper SE(U) secondary
electron detectors were used with a working distance
ranging from 11.6 to 3 mm. The sample was prepared
by sprinkling Fe onto a colloidal carbon covered alu-
minum stub. The loose, excess powder was blown off
with an air gun.

The TEM used was a JEOL JEM-3010 (Japan Elec-
tron Optics Laboratory, Peabody, MA). Samples were
prepared by placing a dash of powder in 2 ml of
ethanol and sonicating for about 2 min, then just dip-
ping a carbon-coated, standard 200-mesh copper grid
into the suspension. The powder sample was exam-
ined in bright field imaging mode at an accelerating
voltage of 150 kV.

2.5 Neutron-Based Methods
Both SANS and ND were performed at the Center

for Neutron Research (CNR) at the National Institute
of Standards and Technology (Gaithersburg, MD)
on the 30-m SANS and BT1 powder diffractometer
instruments, respectively. ND was performed on a

multidetector instrument where the neutrons are
scattered by single crystal monochromators [Cu
(311) and Si (531) with wavelengths, λND, of 0.15405
and 0.15904 nm, respectively] at a fixed scattering
angle. The neutron detector was composed of an
array of 32 detectors separated by 5° in scattering
angle. The width of the collimators before and after
the monochromator and before the detectors are 7,
20, and 7 min of arc, respectively. The measurement
was taken with 0.05° steps in 2Θ. Measurements of
particle size, local strain, and lattice strain distribu-
tions were obtained from the intensity, IND, versus
QND [4πsin(Θ)/λ] data.

For SANS, a mechanical velocity selector rendered
the “cold neutrons” from the source monochromatic
and a monochromator provided wavelength resolu-
tion from 10-20% and wavelengths, λSANS, of 0.5-1.2
nm. The incident direction was defined by two circu-
lar pinholes. The scattered neutron direction was
defined by a 5-mm spatial resolution, 2-D detector
located perpendicular to the incident direction. The
angular range available (and therefore the reciprocal
wave vector range, Q) was determined by the position
of the detector with respect to the sample. The detec-
tor, placed at 1-15 m from the sample, could be later-
ally displaced by 25 cm. The distance between the
incident pinholes was adjusted to match the resolu-
tion determined by the sample detector configuration.
The sample was kept under vacuum so that the scat-
tering length density of spheres was taken to be that
of Fe (8.02 � 10�4 nm�2). The data were first ana-
lyzed using a uniform density sphere model. The data
was then reanalyzed by a model of bimodal particle
size distribution, as guided by the diffraction results.
Each mode was represented by a Schulz distribution
[10] whose parameters were a scale factor, ISANS, a
mean particle size, r, and a polydispersitivity, P. In the
fitting process only ISANS and P were allowed to vary.
The value of the r used was obtained from the ND
results.

3. Results

Figures 1a and 1b depict FESEM images taken at
5 kV. The particle size appears to be 50-80 nm. It was
difficult to locate any isolated Fe particles. Instead,
the Fe grains appear to be fused to each other into
chain-like tentacles that form dendritic agglomerates
with sizes of 0.3 to 1 µm. It is also worthwhile to note
that the high contact angles seen in the particle-parti-
cle necks ref lect late-stage particle-particle sintering.
Despite the high transparency of the particle chains
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(see Figure 1c), TEM examination of the powder
was nevertheless able to discern a finer substructure
within the apparently coarser 50-80 nm grains. The
approximate size, or lower limit, of the subgrains was
at least 20 nm.

Figure 2 shows the BET plots for the two samples.
Both are linear with least-squares correlation coeffi-
cients greater than 0.999. The linear BET plot corre-
sponds to a BDTT Type II or Type IV isotherm.
Microporous samples frequently exhibit a BDTT
Type I isotherm also known as the Langmuir type
[11]. Type I isotherms do not produce a linear fit in a
BET plot. Furthermore, the value for the BET c con-
stant was approximately 42 for each sample. If the
powders were microporous, the value of this parame-
ter would be higher (approximately 200 or greater),
ref lecting the higher apparent adsorption energy in a
microporous solid [11]. The linear BET plots and the
values of the c constant both indicate that the pow-
ders are free of fine pores and that the effective diam-
eter calculated from SBET is indicative of particle size.

Results of the BET surface area analysis were
13,870 and 15,080 m2/kg. Using a hard-sphere model
and a 7,870 kg/m3 density for Fe, the equivalent
radius was found to be 28 and 25 nm, respectively,
which corresponds to a diameter range of 50-60 nm.
This particle size appears consistent with the FESEM
results.

Frequency distributions of particle size for SLS and
DLS are shown in Figures 3a and 3b. From the vari-
ous SLS measurements (see Figure 3a), Fe particles
appear bimodal with particles sizes that are much
larger than the size determined from the previous
methods. Results of five consecutive DLS measure-
ments spread over a 20-min time span indicated a sin-
gle particle size distribution of a mean particle size of
70 � 7 nm.
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(a)

(b)

(c)

Fig. 1    Electron microscopy of the Fe nanopowder. FESEM
images show in (a) the individual nanometer-sized parti-
cles, and in (b) the dendritic agglomerates. Bright field
TEM image of the particle substructure is shown in (c).
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Fig. 2    Type II BET surface area isotherm of the nanosized Fe.



XRD line-broadening analysis of each of the 4 Fe
peaks [10], using the Scherrer equation, yielded an
average crystallite size of about 20 �3 nm. Aside from
the TEM results, this value was considerably less
than those obtained by any of the other methods.

In the measured ND pattern obtained from the Fe
sample with the Cu (311) monochromator, each peak
consists of two components: a narrow and broad peak
at the same positions as shown in Figure 4 for the
(110) Fe ref lection. From ND, the narrow peak parti-
cle diameters were found to be 63 nm with a root
mean square (RMS) strain of 0.028; the broad peak
particle diameter was found to be 24 nm with an RMS
strain of 0.165. The larger particles constituted 37% of
the sample and comparatively did not have residual
strain.

Figure 5a shows the SANS results of the fit to a
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bimodal distribution model. In the figure, the data are
shown as open circles and the fits as solid lines. The
two distributions are found by the information repre-
sented by the broad concave curvature at Q�0.001
nm and a convex curvature at Q�0.006 nm. The parti-
cle size distributions, P, for each of these components
are shown in Figure 5b. The total distribution is
included as well. The scale factors indicate that the
large component is 47% of the total rather then the
ratio resulting from the ND. However, this is not con-
sidered important enough to assert that the two data
sets (ND and SANS) are not consistent.

4. Discussion

During the collection and evaluation of the particle
size data it was quickly recognized that not all of the
instruments provide first-hand or raw data output.
Though statistically unsatisfactory, the electron op-
tics-based observations instantaneously revealed the
particle morphology and size information. In contrast,
the BET and laser scattering techniques operate with
factory-installed algorithms and geometrical models
that require post-measurement interpretation related
to the validity of the model. Lastly, the crystallo-
graphic methods required much more extensive user-
based data fitting and analysis. Consequently, they do
not readily lend themselves to the rapid assimilation
and interpretation of the raw data.

Table I reports the summary of the mean particle
sizes determined from all the methods. From the
summary, it appears that the apparent, morpholog-
ically distinct Fe particle size is on the order of
nanometers, ranging from roughly 25 to 80 nm. This
is consistent with previous analyses of the powders
[3]. However, the particles have a distinct fine struc-
ture and appear to cluster into much larger, microme-
ter-sized dendritic agglomerates. The evidence from

FESEM of particle-particle necks along the dendritic
arms, indicative of near-late-stage sintering, was left
unexplained in the previous article [3]. This is quite
understandable, notwithstanding the size of the parti-
cles, the enhanced sinteribility of nanopowders, and
the excess heat available during the microwave sinter-
ing process. However, the available heat is limited
because the internal crystal size within the particles
appears to be smaller than their external dimensions.
In other words, there is little or no indication of an-
nealing within the grains.

As expected, FESEM yielded an adequate first-
hand physical description of “typical” particle aggre-
gates, though only semi-quantitative. The information
gained with FESEM was more useful than that ob-
tained with TEM because of the loss of surface detail
in the latter. It may be noted that TEM also revealed a
fine structure within the particles. Only, BET, the sur-
face adsorption-based technique, identified the actual
or functional particle size with a reasonable statistical
variation. However, because BET is insensitive to the
macroscopic morphological arrangement of the parti-
cles, it failed to indicate the nature of agglomeration.

Neither SLS nor DLS could correctly identify the
size or nature of the agglomeration. In part, this was
attributed to the intrinsic properties of the Fe nano-
powder agglomerates, the limitations in preparing the
powder suspension, and the inherent inability to inter-
pret scattering data from an open agglomerate struc-
ture by the analysis software. Further discrepancies
between the SLS and DLS results may also be likely
accountable by the differences in sampling methods.
In SLS, the sample dispersion is circulated during the
measurement; whereas, in DLS, it is not. That is,
while in the SLS the agglomerates remain suspended,
in the stationary cell of the DLS, the heavier particles
will settle out. As a result, DLS would not detect any
of the larger agglomerates. Further experiments such
as sedigraphy may be needed to alleviate the dispar-
ity.

Both XRD and SANS/ND measurements, sup-
ported by TEM observations, resulted in a smaller
particle size. This is most likely a measure of the
crystal size within the particles. However, the ND/
SANS with its greater resolution was able to identify
at least two modes of crystallites within the sample.

5. Summary and Conclusions

The size distribution of microwave-plasma-synthe-
sized Fe nanopowder was evaluated by several analyt-
ical methods. The nanopowder was found to consist
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Method Particle Size [nm] Comments

FESEM/TEM 50-80; 300-1,000 Bimodal

XRD 20

SANS/ND 24 & 64 Bimodal, Gaussian

BET 60 Type II Isotherm

SLS 500-8,000 Bimodal

DLS 70 Gaussian

Table I Summary of Methods and Results



of dendritic agglomerates that were difficult to dis-
perse. Individual grains within the dendrite structures
were dense and spherical. Further scrutiny and analy-
sis indicated the existence of a finer subgrain struc-
ture with a bimodal size distribution within the parti-
cles. The estimated average particle size was 60-80
nm with 20-nm subgrains, while the overall agglomer-
ate size was about 0.3 to 1 µm.

Consistent with many examples in larger-size pow-
ders, particle size determination in nanopowders was
found to depend on the method used. Only FESEM
and SLS provided information on the extent and
morphology of agglomerates. Data from other meth-
ods were either complementary (BET and DLS) or
provided detail (XRD and ND/SANS) beyond the
required size and distribution information. Neverthe-
less, it is suggested that care be taken in making any
of the measurements because, when viewed indepen-
dently, the results may be misleading or erroneous.
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1. INTRODUCTION

In many particulate materials industries, the han-
dling, storage, f low, and mixing represent important
processing steps. During these and similar process-
ing steps, product quality may be lowered by a phe-
nomenon known as segregation. Accordingly, quanti-
tative analysis of segregation plays a significant role
in evaluating powder-related processing, manufactur-
ing, storing, or conveying systems. Segregation is
defined as a demixing process in which components

of a mixture separate as long as one component of the
mixture is different than another. Of all the particle
attributes, size is considered to be the most dominant
variable (Williams, 1976, Duffy and Puri, 2002). Seg-
regation has been measured using a coefficient,
mechanism, and model (Rosato and Blackmore,
2000). The coefficient technique is by far the most
common. However, it only describes the degree of
segregation taking place for a particular set of operat-
ing conditions. The mechanism technique provides
insight for processes that exhibit a dominating segre-
gation mechanism. The most encompassing method
is to model a particular process. It is neither possible
nor practical to model every mechanism for a given
process. However, if a specific mechanism is identi-
fied that explains the majority of segregation taking

S.P. Duffy and V.M. Puri1
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Development and Validation of a Constitutive Model for 
Size-Segregation during Percolation†

Abstract

Segregation is a widely occurring undesirable phenomenon in industries that store, handle and
process particulate materials. Size-segregation induced by the percolation mechanism is observed in
several important processes that negatively impacts the product quality and mixing. To quantify size-
segregation, a constitutive model based on simultaneous convective and dif fusive demixing was
developed and validated. The primary segregation shear cell (PSSC) was used to measure the fun-
damental parameters and validate the convective-dif fusive segregation model. Glass beads of size
ratios of 10.9:1 (1250:115 µm), 8.7:1 (1000:115 µm), and 5.1:1 (1000:196 µm) were used for
model parameter determination; whereas, size ratio of 6.4:1 (1250:196 µm) was used for model val-
idation. As shown in a previous study, an effective segregation direction could be measured and used
to validate the convective-dif fusive segregation model for percolation. This justified the use of an
effective segregation direction to model the percolation of fines. When compared to the normalized
measured data for size ratios larger than 8.7:1, the convective-dif fusive model resulted in standard
deviations of 0.035. However, for size ratios smaller than 6.4:1, dif fusive demixing was occurring
during shear with the absence of a rapid initial discharge phase, i.e., minimal contribution due to
convective component. Estimating the percolation for the 6.4:1 size ratio was accomplished by using
the mean data of the 5.1:1 size ratio, which resulted in standard deviation of 0.055. The initial
rapid discharge present in 10.9:1 and 8.7:1 size ratios suggests that a critical size ratio exists that
differentiates free-fall discharge segregation from random mixing segregation. This can be critical to
powder manufacturers that could use this critical limit to define size distribution recommendations
during manufacturing.
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place; it would provide a powerful tool in understand-
ing and minimizing segregation.

Percolation and sieving are two of the commonly
observed mechanisms for segregation in industry.
Percolation is similar to the sieving mechanism (Fig-
ure 1) that occurs during shear; however, a moving
layer is absent. In the literature, percolation has been
studied as a function of gravity and vibration (Tang et
al., 2001). Vibration can cause a small individual parti-
cle to travel downward through the powder mass.
Also, a smaller particle could travel through a larger
granular mass due to gravity with diameter ratios less
than 0.15. Due to the importance of percolation in
industrial processing, a size-segregation mathemati-
cal model based on the convective-diffusive formula-
tion for percolation is presented and validated in the
paper. 

All continuum theory-based constitutive models
have material parameters that need to be measured
for a specific powder under prescribed loading condi-
tions. For this purpose, a primary segregation shear
cell (PSSC) was developed. The details of the PSSC
are given in Duffy and Puri (2002), which is a verti-
cally oriented segregation shear cell of 101.6 mm
(high)�101.6 mm (wide)�50.8 mm (deep). The over-
all schematic of the PSSC is shown in Figure 2. This
shear cell can be used to test the time-dependent seg-
regation response of binary mixtures over a large
range of size ratios (�4:1). In addition, the tester can
be operated at strains ranging from 5% to 25% to pro-
vide different energy inputs. Also, the rate of loading,
i.e., cycle speed or strain rate, can be varied from 0.75
Hz to 1.7 Hz to test the material over a range of
energy input rates. The bed depth of coarse particles

can be preset (�90 mm) to determine accurately the
speed of movement of fines under different input
energies, i.e., operating conditions. Additionally, the
test material can be subjected to a constant confining
pressure between 0 kPa (no confining pressure) to 10
kPa. In this study, the PSSC was used to measure the
discharge of fine particles through a bed of coarse
particles with the percolation parallel to the shear
deformation and gravity directions.

2. LITERATURE REVIEW

Segregation, while important in every aspect of
powder technology, remains to this date elusive in
terms of the fundamental understanding and prima-
ry test devices for constitutive formulations (for
example, see Rosato and Blackmore, 2000). Most
researchers define a segregation coefficient and ex-
plore segregation for a particular process (Duffy and
Puri, 2002). However, a shear apparatus has been
developed by Duffy and Puri (2002) to measure the
movement of fine particles through a bed of coarse
particles. This apparatus was used to collect data for
constitutive model development and validation.

Mixing and f low of particulate materials are impor-
tant processes in powder industries such as agricul-
tural and food, ceramic, chemical, mining, pharma-
ceutical, and powder metallurgy. Extensive work has
been done in the f low of particulate materials espe-
cially out of hoppers. Most research on mixing has
focused on determining a mixing efficiency. Sommer
(1996) defined mixing as the blending of at least one
solids component with another, where at least one
property (such as size, shape, and density) of the two
components is different. In this definition, segrega-
tion would be defined as demixing in which particles
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Fig. 1 Segregation by sieving
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with one similar property, usually size, accumulate
together.

Sommer (1996) outlined four major models of pow-
der mixing. A limited number of researchers have
used stochastic formulation to describe segregation.
Law and Kelton (1991) defined deterministic models
as simulations that do not contain any probabilistic
(random) components. A stochastic model contains at
least one time-varying random component. 

Model 1 � The Fokker-Planck Equation (1), similar
to Fick’s second law of diffusion, is used to describe
mixing that arises from convective and random
motions of particles.

��u �D (1)

This equation is used to describe the concentration
(c) at a given position (x) with respect to time (t) in
the mixer. Equation (1) contains two material para-
meters which are u, the transport coefficient, and
D, the dispersion coefficient. The transport coeffi-
cient u (units of L/T) describes the convective f low
present in mixing, and the dispersion coefficient D
(units of L2/T) is a measure of the random motion
available in the mixer. This is referred to as the con-
vective-diffusive model. A variation of this model
with u�0 was introduced by Bridgwater et al.
(1978), which is the diffusion model.
Model 2 � The second type of mixing is batch mix-
ing. The two sources of f low in Equation (1), con-
vective and diffusion, can work against each other
in a batch mixer, unlike random motion, resulting in
demixing. The phenomena of demixing can also
occur in the absence of convective transport, i.e., 

�u �0. Therefore, Equation (1) can be sim-

plified to batch mixing:

�D (2)

This is the well-known form of Fick’s second law
of diffusion, where D is the dispersion coefficient
(L2/T). Defining dimensionless variables λ�x/L
and τ�t/T, Equation (2) can be written in the fol-
lowing dimensionless form:

� (3)

T is a characteristic time (�L2/D) formed from a
characteristic mixer length L and dispersion coeffi-
cient D. If rigid walls, i.e., there is no material f low
at x�0 and x�L, and a highly concentrated side ini-

∂ 2c(λ)
∂λ2

∂c(λ)
∂ t

∂ 2c(x, t)
∂ x2

∂c(x, t)
∂ t

∂c(x, t)
∂ x

∂ 2c(x, t)
∂ x2

∂c(x, t)
∂ x

∂c(x, t)
∂ t

tial condition are assumed, Equation (3) can be
solved in closed form for a closed barrel of length
L, given in Equation (4).

�M2e�� �2·D·t (4)

Mixing efficiency is defined as the coefficient of
variation, σ/µ (standard deviation/mean). Sommer
stated that this equation describes what is observed
in practice, i.e., as the dispersion coefficient in-
creases, mixing occurs more rapidly.
Model 3 � The third mixing model is the mixing of
two (or more) material streams. If the two streams
converge into a mixer so that no back f low occurs,
each material stream can be described as:

��u1 �D1

(5)

��u2 �D2

This is simply the Fokker-Planck Equation (1) for
each stream where c1, c2, and u1, u2 and D1, D2 are
concentrations, convective and diffusion parame-
ters of components 1 and 2, respectively. Some
work has been accomplished using Equation (5) to
demonstrate that mixing efficiency was strongly
dependent on the dispersion coefficient. However,
simulations that varied the parameters showed the
most inf luential parameter was the residence time
(a parameter related to the characteristic f luctua-
tion time T of the entrance streams).
Model 4 � The final mixing model described by
Sommer was silo mixing. Silo (i.e., bin) mixing is
described as various components mixed in a bin via
external or internal blending and recirculation.
This means different components introduced into
the bin at the same time can leave the bin at differ-
ent times. A cell/layer model was used to describe
the time-dependent concentration distribution, ck,
given in Equation (6).

ck�1�M · ck (6)

where, M is the mixer matrix and contains the resi-
dence time spectrum data.
Williams (1986) outlined statistical calculations of

random mixtures. A random mixture is defined as a
mixture with the probability of finding a particular
component of the mixture throughout the sample
independent of sampling location and equal to the
percentage of the component in the entire mixture. A
random mixture composed of two sets of identical

∂ 2c2(x, t)
∂ x2

∂c2(x, t)
∂ x

∂c2(x, t)
∂ t

∂ 2c1(x, t)
∂ x2

∂c1(x, t)
∂ x

∂c1(x, t)
∂ t

π
L

σ
µ
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particles was studied. Quantitative relationships for
locating a component were developed. The models
described herein and their variations have been
applied to chute-f low (Vallance and Savage, 2000,
Hwang, 1978), drum-f low (Khakhar et al., 2001),
heap-f low (Shinohara and Golman, 2002), and consti-
tutive model (Bridgwater, 1994).

The overall goal of this research was to develop and
validate a percolation-induced segregation constitu-
tive model to predict the movement of fines during
shear of a binary, i.e., coarse-fine, mixture. In order to
fulfill this goal, the specific objectives were:

1.  To test several binary mixtures comprising vary-
ing size ratios at different boundary and loading
conditions, i.e., strain, cycle speed, coarse parti-
cle bed depth, in the PSSC.

2.  To quantify the fundamental parameters of the
percolation constitutive model using experimen-
tal data from the PSSC.

3.  To validate the constitutive model by performing
tests with the PSSC under conditions different
from the mechanism parameter determination
and comparison with the results from the consti-
tutive model.

3. EXPERIMENTAL METHODOLOGY

Four binary particulate material mixtures of glass
beads were selected. Glass beads were used based on
the availability of narrow cut sizes, sphericity, and
non-hygroscopic properties under controlled ambient
test conditions. All tests were conducted in an envi-
ronment controlled laboratory with average tempera-
ture of 21°C�3°C and relative humidity less than 40%
to minimize the effects of moisture on the test results.
The glass spheres were considered dry (i.e., moisture
content was equal to zero). A dehumidifier, placed
near the shear apparatus, was used to reduce the
ambient moisture in the environment. 

Two size ranges of fines (106-125 µm with d50�115
µm and 180-212 µm with d50�196 µm) and two size
ranges of coarse particles (800-1200 µm with d50�
1000 µm and 1000-1500 µm with d50�1250 µm) were
used to obtain the four size ratios (Table 1). Of these,
three size ratios, 5.1:1 (1000:196), 8.7:1 (1000:115),
and 10.9:1 (1250:196), were used for analysis and
model development. A fourth size ratio of 6.4:1
(1250:196), obtained using the above size ranges, was
used for validation purposes. The fourth size ratio of
6.4:1 was selected as the validation ratio because para-
meters could be interpolated to estimate the 6.4:1 data
from the other size ranges.

Additional variables considered during data collec-
tion were strain, cycle speed and coarse particle bed
depth. For determination of material parameters of
the convective-diffusive constitutive model given in
Equation (1), three strain values, two cycle speeds,
and three beds depth shown in Table 2 were used.
Each combination was repeated four times for calcula-
tion of a representative mean response. This series of
experiments is the same as those reported in Duffy
and Puri (2002). They provide further information on
the rationale for these variables and methodology of
tests. To validate the segregation constitutive model,
experiments given in Table 3 were performed. The
purpose of validation experiments was to provide a
data set at an intermediate operating condition so that
the effectiveness of the candidate segregation consti-
tutive model could be evaluated.

4. SEGREGATION CONSTITUTIVE MODEL

Based on literature review and its rational basis, the
convective-diffusive segregation model (Equation 1)
was selected. The convective-diffusive constitutive
model can be used to describe one-, two-, or three-
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Coarse Size, d50 1000 and 1250 µm
Fine Size, d50 115 and 196 µm
Size Ratios for Parameter 1250:115 (10.9:1), 1000:115 (8.7:1), 

Determination � and 1000:196 (5.1:1)
Size Ratio for Validation 1250:196 (6.4:1)

Table 1 Summary of size ratios of glass beads used for this study

Parameter Values

Size Ratios 10.9:1, 8.7:1, and 5.1:1
Strains 5%, 10%, and 15%
Cycle Speeds 0.75 Hz and 1.33 Hz
Bed Depths 2.54 cm, 5.08 cm, and 7.68 cm

Table 2 Primary testing schedule for binary mixtures of spherical
glass beads*

*Each combination was repeated four times

Parameter Values

Size Ratio 6.4:1
Strains 5% and 15%
Cycle Speeds 0.75 Hz and 1.33 Hz
Bed Depths 2.54 cm and 7.68 cm

Table 3 Validation schedule for binary mixtures of spherical glass
beads*

*Each combination was repeated four times



dimensional analyses. A one-dimensional analysis was
selected for the test conditions used in this study.
This is an appropriate assumption based on the mech-
anism of shear. As discussed by Duffy and Puri
(2002), the percolation of binary mixtures of glass
beads is nearly spatially uniform. Furthermore, as
shown by Duffy and Puri, an effective direction exists
wherein any resultant anisotropies due to the loading
conditions and test material can be fully addressed.
This is shown as the θ-direction in Figure 3. An
effective percolation direction (one-dimensional) was
identified by combining the mass versus time rela-
tionship from the six load measurement locations
(Figure 3). The effective direction was a resultant
mass discharge vector of the six load cell measure-
ments (Duffy, 2001).

The convective-diffusive segregation model for per-
colation mechanism was rewritten in the θ-direction
as shown in Equation (7). 

�D
�

θ �u�θ for  t�0, 0�θ� (7)

Equation (7) quantifies the mass of fines (m) at any
given time (t) and location along the θ-direction of the
bed depth (h) using the material parameters D

�
θ and

u�θ, which are the fundamental material parameters

h
cos(θ)

∂m
∂ θ

∂ 2m
∂ θ2

∂m
∂ t

and represent the diffusive and convective compo-
nents, respectively. The units of D

�
θ and u�θ are L2/T

and L/T, respectively. The data collected from the six
load cells (Cell #4 BR-LM, #6 FR-LM, #8 MR-LC, #11
MR-RC, #13 BR-RM, and #15 FR-RM) in Figure 4
were used to get the mass versus time relationship in
the θ-direction by calculating a resultant percolation
vector as a function of time. Geometrical distances
from origin to the center of load cell grid in the mesh
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Fig. 3 Schematic of global coordinates for the PSSC and the col-
lection pan, underlined cell numbers are the measurement
locations and h is the coarse material fill depth

Collection Pan

i

j

k

(0,0,0)

Mesh Screen

h

50.8 mm

101.6 mm

#1

#2

#3

#4

#5

#6

#7

#8

#9

#10

#11

#12

#13

#14

#15

#16

#17

#18

θ - Direction

θ

#1
BR-LL

#2
MR-LL

#3
FR-LL

#4
BR-LM

#5
MR-LM

#6
FR-LM

#7
BR-LC

#8
MR-LC

#9
FR-LC

#10
BR-RC

#11
MR-RC

#12
FR-RC

#13
BR-RM

#14
MR-RM

#15
FR-RM

#16
BR-RR

#17
MR-RR

#18
FR-RR

Left Right

Back 
Row

Middle 
Row

Front 
Row

Left Middle Center RightMiddleCenter

#10
BR-RC

Cell Number

Row Identification:
BR – Back Row
MR – Middle Row
FR – Front Row

Column Identification:
LL – Left Left
LM – Left Middle
LC – Left Center
RC – Right Center
RM – Right Middle
RR – Right Right

(a)

(b)

Fig. 4 Schematic of load cell collection assembly (a) isometric
view, (b) top view

FR

BR



screen plane, representing effective mean free paths,
were used as the weight factors to obtain the effective
mass values in the θ-direction. Details of the calcula-
tion procedure are given in Duffy (2001).

The finite difference representation for Equation
(7) and the associated boundary conditions are sum-
marized in Equations (8) and (9). All values at the cur-
rent time t are known. In addition, the subscript n
denotes the n-th layer along the coarse bed depth.

m(θn, t�∆t)�(δ�µ)m(θn�∆n, t)
�[1�µ�2δ]m(θn, t)�δm(θn�∆n, t) (8)

m(θ0, t�0)�m0 (9a)

m(θn, t�0)�0, n�1,2,..,r 
(i.e., initially, no fines in any r layer)

(9b)

m(θ0, t�∆t)�m(θ0, t)�∑
r

n�1
m(θn, t) (9c)

m(θr, t�∆t)�[δ�µ]m(θr�1, t)�m(θr, t) (9d)

where,

µ�

δ�

The last term in Equation (8) represents a diffusive
f lux that is opposite to the direction of gravity. Based
on physical observations at the top of the cell and the
amount of time for the fines to reach the collection
pan, δm(θn�∆n, t)�0. The process of fine particles drop-
ping out of the test cell and into the collection pan
gives minimal resistance in the direction of gravity. It
should be noted that if the bottom of the test cell was
blocked, this term could not be deleted. Therefore,
the finite difference representation for the convective-
diffusive model simplifies to Equation (10).

m(θn, t�∆t)�(δ�µ)m(θn�∆n, t)�[1�µ�2δ]m(θn, t) (10)

One of the two purposes of the finite difference for-
mulation was to estimate the material specific para-
meters µ and δ in the convective-diffusive segregation
constitutive model. The second purpose was to use
the estimated µ and δ values to validate the segrega-
tion constitutive model. The parameters, µ and δ,
were varied to minimize the cumulative squared error
between the numerically solved and measured effec-
tive mass value m(θn, t). In order to determine µ and
δ, ∆t�1 s and ∆θ * cos θ�5.08 mm, 10.16 mm, and
15.24 mm for bed depths of 25.4 mm, 50.8 mm, and
76.2 mm, respectively, were used. Considerations

D
�

θ∆t
(∆θ)2

u�θ∆t
∆θ

such as convergence and number of cases were fac-
tored in the determination of ∆t and ∆θ values.

The Solver utility in Microsoft Excel® was used to
solve the finite difference equations in Equation (10)
with the boundary and initial conditions shown in
Equation (9). The precision of µ and δ was held to
three decimal places (i.e., 0.000). Equation (11) de-
fines the standard deviation between the actual and
predicted data. The term, df, represents the degrees
of freedom for the data. The values of µ and δ that
produced the smallest error were taken as the materi-
al parameter for the given set of operating conditions.
In Equation (11), M(ti) represents the experimentally
measured mass value at the exit, i.e., corresponding
to θr.

Standard Deviation��� (11)

5. RESULTS AND DISCUSSION

5.1 Convective-Diffusive Segregation Model
Parameters

The convective-diffusive segregation model para-
meters, µ and δ, for strains of 15%, 10%, and 5% are
given in Tables 4 through 6, respectively. In Tables 4
through 6, the convective term (µ) is reported first
then the diffusive term (δ) separated by a slash. The
standard deviation values between segregation model

∑
n

i�1
(m(θr, ti)�M(ti))2

n�df
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Condition Size Ratio Size Ratio Size Ratio 
10.9:1 8.7:1 5.1:1

Cycle Speed 0.75 Hz 0.293/0.458 0.135/0.539 0.000/0.255
Bed Depth 2.54 cm (0.132) (0.053) (0.015)

Cycle Speed 0.75 Hz 0.293/0.458 0.074/0.598 0.000/0.269
Bed Depth 5.08 cm (0.097) (0.102) (0.009)

Cycle Speed 0.75 Hz 0.417/0.344 0.318/0.414 0.000/0.243
Bed Depth 7.62 cm (0.060) (0.059) (0.010)

Cycle Speed 1.33 Hz 0.389/0.356 0.439/0.284 0.000/0.335
Bed Depth 2.54 cm (0.050) (0.031) (0.015)

Cycle Speed 1.33 Hz 0.139/0.532 0.330/0.389 0.063/0.099
Bed Depth 5.08 cm (0.055) (0.075) (0.016)

Cycle Speed 1.33 Hz 0.490/0.294 0.432/0.325 0.046/0.139
Bed Depth 7.62 cm (0.057) (0.067) (0.015)

Table 4 Convective-diffusive segregation constitutive model para-
meter values (µ/δ) at 15% strain with standard deviations
between data and model in parentheses*

* To convert µ to uθ, multiply the entries by 1.969 (bed depth�2.54
cm), 0.984 (bed depth�5.08 cm), 0.656 (bed depth�7.62 cm)
(units�cm/s), and δ to Dθ, multiply entries by 3.875 (bed depth
�2.54 cm), 0.969 (bed depth�5.08 cm), 0.431 (bed depth�7.62
cm) (units�cm2/s)



calculated and measured values are given in parenthe-
sis. The measured and model calculated normalized
mass versus time relationships for three different
treatments are given in Figures 5 through 7. Based
on detailed analyses of experimental data by Duffy
and Puri (2002), the normalized mass represents the
preferred dependent variable rather than the absolute
mass values. Therefore, normalized mass values are
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Condition Size Ratio Size Ratio Size Ratio 
10.9:1 8.7:1 5.1:1

Cycle Speed 0.75 Hz 0.038/0.586 0.172/0.431 0.000/0.133
Bed Depth 2.54 cm (0.023) (0.012) (0.016)

Cycle Speed 0.75 Hz 0.193/0.333 0.221/0.410 0.000/0.115
Bed Depth 5.08 cm (0.019) (0.035) (0.005)

Cycle Speed 0.75 Hz 0.034/0.542 0.144/0.214 0.000/0.088
Bed Depth 7.62 cm (0.014) (0.011) (0.013)

Cycle Speed 1.33 Hz 0.152/0.441 0.000/0.512 0.019/0.126
Bed Depth 2.54 cm (0.025) (0.037) (0.026)

Cycle Speed 1.33 Hz 0.228/0.382 0.198/0.249 0.000/0.141
Bed Depth 5.08 cm (0.050) (0.036) (0.016)

Cycle Speed 1.33 Hz 0.000/0.522 0.179/0.479 0.000/0.096
Bed Depth 7.62 cm (0.038) (0.035) (0.008)

Table 5 Convective-diffusive segregation constitutive model para-
meter values (µ/δ) at 10% strain with standard deviations
between data and model in parentheses*

* To convert µ to uθ, multiply the entries by 1.969 (bed depth�2.54
cm), 0.984 (bed depth�5.08 cm), 0.656 (bed depth�7.62 cm)
(units�cm/s), and δ to Dθ, multiply entries by 3.875 (bed depth
�2.54 cm), 0.969 (bed depth�5.08 cm), 0.431 (bed depth�7.62
cm) (units�cm2/s)

Condition Size Ratio Size Ratio Size Ratio 
10.9:1 8.7:1 5.1:1

Cycle Speed 0.75 Hz 0.000/0.140 0.000/0.512 0.000/0.116
Bed Depth 2.54 cm (0.020) (0.028) (0.010)

Cycle Speed 0.75 Hz 0.000/0.232 0.204/0.252 0.000/0.114
Bed Depth 5.08 cm (0.014) (0.018) (0.015)

Cycle Speed 0.75 Hz 0.000/0.242 0.000/0.479 0.000/0.107
Bed Depth 7.62 cm (0.006) (0.015) (0.015)

Cycle Speed 1.33 Hz 0.000/0.479 0.057/0.545 0.000/0.155
Bed Depth 2.54 cm (0.031) (0.015) (0.018)

Cycle Speed 1.33 Hz 0.087/0.558 0.176/0.440 0.000/0.117
Bed Depth 5.08 cm (0.029) (0.028) (0.005)

Cycle Speed 1.33 Hz 0.112/0.326 0.141/0.416 0.000/0.079
Bed Depth 7.62 cm (0.009) (0.022) (0.010)

Table 6 Convective-diffusive segregation constitutive model para-
meter values (µ/δ) at 5% strain with standard deviations
between data and model in parentheses*

* To convert µ to uθ, multiply the entries by 1.969 (bed depth�2.54
cm), 0.984 (bed depth�5.08 cm), 0.656 (bed depth�7.62 cm)
(units�cm/s), and δ to Dθ, multiply entries by 3.875 (bed depth
�2.54 cm), 0.969 (bed depth�5.08 cm), 0.431 (bed depth�7.62
cm) (units�cm2/s)

Fig. 5 Measured (�,�,�) and convective-diffusive segregation
constitutive model calculated (�) normalized mass ver-
sus time data � Strain�15%, Cycle Speed�0.75 Hz, Bed
Depth�7.62 cm
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Fig. 6 Measured (�,�,�) and convective-diffusive segregation
constitutive model calculated (�) normalized mass versus
time data � Size Ratio�10.9:1, Cycle Speed�0.75 Hz, Bed
Depth�7.62 cm
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Fig. 7 Measured (�,�,�) and convective-diffusive segregation
constitutive model calculated (�) normalized mass versus
time data � Size Ratio�5.1:1, Cycle Speed�0.75 Hz, Bed
Depth�7.62 cm
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used in the model development and validation stud-
ies. The normalized mass values were calculated by
dividing the mass at any given location, i.e., cell loca-
tions as shown in Figures 3 and 4, with the mea-
sured mass of fines at that location at the end of data
collection.

The average standard deviations in Table 4 for
10.9:1, 8.7:1, and 5.1:1 are 0.075, 0.065, and 0.013,
respectively. In addition, the convective model, with-
out the diffusive terms was used. The average stan-
dard deviations for 10.9:1, 8.7:1 and 5.1:1 were 0.118,
0.146 and 0.071, respectively. At all strain values, the
convective segregation model produced larger devi-
ations between measured and predicted values as
compared with the convective-diffusive segregation
model. This suggests that random mixing is occur-
ring which is characterized by the δ parameter. The
convective parameter characterizes the initial rapid
discharge or free fall percolation occurring in the
larger size ratios. As shown in Tables 4 through 6,
the convective parameter of the 5.1:1 treatments is
near zero. This suggests that the percolation of fines
at the 5.1:1 treatments is dominated by the diffusive
mixing mechanism. Average standard deviations in
Tables 5 and 6 are below 0.050 for all treatments
with the standard deviations for 5.1:1 less than 0.030
for all strain levels.

Measured and modeled normalized mass versus
time relationships for three different treatments are
given in Figures 5 through 7. The first set of results,
Figure 5, is for strain of 15%, cycle speed of 0.75 Hz,
and bed depth of 7.62 cm. The three responses are for
different size ratios. The measured data are repre-
sented by symbols and the predicted values are
shown as solid lines. The convective-diffusive segre-
gation constitutive model represents the measured
data very well (standard deviations for 10.9:1, 8.7:1,
and 5.1:1 are 0.060, 0.059, and 0.010, respectively). As
shown in Figure 5, the majority of error in the stan-
dard deviation is within the first 5 seconds of the per-
colation profile. The model has a lag followed by a
step which is not present in the measured data. This
can be explained physically by assuming that some of
the fine particles did migrate through the bed during
deposition but did not fall out of the screen. The same
trend is apparent in Figure 6, which is for the size
ratio of 10.9:1 at a strain rate of 1.33 Hz and bed depth
of 7.62 cm (standard deviations are 0.057, 0.038, and
0.009 for strains of 15%, 10%, and 5%, respectively).
Figure 7 is for the size ratio of 5.1:1 at cycle speed of
1.33 Hz and bed depth of 7.62 cm. For the size ratio of
5.1:1, the initial lag of fines in the collection pan dur-

ing data collection is present. Therefore, the model
also predicts the initial lag very well (standard devia-
tions are 0.015, 0.008, and 0.010 for strains of 15%,
10%, and 5%, respectively). The coefficient of variation
for the convective term was large (�50%). This was
inf luenced by the initial lag time. The coefficient of
variation for the diffusive term ranged from 10 to 20%.

From this discussion it was concluded that the
convective-diffusive segregation constitutive model
describes the percolation of fines through a bed of
coarse particles better than simply the convective
segregation constitutive model. Generally, the stan-
dard deviations declined by a factor of three, and the
calculated values follow the measured mass eff lux
trends. The validation of the convective-diffusive seg-
regation model is presented in the next section.

5.2 Validation of Convective-Diffusive 
Segregation Constitutive Model

It was initially the goal to predict the normalized
mass versus time relationship for the validation size
ratio of 6.4:1. However, as discussed in the preceding
section, the prediction is hindered by the presence or
absence of an initial discharge of fines at the begin-
ning of the test. As shown hereafter, the normalized
mass versus time relationship for 6.4:1 is similar to
the 5.1:1 ratio, i.e., does not exhibit an initial free fall
discharge. Therefore, prediction attempts produced
very large standard deviations when comparing the
predicted values to the collected/calculated values of
the 6.4:1 ratio. The convective and diffusive parame-
ters were estimated using a linear interpolation based
on the size ratio. For a size ratio of 6.4:1, the convec-
tive parameter (µ) and diffusive parameter (δ) were
estimated as 0.137 and 0.263 for strain of 15% and
0.031 and 0.218 for strain of 5%, respectively. Graphi-
cal representations between the measured data and
modeled data using the linear interpolation based on
size are given in Figures 8 and 9 for strains of 15%
and 5%, respectively. The average standard deviations
for 15% and 5% strain for the 6.4:1 size ratio using lin-
ear interpolation were 0.338 and 0.174, respectively.
These deviations are much higher than the optimized
models in the previous sections.

Since the 6.4:1 data were similar to the 5.1:1 data
(i.e., no initial rapid discharge) and significantly dif-
ferent (p�0.05) than the data for the 8.7:1 and 10.9:1
size ratios (Duffy and Puri, 2002), the average convec-
tive and diffusive parameters at strains of 15% and 5%
(of 5.1:1) were used to estimate the percolation of
6.4:1. For a size ratio of 6.4:1, the convective parame-
ter (µ) and diffusive parameter (δ) were estimated as
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0.025 and 0.206 for a strain of 15% and 0.004 and 0.104
for a strain of 5%, respectively, using the average
calculated parameters of 5.1:1. Figures 10 and 11
compare the measured data and the calculated nor-
malized mass discharge values for the size ratio of
5.1:1. The parameters averaged from the 5.1:1 data
reduced the standard deviations to 0.061 and 0.048 for
the 15% and 5% strains, respectively. This is an aver-
age reduction in standard deviation of 77% when com-
pared with the linear interpolation values.

In addition, the convective and diffusive parameters
of the segregation constitutive model were calculated
by minimizing the standard deviation in the same
manner as the other size ratios. The optimal solutions
are given in Tables 7 and 8. The standard deviations
from optimal solutions are comparable for this size
ratio (6.4:1) to the three other ratios (10.9:1, 8.7:1,
5.1:1). The standard deviation values using 5.1:1 data
to predicted 6.4:1 percolation profiles were 0.061 and
0.048 for strain of 15% and 5%, respectively. The corre-

sponding standard deviation values for optimal solu-
tions are 0.009 and 0.007, respectively. While the mag-
nitudes of standard deviation values when using 5.1:1
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Fig. 8 Calculated using linear interpolation (�) and measured
data (�,�,�,�) for the 6.4:1 size ratio at strain of 15%
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Fig. 9 Calculated using linear interpolation (�) and measured
data (�,�,�,�) for the 6.4:1 size ratio at strain of 5%
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Fig. 10 Calculated (�) using 5.1:1 data and measured data
(�,�,�,�) for the 6.4:1 size ratio at strain of 15%
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Fig. 11 Calculated (�) using 5.1:1 data and measured data
(�,�,�,�) for the 6.4:1 size ratio at strain of 5%
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Condition Size Ratio 6.4:1

Strain Rate 0.75 Hz 0.000/0.177
Bed Depth 2.54 cm (0.010)

Strain Rate 0.75 Hz 0.000/0.167
Bed Depth 7.62 cm (0.006)

Strain Rate 1.33 Hz 0.035/0.141
Bed Depth 2.54 cm (0.006)

Strain Rate 1.33 Hz 0.057/0.086
Bed Depth 7.62 cm (0.005)

Table 7 Convective-diffusive segregation constitutive model para-
meter values (µ/δ) at 15% strain with standard deviations
between model and data in parentheses*

* To convert µ to uθ, multiply the entries by 1.969 (bed depth�2.54
cm), 0.984 (bed depth�5.08 cm), 0.656 (bed depth�7.62 cm)
(units�cm/s), and δ to Dθ, multiply entries by 3.875 (bed depth
�2.54 cm), 0.969 (bed depth�5.08 cm), 0.431 (bed depth�7.62
cm) (units�cm2/s)



values is six-fold compared with optimal solutions, the
absolute errors between measured and calculated val-
ues are approximately 5.5%. Such absolute errors are
acceptable considering that no interpolation of para-
meter values was possible. Thus as a first approxi-
mation, 5.1:1 ratio parameters may be used to qualita-
tively assess the response of 6.4:1 size ratio mixtures.

6. CONCLUSIONS

A primary segregation shear cell (PSSC) was used
to measure the material parameters of a convective-
diffusive segregation constitutive model for percola-
tion of fines through a bed of coarse particles. The
effects of size ratio, strain, cycle speed, and bed depth
on the percolation of fine particles in binary mixtures
of glass spheres were modeled. Based on the tests
conducted in this research, the following conclusions
were made.

1.  The convective-diffusive segregation constitutive
model represented the normalized mass versus
time relationships better than the convective
model. On average, the range of standard devia-
tion was 0.105 to 0.025, a 76% reduction, when
comparing the PSSC convective model with the
PSSC convective-diffusive model. This is due to
the random mixing occurring during the diffu-
sive behavior either during the entire duration of
the test or after the initial discharge.

2.  The convective-diffusive model was limited in
predicting the percolation of the 6.4:1 ratio due
to the absence of an initial discharge. Estimating
the percolation for the 6.4:1 size ratio was accom-
plished by using the mean normalized mass vs.

time data of the 5.1:1 size ratio. The average data
of the 5.1:1 size ratio reduced the standard devia-
tion by 77% when comparing to size ratio linear
interpolation using all three size ratios (10.9:1,
8.7:1, and 5.1:1). The initial rapid discharge pre-
sent in 10.9:1 and 8.7:1 treatments increased the
standard deviation of the prediction.

3.  A region of size ratios that defines an initial rapid
discharge for binary mixtures of spherical glass
beads lies between 6.4:1 and 8.7:1.
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8. NOMENCLATURE

c concentration
df degrees of freedom
D dispersion coefficient
D
�

diffusive component
h bed depth
m mass of fines
M mixer matrix; mass of fines at the exit at a given

time
n number of data points at exit
t time
u transport speed
u� convective transport component
x position or location

Greek symbols

δ dimensionless diffusive component
θ direction as shown in Figure 3; position along

this direction
λ dimensionless length
µ mean; dimensionless convective transport com-

ponent
σ standard deviation
τ dimensionless time
∆n increment (if positive) or decrement (if nega-

tive) refers to next or previous, respectively
∆t time increment

Subscripts

1 component 1
2 component 2
i specified time value
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Condition Size Ratio 6.4:1

Strain Rate 0.75 Hz 0.000/0.146
Bed Depth 2.54 cm (0.020)

Strain Rate 0.75 Hz 0.000/0.068
Bed Depth 7.62 cm (0.005)

Strain Rate 1.33 Hz 0.000/0.169
Bed Depth 2.54 cm (0.005)

Strain Rate 1.33 Hz 0.000/0.068
Bed Depth 7.62 cm (0.004)

Table 8 Convective-diffusive segregation constitutive model para-
meter values (µ/δ) at 5% strain with standard deviations
between model and data in parentheses*

* To convert µ to uθ, multiply the entries by 1.969 (bed depth�2.54
cm), 0.984 (bed depth�5.08 cm), 0.656 (bed depth�7.62 cm)
(units�cm/s), and δ to Dθ, multiply entries by 3.875 (bed depth
�2.54 cm), 0.969 (bed depth�5.08 cm), 0.431 (bed depth�7.62
cm) (units�cm2/s)



k cell or layer number
n layer number
r total number of layers
θ along the direction shown in Figure 3
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1. Introduction

The many methods employed in the preparation of
metal and ceramics fine particles include gas-phase
processes, laser ablation, sputtering techniques, and
chemical methods. In the work of Kruis et al.1 a com-
parison is made between two of these methods:

gas-phase and liquid based process. A number of
advantages of the first are pointed out, including
higher purity products, the potential to create com-
plex chemical structures, better process and product
control, economics, and less chemical segregation.
Moreover, because the gas-phase method usually
leads to continuous processing, it is better suited to
large scale production.

The evaporation-condensation technique is one of
the gas-phase methods used to produce fine particles.
In order to achieve considerable evaporation rates,
this method requires high temperatures and the use
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of intensive energy sources. In particular, the evapo-
ration-condensation of materials using thermal plas-
mas has been largely studied2. A wide variety of
different such plasma processes have been used to
synthesize ultra-fine particles. Many different types of
plasma generators including non-transferred arcs,
transferred arcs, high frequency induction plasmas,
and combinations of these have been applied in com-
bination with both homogeneous and heterogeneous
precursors. Usually very fine particles are produced,
which may include pure metals, alloys, ceramics and
composite materials3.

This paper reports a study on transferred-arc syn-
theses of silver (Ag) powder. Commercially available
Ag powder is classified as microcrystalline, sphe-
roidal, or lamellar, according to its particle shape4. All
three types, which differ in method of manufacture,
have specific areas of use. The most important
method used for the production of microcrystalline
Ag powder is precipitation by reducing agents. These
powders were used almost entirely in sintering tech-
nology for a long time. Today, they are also used in
stoving preparations (e.g., metallization of ceramics)
and in pastes used in the manufacture of heated rear
windows of motor vehicles. Spheroidal Ag powder is
produced by atomization of molten silver by com-
pressed air, inert gas, water jet, or a rapidly rotating
knife. These powders are mainly used in sintering
technology. Lamellar particles are obtained by ball
milling microcrystalline silver powder and are mainly
used as an additive to paints and adhesives to which
they impart electrical conductivity as a result of the
good particle-to-particle electrical contact.

The investigation has the main objective to produce
Ag powder finer than the powders commercially avail-
able, particularly those produced by chemical precipi-
tation intended for sintering of electrical contacts. To
this respect we look at the production of sintering
compacts with a refined microstructure, which can
not be achieved with the commercially available pow-
der.

In case of the present application, the main advan-
tage of transferred-arc thermal plasma reactors is the
unlimited temperature driving force for evaporation.
Temperatures of more than 10000 K can easily be sus-
tained either by striking the arc directly to the anode
work piece, or by feeding raw material in the form of
powders directly into the arc. Because transferred-
arcs can be operated over a broad range of gas f low
rates, including very low f low rates, operating costs
can be kept low. Also, control over the concentration
of the evaporated species in the exhaust gas (and con-

sequently over particle size) can be provided simply
by adjusting the desired f low rate in face of a given
evaporation rate. An additional advantage of trans-
ferred-arc systems is that the plasma evaporator may
be scaled up over a broad range of powers simply by
increasing the arc current (100�5000 A).

A modeling study concerning the nucleation and
growth of fine particles from the transition of gas-to-
condensed phase, adapted from a previous work involv-
ing both AlN and pure Al synthesis5, was carried out
with the objective to provide theoretical support to
the experimental investigation.

2. Experimental

A schematic diagram of the experimental apparatus
is shown in Figure 1. The reactor mainly comprised
an evaporation and a cooling chamber, according
to the transferred-arc concept previously reported3.
Inside the first chamber (270 mm i.d. � 300 mm
high) Ag was evaporated from a molten bath (3 � 5
kg) contained in a graphite crucible that worked as
the anode of a DC transferred-arc plasma. The plasma
and cooling chamber were connected through a 40
mm i.d. � 175 mm long graphite tube. In all experi-
ments argon (Ar) gas was used as plasma and Ag
vapor carrier gas. Typical operating conditions are
presented in Table I. Ar was fed in the arc chamber
through the cathode assembly at 120 lpm f low rate.
Ar or nitrogen (N2) were used as the cooling gas in
three different assemblies of the cooling chamber, as
shown in Figure 2. In Assembly #1, Ar was radially
injected at a f low rate QA�80 lpm through a 54 mm
i.d. ring comprising 24 equally spaced holes of 1 mm
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Fig. 1 Schematic diagram of the plasma reactor applied for the
vapor phase synthesis of Ag fine powder.
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diameter each. The dimensions of the cooling cham-
ber were 54 mm i.d. � 240 mm long. Using the same
cooling chamber dimensions and radially fed Ar as in

Assembly #1, in Assembly #2 N2 was additionally fed
at the outlet port of the cooling chamber, at a f low
rate QB�60 lpm through an annular slit 2 mm wide.
In Assembly #3 the dimensions of the cooling cham-
ber were increased to 220 mm i.d. � 520 mm long. In
this case only N2 was radially injected at a f low rate
QA�160 lpm through a 80 mm i.d. ring comprising 18
equally spaced holes of 1.5 mm diameter each. The
ring was placed on the center line of the cooling
chamber, at a distance of 40 mm from its entrance.

Two experiments were carried out with each of the
cooling chamber assemblies described above. Only
the results for experiments #1, #3 and #5 are re-
ported. Metal particles which formed in the cooling
chamber were collected in a bag filter installed after a
heat exchanger. The exhaustion line also included a
vacuum pump used to keep constant pressure (close
to 100 kPa) inside the evaporation chamber in spite of
the head loss observed through the bag filter. Inter-
nally, the plasma chamber was heavily insulated in
order to minimize heat losses. The external walls of
reactor were water cooled to guarantee dimensional
stability.

In all experiments, steady state condition at a
plasma chamber off gas temperature of 1500 K was
achieved after approximately 1 hr operation, with the
DC transferred-arc plasma rated at 15 kW (60 V �
250 A). Using an optical pyrometer, bath tempera-
tures of the order of 2400 K were measured right
after shutting down the arc. At the given conditions,
Ag powder was produced at a 500 g/h rate. An evalua-
tion of the quenching conditions in terms of the av-
erage after-quenching-temperature for each of the
experiments considered is shown in Table II.

The Ag powders produced were characterized for
particle size distribution using laser scattering analy-
sis and for particle size and morphology using scan-
ning electron microscopy (SEM). In order to evaluate
the degree of homogeneity of the microstructure
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Fig. 2 Schematic representation of the three cooling chamber
geometries used for the vapor phase synthesis of Ag fine
powder (top view of plasma and cooling chambers).

Assembly #1

Assembly #2

Assembly #3

QA

QA

QA

QB

Exp. #1 Exp. #3 Exp. #5

Carrier gas Ar (1500 K) Ar (1500 K) Ar (1500 K)
120 lpm 120 lpm 120 lpm

Quenching gas Ar (298 K) Ar (298 K) N2 (298 K)
80 lpm 140 lpm 160 lpm

After quenching 
average temperature 1011 K 846 K 706 K

Ag melting point: 1234 K; boiling point: 2483 K.

Table II Evaluation of quenching conditions for each of the experi-
ments considered.

Starting material Ag�99,9% min.

Ar f low rate, cathode assembly (lpm(1)) 120

Amount of Ag in the crucible (kg) 3,5 � 5,0

Arc voltage (V) 60

Arc current (A) 250

Arc power (kW) 15

Gas temperature at evaporation chamber 
outlet (K) 1500

Cooling gas f low rate

Exp. #1, Ass. #1 QA�80(2) �

(lpm)
Exp. #3, Ass. #2 QA�80(2) QB�60(2)

Exp. #5, Ass. #3 QA�160(3) �

1 Gas f low rates (lpm) referred  to 298 K and 100 kPa; 2 Argon; 
3 Nitrogen.

Table I Operating conditions applied in the plasma experiments
for the preparation of fine Ag powders.



resulting from the preparation of sintered compacts
having electrical-contact characteristics, 1 kg of pow-
der was produced from which mixtures with both
graphite powder (Fisher mean diameter of 0.001 mm)
and carbon black (Degussa Printex G) in a 95%Ag/
5%C mass ratio were prepared. Typically, such com-
pacts are prepared from the dry mixture of commer-
cial Ag powder with graphite powder. Because this
practice did not provide good results for the fine Ag
powder we produced, its mixing with C was carried
out using a suspension of the constituent powders
in isopropyl alcohol. Compacts (15 mm dia. � 5 mm
height) were prepared and sintered at 800°C in H2/N2

atmosphere. Their microstructure was analyzed from
metallographic preparations observed in an optical
microscope. For the sake of comparison, the same
microstructure analysis was also carried out with an
Ag/C insert commercialized as electrical contact.

3. Numerical model

The cooling region is approximated to a tubular axi-
symmetric section according to the geometry and
dimensions shown in Figure 3. Hot gas containing
Ag vapor enters a circular port of diameter 40 mm at a
f low rate Q1. Room temperature Ar gas is fed through
a circumferential gap 0.1 mm wide at 175 mm far from
the entrance port at a f low rate Q2. The total length of
the quenching section is taken as 435 mm.

The many conservation equations describing both
f luid f low and phase transition phenomena are solved
in two steps: (i) first, the fields for velocity, tempera-
ture, and chemical species concentration are calcu-
lated; (ii) following, the particle nucleation and growth

process arising from the mixing of a hot gas f lux car-
rying Ag(v) and a radial jet of a cold Ar gas mixture
is determined. The following conservation equations
are solved in the first step, assuming laminar axi-sym-
metric f low:

Continuity:

∇·(ρu)�0 (1)

Moment conservation:

∇·(ρuu)�∇·(µ∇ρu)�∇p (2)

Chemical species conservation:

∇·(ρuwi)�∇·(ρDi,Ar∇wi)�Si (3)

Energy conservation:

∇·(ρuh)�∇· � ∇h��∇· �∑i
hi � � �∇wi��Sh

(4)

The particle nucleation and growth problem is
solved using the method of moments of the PSD. It is
assumed that: PSD can be represented by a single
log-normal distribution at any location of the modeled
region; particles are spherical and transported by
convection, Brownian diffusion, and thermophoresis;
and particles can grow by condensation and heteroge-
neous reaction and coagulation. The kth-moment con-
servation is written as:

�∇·(u�uth)Mk�∇·(Dp∇Mk)�vcr
kJ

��
∞

0

v k (Gn)dv�(B�D)k (5)

The birth and death term (B�D) includes a nucle-
ation equation that considers the effect of heteroge-
neous reaction in the AlN system6:

J� �� exp �� � (6)

These two sets of conservation equations are writ-
ten in the form of algebraic equations and solved
using the SIMPLER computational method as devel-
oped by Patankar7.

4. Results and discussion

4.1. Ag powder synthesis
Figure 4 shows the particle size distribution (PSD)

of powders produced with the three different cooling
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Fig. 3 Schematic representation of the modeled region dimen-
sions in mm.
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chamber assemblies. The transition which is ob-
served between PSDs with many peaks (Exps. #1 and
#3) and the practically log-normal PSD of the powder
produced in Exp. #5 results from the different cooling
conditions (cooling chamber geometry and gas f low
rate) which were applied to the plasma chamber off-
gas stream. As described before, each cooling cham-
ber geometry was combined with a different set of
cooling gas composition and f low rate. The different
arrangements shown in Figure 2 were progressively
implemented aiming to increase cooling intensity and
to prevent particle deposition on the cooling chamber
walls that occurred with higher intensity in case of
assemblies #1 and #3. SEM micrographs of typical
agglomerates occurrences in Exp. #3 and Exp. #5 are
shown in Figure 5. The large agglomerates observed
in Figure 5(a) were also observed for the powder
produced in Exp.#1. A more detailed analysis of pri-
mary particles shown in the SEM micrographs indi-
cates that they are about the same size (100 � 200
nm).

Considering a plasma gas f low rate Q1�20 lpm at
2000 K entering the simplified quenching section
shown in Figure 3, the Ag gas-to-condensed phase
transition was analyzed using numerical simulation.
At first a comparison was carried out between the
nucleation and growth of Al, which was the subject of
a previous study8, and Ag at a same set of operating
parameters: radial quenching Q2�7 lpm of Ar at
room temperature and pressure (298 K, 100 kPa).
The corresponding temperature field is shown in

Figure 6.
Assuming a metal vapor concentration at the

entrance of the cooling section typically observed
in Al evaporation/condensation experiments of the
same sort8, conducted with a plasma chamber off-gas
temperature of 2000 K, a metal vapor mole fraction
0.002 was considered in the phase transition simula-
tion of both Al and Ag. The results for the nucleation
rate field are presented in Figure 7. It is observed
that for the above conditions the more intense Al
nucleation (at a rate of 1011 1/m3.s and above) occurs
near the wall, before the region of stronger cooling
and along the radial jet. The Ag nucleation on the
other hand occurs only in the stronger cooling region
along the radial jet and in a broader volume.

The vapor pressure and surface free energy of Al
and Ag as a function of temperature are graphically

KONA  No.21  (2003) 167

Fig. 4 Particle size distribution of powders produced in different
plasma synthesis experiments.
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Fig. 5 Typical particle agglomerates observed in different
plasma synthesis experiments: a) Exp. #3); and b) Exp. #5.
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Fig. 6 Temperature distribution inside the quenching section simulated for a tubular quenching section of 40 mm dia., Ar gas flow rate Q1�20
lpm at 2000 K, and quenching gas injection Q2�7 lpm.
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Fig. 7 Distribution of the nucleation rates simulated for Al and Ag fine particle synthesis in a tubular quenching section of 40 mm dia., Ar gas
f low rate Q1�20 lpm at 2000 K, quenching gas injection Q2�7 lpm, and metal vapor molar fraction of 0.002.
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shown in Figures 8 and 9, respectively. The higher
vapor pressures of Ag contributes to its easier evapo-
ration when compared with Al. Accordingly, experi-
mental data gathered along the present research
point out to Ag vapor concentrations which are about
one order of magnitude higher than could be ob-
tained for Al evaporation experiments carried out at a
higher temperature level 9 (1500 K in case of Ag vs.
2000 K in case of Al). With respect to the surface free
energy, it is observed that its change associated with

the gas-to-condensed phase transition of Ag is greater
than the corresponding change observed for Al. The
Gibbs free energy change for such phase transition
being given by:

��(i�1)lnS�i 2/3θ (7)

This fact explains the results shown in Figure 7
according to which, for the metal vapor concentration
considered, Ag vapor travels inside the cooling cham-
ber longer than Al before critical conditions are
achieved and particles nucleation is promoted. Con-
sidering these experimental and theoretical results, a
new simulation of the Ag nucleation was carried out
whose analysis is presented next.

The temperature distribution obtained for the simu-
lation of Q1�100 lpm at 1500 K and Q2�60 lpm (Ar at
room temperature) is shown in Figure 10. Com-
pared with the graph of Figure 6, a sharper tempera-
ture gradient is observed in the present condition,
with the inf luence of the radial jet reaching the center
line of the tubular cooling chamber, very close to the
cold gas injection axial coordinate. Two different
Ag(v) concentrations were considered for the particle
nucleation and growth simulation: xAgin�0.002 and
0.02. The results presented in Figure 11 show that,
analogous to the condition depicted in Figure 7 for
the Al nucleation, in case of the lower concentration
situation some of the Ag particle nucleation occurs
near the wall, before and along the quenching jet. On
the other hand, the simulation with the higher con-
centration results in the predominant occurrence of
nucleation at the very entrance of the quenching sec-
tion. Accordingly, the distribution of the Ag(v) con-
centration presented in Figure 12(b) for xAgin�0.02

∆G
kBT
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Fig. 8 Change of the vapor pressure as a function of temperature
for Al e Ag.
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Fig. 10 Temperature distribution inside the quenching section simulated for a tubular quenching section of 40 mm dia., Ar gas flow rate
Q1�100 lpm at 1500 K, and quenching gas injection Q2�60 lpm.
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Fig. 11 Distribution of the nucleation rates simulated for Ag fine particle synthesis in a tubular quenching section of 40 mm dia., Ar gas flow
rate Q1�100 lpm at 1500 K, quenching gas injection Q2�60 lpm, and metal vapor molar fractions of 0.002 and 0.02.
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shows that most of the metal vapor is consumed
before the jet zone; at a same location after the quench-
ing jet, the iso-contour lines depict vapor concentra-
tions which are lower than the xAgin�0.002 case. As a
consequence of the lower Ag(v) concentrations, the
less intense particle nucleation that occurs in the jet
dominated region when xAgin�0.02 results in a minor
modification of average particle size, as shown in the
distribution of particle diameter (dBET) evaluated in
terms of the specific surface area of powder shown in
Figure 13 for both xAgin considered. The use of the
method of moments of PSD considerably simplifies
the computational treatment of the problem. Never-
theless, because the method assumes that the PSD
can be represented by a single log-normal PSD any-
where in the modeling region, multi-peaks PSD re-
sults as suggested from the two nucleation regions

exhibited in the plot of Figure 11(b) can not be
exhibited in the computational work. The single peak
PSD predicted by the model at the outlet of the cool-
ing section for the higher vapor concentration con-
dition is shown in Figure 14. In spite of the many
simplifications, the fact that most of the Ag vapor con-
denses right at the entrance of the cooling section
(when simulation is carried out with a xAgin that cor-
responds to the Ag vapor concentration experimen-
tally determined) is in good agreement with the
experimental results according to which the primary
particle size does not depend on the quenching con-
ditions and cooling chamber geometry. Both ex-
perimental and modeling results suggest that the
gas-to-condensed phase transition giving rise to the
formation of primary particles started in the duct
that connects the evaporation and cooling chambers,
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Fig. 12 Distribution of vapor concentration simulated for Ag fine particle synthesis in a tubular quenching section of 40 mm i.d., Ar gas flow
rate Q1�100 lpm at 1500 K, quenching gas injection Q2�60 lpm, and metal vapor molar fractions of 0.02.
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before the hot gas stream could be quenched by the
cold gas jets. Therefore, the definition of the primary
particle size, which in principle can be controlled by
quenching intensity, remained little affected by the
amount and composition of the cold gas injected at
the entrance of the cooling section and its geometry.
Nevertheless, as can be observed from the micro-
graphs shown in Figure 5 changing the cooling vari-
ables was effective in preventing a stronger particle
agglomeration.

4.2. Ag/C compacts
Because of its well defined PSD and absence of

large agglomerates, the powder produced on Exp. #5
conditions was chosen to carry 95%Ag/5%C (Ag/5%C)
mixture sintering experiments. For the sake of com-
parison, the PSDs of this powder and of a commer-
cially available Ag powder are shown in Figure 15.
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Fig. 13 Distribution of the BET particle size diameter (dBET) simulated for Ag fine particle synthesis in a tubular quenching section of 40 mm i.d.,
Ar gas f low rate Q1�100 lpm at 1500 K, quenching gas injection Q2�60 lpm, and metal vapor molar fractions of 0.002 (a) and 0.02 (b).
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The morphology of particle agglomerates of both
commercial and plasma synthesized powders are
shown in the SEM micrographs of Figure 16(a) and
Figure 16(b), respectively. Commercial powder was
produced by chemical precipitation. Both PSD and
SEM analysis show that average agglomerate size
of plasma synthesized powder is about one order of
magnitude smaller than the commercial powder; pri-
mary particles on the other hand are in higher ratio
(between one and two orders of magnitude).

A comparison between PSDs of graphite and car-
bon black powder which were used in the sintering
preparation is shown in Figure 17. Particle morphol-
ogy of these powders are shown in the SEM micro-
graphs of Figure 18. The graphite particles have a
flake like morphology, while the carbon black although
agglomerated have a spherical primary particle mor-
phology.

Figure 19 shows the micrographs of potassium
dichromate attacked metallographic preparations of
the Ag/5C commercial electrical contact insert and a
sintered compact produced with the plasma synthe-
sized Ag powder. In both cases the graphite powder
shown in Figure 18(a) was used as the C bearing
material. Although the compact prepared with com-
mercial Ag powder exhibits distinct large grains with
better defined grain boundary, no relevant difference
in terms of C dispersion in the Ag matrix can be
noticed in both preparations. On the other hand, a
considerable homogeneity improvement has been
achieved with the preparation obtained with the pow-
der of Exp. #5 mixed with the carbon black powder,
whose micrograph is shown in Figure 20.
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Fig. 15 Comparison of PSD of plasma synthesized (Exp. #5) and
commercial Ag powders.
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Fig. 17 PSDs of graphite (Fisher size 0.001 mm) and carbon
black (Degussa Printex G)  powders used in the prepara-
tion of Ag/5%C compacts.
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5. Conclusion

Fine Ag powders were produced at a 500 kg/h rate
using a transferred-arc thermal plasma synthesis
reactor basically formed by evaporation and conden-
sation separate chambers, with the plasma power
rated at 15 kW. It is observed that the powders pro-
duced are formed by agglomerates which may vary in
size depending upon cooling conditions and cooling
chamber geometry, but are basically constituted of
primary particles within about the same size range
(100�200 nm). The expected inf luence of cooling
conditions on primary particle size was not observed.
Modeling analysis of this result suggests that gas-to-
condensed phase transition possibly occurs inside the
evaporation chamber and along the transition duct
that exists between the two chambers. The primary
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(a) (b)

Fig. 19 Metallographic preparation of Ag/5%C sintered compacts using graphite powder and: (a) commercial Ag powder; (b) plasma synthe-
sized powder (Exp. #5).

Fig. 20 Metallographic preparation of Ag/5%C sintered com-
pacts using plasma synthesized powder (Exp. #5) and
carbon black.

50 µm 50 µm
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(a) (b)

Fig. 18 Graphite and Carbon Black powders used in the preparation of Ag/5%C compacts, respectively: (a) Fisher 0.001 mm; and (b) Degussa
Printex G.



particle size of the plasma synthesized powder is
considerably smaller than the one observed in the
commercially available powders. Agglomerate size
is about one order of magnitude smaller in case o
plasma synthesized powder. Sintered compacts of
95%Ag/5%C mass ratio where prepared using the
plasma Ag powder and both graphite and carbon
black powders. The grain boundary of compacts
prepared with commercial Ag powder (commercial
electrical contact insert) are better defined, the C
dispersion in the Ag matrix observed in both com-
mercial and plasma synthesized Ag powder prepara-
tions using graphite powder is about the same. A
considerably finer microstructure was observed for
the plasma Ag powder when it was mixed with carbon
black.
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Nomenclature

B �birth term in the moment conservation 
equation

Cp �specific heat (J/kg.K)
D �death term in the moment conservation 

equation
Di, Ar �mass diffusivity (m2/s) of species i in argon;
Dp �particle diffusivity (m2/s)
G �surface growth rate (m3/s); Gibbs free energy
h �enthalpy (J/kg)
i �chemical species index (Ar, or Ag); nr. of

monomers in a cluster in Eq. 7
J �nucleation rate (1/m3.s)
k �thermal conductivity (W/m.K)
Mk �kth-moment of particle size distribution 

(k�0, 1 ou 2) 
n �particle number density (1/m3)
p �pressure (N/m2)
t �time (s)
T �temperature (K)
r �radius (m)
s1 �monomer surface area (m2)
Sh �energy conservation equation source term
S;SAg�supersaturation ratio; Ag supersaturation ratio

Si �chemical species conservation equation
source term

SSA �specific surface area (g/m2)
u �velocity (m/s)
uth �thermoforetic velocity (m/s)
w �mass fraction
v �particle volume (m3)
v1 �monomer volume (m3)
vcr �critical particle volume (m3)
xAl �Al mole fraction
xAg �Ag mole fraction
xAgin �Ag mole fraction at the entrance of the cooling

region
z �longitudinal coordinate (m)

Greek letters
β �impingement (or condensation) rate (1/m2/s)
θ �dimensionless surface energy
µ �viscosity (kg/m.s)
ρ �gas density (kg/m3)
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Introduction

Chemical mechanical polishing (CMP) is a surface
smoothing and material removal process, made pos-
sible by combination of chemical and mechanical
interactions. The wafer surface (on which microelec-
tronic devices are to be built) is planarized by a slurry
consisting of submicron sized abrasive particles and
chemical reagents. The ultimate goal of CMP is to
achieve an optimal material removal rate creating an
atomically smooth surface with minimal number of
defects, while maintaining global planarity. The chem-
ical effect in CMP is provided by the addition of pH
regulators, oxidizers or stabilizers depending on the
process. The mechanical action on the other hand, is
mostly provided by the submicron sized abrasive par-
ticles contained in the slurry, as they f low between

the polishing pad and the wafer surface.
As the rapid advances in the microelectronics

industry demand a continuous decrease in the sizes
of the microelectronic devices, minimal material re-
moval with atomically f lat and clean surface finish
has to be achieved during manufacturing (1). This
requires close monitoring of the CMP process that
can be attained by controlling not only the operational
variables (such as the applied head pressure and the
relative pad velocity) but also the slurry particulate
properties and chemistries. This paper focuses on the
development of consistently high performing CMP
slurries by selecting effective (i) chemistries, (ii) par-
ticulate properties and (iii) methods of stabilization.

Design Criteria for Slurry Chemistries 

Chemical reagents in the CMP slurry react with the
wafer surface being polished, forming a chemically
modified top layer with desirable properties com-
pared to the initial wafer surface. In metal CMP, the
modified layer has to be protective to achieve topo-
graphic selectivity. For example, passivation of tung-
sten by brittle tungsten-oxide film (2-3,8) prevents the
metal etching in the low areas, while the high fea-

G. Bahar Basim, Brij M. Moudgil*
Department of Materials Science and Engineering **
Particle Engineering Research Center

Slurry Design for Chemical Mechanical Polishing†

Abstract
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tures are repeatedly oxidized by the chemicals and
abraded by the slurry particles until the planarization
is reached. Consequently, slurry oxidizers provide
topographic selectivity in metal CMP. In silica polish-
ing on the other hand, chemical effect is provided by
increasing the slurry pH so that silica dissolution rate
is very high (4) forming a soft hydrated surface layer
due to the weakening of silica bonds (5-7,9). In both
cases, material properties of the chemically modified
layer are expected to be different than the film to be
polished, which gives control over the CMP process.
The absence of chemically modified layer was found
to result in no material removal in tungsten polishing
(10). Similarly, in silica CMP, material removal rate
was observed to decrease with the decreasing slurry
pH, where the chemical activity (dissolution of silica)
is reduced (11). Polishing mainly by chemical means
leaves an isotropically etched surface with no pla-
narity, whereas polishing by only mechanical means a
rough surface is obtained. As a result, the formation
of a chemically altered film is necessary to achieve an
optimal CMP performance and its properties must be
tailored by the design of effective slurry chemistries.

Effect of Slurry Particulate Properties

Abrasive CMP slurry particles provide the mechan-
ical action during the polishing process. The chemi-
cally modified surface layer of the wafer is abraded
continuously with the submicron size slurry abrasives
resulting in material removal. To achieve an optimal
polishing performance with minimal deformations
and good planarity, it is necessary to optimize the
rates of chemical modification and mechanical abra-
sions. The intensity of the mechanical abrasion also
varies with the slurry particle size and concentration
as these factors determine the load applied per parti-
cle. Furthermore, the frequency of abrasion depends
on the number of slurry abrasives in contact with the
wafer surface. Therefore, slurry particle size and con-
centration as well as the particle size distribution are
very important factors in determining the polishing
performance and should be studied carefully to un-
derstand the CMP process. A small variation in the
slurry particle size distribution by oversize particle
contamination or due to slurry destabilization may
result in major changes in the particle-substrate inter-
actions. Consequently, the material removal rate
response may vary resulting in poor process control
and the number of surface deformations may increase
giving rise to defective microprocessors.

Slurry Particle Size and Concentration
Effects of slurry particle size and concentration on

CMP material removal rate response have been inves-
tigated by a number of researchers (5,12-17). The
reported results however, are often contradictory in
relating the material removal rate to the particle size.
This discrepancy can be explained based on the type
of the CMP process as well as the selected ranges of
the particle size and concentration. 

In a study on tungsten CMP (10), material removal
rate was observed to increase with the increasing
number of particle contacts, achieved by increasing
the solids content of the slurry and decreasing the
abrasive particle size. In silica CMP however, a maxi-
mum removal rate was reached for any given particle
size at a particular solids concentration (11). These
findings indicate that different polishing mechanisms
may become predominant as a function of the type of
CMP application as well as the slurry particulate
properties for a given polishing system.

Two material removal mechanisms have been intro-
duced to clarify the observed variations in the polish-
ing rates, which can be explained on the basis of silica
CMP explicitly (10). Figure 1 illustrates the material
removal rate obtained with 0.5µm particle size silica
slurry as a function of the slurry solids concentration.
At low solids loading of the slurries (0.2-5%wt.), mate-
rial removal rate increases with the increasing solids
concentration. The surface micrographs of the wafers
obtained with the Atomic Force Microscopy (AFM)
illustrates scratches on the polished wafer surface at
these concentrations indicating that the abrasive par-
ticles were indenting and ‘sliding’ across the wafer
surface resulting in mechanical removal. This type of
material removal is defined as the indentation mecha-
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Fig. 1 Material removal rate and friction force of silica as a func-
tion of solids loading of 0.5µm silica abrasives.
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nism (10). A maximum was observed in the material
removal rate at 5wt% solids concentration after which
a significant decrease was detected. This transition
occurs due to the change in the particle motion as the
load per particle decreases with the increasing num-
ber of particles in contact with the wafer. More parti-
cles tend to start rolling rather than sliding across the
wafer surface as the solids loading is increased from 5
to 15wt% (18). Consequently, total indent volume and
the material removal rate decrease with the increas-
ing solids concentration. AFM surface micrograph at
15wt% shows pitting type of deformation on the wafer
surface rather than scratches, indicating that abra-
sives are in rolling motion. Hence, at these higher
solids concentrations, mechanical indentation re-
duces significantly and material removal occurs pre-
dominantly due to chemical interactions. This type of
material removal mechanism is defined as the contact
area mechanism (10). In support of the proposed
mechanisms, in-situ friction force measurements con-
ducted on the same system have also shown similar
trend in the total friction force as a function of the
slurry solids loading for 0.5µm size slurry (Fig-
ure 1). In situ friction force measurements in CMP
have been shown to correlate with the material re-
moval rate response previously (19-20). As the inden-
tation of the particles become negligible due to the
decreasing load per particle with the increasing num-
ber concentration, particles start rolling resulting in
decreased friction force. To reduce the number of sur-
face deformations in CMP, it is necessary to operate
in the contact area regime that requires the use of
small size particles at high solids concentrations.

Slurry Particle Size Distribution 
In order to achieve an optimal polishing perfor-

mance with minimal surface deformations, it is neces-
sary to use monosized particles for the CMP slurries
(5). In practical applications, however, there may be a
few oversize particles in the slurries in the form of
larger size particles (hard agglomerates) due to insuf-
ficient filtration, or the agglomerates of the primary
slurry particles (soft agglomerates) due to poor sta-
bility. Presence of agglomerates in the CMP slurries
result in unequal distribution of the applied head load
on the abrasives, which may lead to surface deforma-
tions (21).

Hard Agglomerates: Although the presence of hard
agglomerates was suspected to result in major sur-
face deformations (5,21) their impact on polishing
performance was only recently quantified in a sys-
tematic study (22). Polishing tests conducted in the

presence of hard agglomerates at the established
detection limits verif ied significant degradation in
the polishing performance. Surface analyses of the
silica wafers polished with spiked slurries showed
increased surface roughness, and more surface
deformations relative to the baseline polishing as
illustrated by the AFM images in Figures 2a and b.
In addition, significant variations were detected in the
material removal rate response in the presence of
hard agglomerates indicating that they have to be
removed from the slurries not only to protect the sur-
face quality but also to achieve consistent material
removal rate. 

Soft Agglomerates: To remove coarser particles, fil-
tration of CMP slurries is commonly practiced. Nev-
ertheless, even after filtering the slurries, the defect
counts on the polished surfaces are often observed to
be higher than expected (26). It has been suspected
that some of the defects may be created by the ag-
glomerate formation during the CMP operations. A
study conducted on silica-silica system by substituting
a fraction of baseline slurry with dry aggregated,
polymer f locculated and salt coagulated particulates
have shown that even the agglomerates, which break-
down under the applied load can result in major sur-
face deformations (Figure 2c) (27). These observa-
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Fig. 2 Surface response quality of the silica wafers polished with
a) Baseline Rodel 1200 slurry, b) Rodel 1200 slurry spiked
with 1%w 1.5µm size Geltech particles and c) Polymer f loc-
culated 0.2µm size, 12%w Geltech slurry.
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tions indicate that CMP slurries must remain stable
during polishing to obtain optimal polishing perfor-
mance.

There are several size analysis techniques available
for detecting the larger size particles in the CMP slur-
ries (23-25). Among these, the number counting tech-
niques are the most promising in detecting the large
size particles at the lowest concentrations (24). How-
ever, as the slurries are diluted for counting, some of
the techniques may not be effective in detecting the
soft agglomerates formed during slurry preparation.
Therefore, combination of sizing techniques that can
analyze both the dilute and concentrated (25) slurries
must be used for effective detection of coarser size
particulates.

Stabilization of CMP Slurries

In CMP processes, polishing slurries have to be sta-
bilized under extreme environments of pH, ionic
strength, pressure and temperature, in the presence
of reactive additives. Most of the commonly used sta-
bilization techniques, such as, electrostatic stabili-
zation, inorganic or polymeric dispersion may not
perform adequately under these severe environ-
ments. An alternative is to use surfactant structures
at the solid-liquid interface for the stabilization of par-
ticulate systems (28-33). 

Self-assembled structures of C12TAB (dodecyl tri-
methyl ammonium bromide), a cationic surfactant,
have been shown to provide stability to silica suspen-
sions at high ionic strengths and extreme pH by intro-
ducing a strong repulsive force barrier (33-34). This
concept was utilized to stabilize the silica CMP slurry
in the presence of 0.6M salt at pH 10.5. C12TAB sur-
factant was used at 32mM concentration, which is two
times the critical micelle concentration (CMC) in the
absence of electrolyte (35). The baseline polishing
slurry contained 12wt%, 0.2µm monodispersed silica
particles at pH 10.5. Addition of 0.6 M salt coagulated
the particles by screening the surface charge (36). At
8mM C12TAB, a jump was reported in the repulsive
force barrier due to the beginning of the formation of
self-assembled surfactant aggregates (34) which led
to increased slurry stability. At 32mM C12TAB con-
centration, where a sufficient number of the sur-
factant aggregates form at the surface, the slurry
became completely stable due to strong repulsive
force barrier between particles. 

Slurries stabilized with C12TAB were used for pol-
ishing silica wafers. The surface quality response was
observed to be optimal with minimal surface rough-

ness and deformation. However, material removal rate
was only 70 Å/min. This observation highlighted the
importance of particle-substrate interactions along
with particle-particle interactions for optimal CMP
operation. 

Two reasons were suggested for the negligible
material removal in the presence 32mM C12TAB (35).
First, it is known that the presence of surfactants can
result in lubrication between the abrasive and the
surface to be polished (37). This may decrease the
frictional forces thus reducing material removal in
the presence of surfactants. Alternatively, the high
repulsive force barrier induced by the C12TAB self-
aggregated structures may be preventing the particle-
surface engagement and, therefore, resulting in a
very low material removal rate. 

In order to isolate the effect of lubrication and the
repulsive force barrier on material removal response,
it was necessary to calculate the force applied on a
single abrasive particle during polishing. Initially, this
value was estimated to be 100-1000nN for a 0.2µm
size particle based on the assumption of hexagonal
close packed surface coverage of particles at
2.7�10�3 normalized pad area contact at 7psi head
load. Furthermore, the exact value was calculated to
be 750�150nN for a 0.2µm size particle by determin-
ing the pad-substrate contact area at the applied head
pressure and the particle concentration at the area of
contact of the pad (18), which agreed with the model-
ing values in literature (38). Comparing the load
applied per particle to the repulsive force barrier of a
C12TAB surfactant aggregate (6nN), it was clear that
the repulsion introduced by the surfactant structures
was overcome under the applied head load. Hence, it
was more likely that the lubrication effects introduced
by the surfactants controlled the material removal by
varying the frictional forces between the abrasive par-
ticles and the wafer. Similar studies using C10TAB and
C8TAB with added salt showed nonlinear behavior of
lateral forces with respect to normal force (Fig-
ure 3). Though material removal rate values were
low compared to the baseline, this approach opened a
new venue of tailoring the friction forces encountered
in CMP. Detailed studies of in-situ friction force re-
sponse and single particle-substrate friction simula-
tions with AFM for the surfactant mediated slurries
have proved that the strength of surfactant adhesion
and the chemistry of the slurries (pH, ionic strength
and surfactant chain length) could be tailored to pro-
vide sufficient frictional force to achieve optimal pol-
ishing performance (35).

Palla has showed that in tungsten polishing the
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addition of a mixture of ionic (SDS) and nonionic
(Tween 80) surfactants over CMC concentrations
could stabilize alumina particles in the presence of
high concentrations of potassium ferricyanide by cre-
ating sufficiently high repulsive force barriers (39).
The mechanism of stabilization in this system was
explained by enhanced adsorption of nonionic surfac-
tant using the strongly adsorbing ionic surfactant as a
binding agent. The stabilizing ability of the surfactant
system was also found to increase with increasing
hydrophobicity of the nonionic surfactant and in-
creasing hydrophobicity of the ionic surfactant. The
effect of surfactant concentration on dispersion ability
revealed an optimum concentration range for a given
surfactant. When tungsten polishing was conducted
using the slurries stabilized by the mixed surfactant
system, 30% less material removal rate was obtained
compared to the baseline slurry. However, a much
better surface quality was obtained. Accordingly, sur-
factants can be used to modify the particle-particle
and particle-substrate interactions during CMP to
optimize the process performance based on the se-
lected performance criteria.

Conclusions

In CMP, slurry design has significant effect on the
process performance and should be carefully moni-
tored for optimal results. Slurry chemistry has to be
tailored so that the slurry is free of any hard or soft

agglomerates (even in low concentration), which not
only would deteriorate the surface quality but would
also lead to inconsistent removal rates. The use of
surfactants to stabilize the slurry in extreme environ-
ments can take advantage of the vast literature avail-
able for the solution behavior of surfactants.

Acknowledgements

The authors acknowledge the financial support of
the Particle Engineering Research Center (PERC) at
the University of Florida, The National Science Foun-
dation (NSF) (Grant EEC-94-02989), and the Indus-
trial Partners of the ERC for support of this research.
Any opinions, findings and conclusions or recommen-
dations expressed in this material are those of the
author(s) and do not necessarily ref lect those of the
National Science Foundation.

References

1 S. P. Murarka in Chemical-Mechanical Polishing � Fun-
damentals and Challenges, edited by S. V. Babu, S.
Danyluk, M. I. Krishnan, and M. Tsujimura, Mater. Res.
Soc. Proc. 566 (2000), p. 3.

2 E. Paul, J. Electrochem. Soc., 148, p. G359 (2001).
3 F. B. Kaufman, D. B. Thomson, R. E. Broadie, M. A.

Jaso, W. L. Guthrie, D. J. Pearson, M. B. Small, J. 
Electrochem. Soc., 138, p. 3460 (1991). 

4 R. K. Iler, The Chemistry of Silica: Solubility, Polymer-
ization, Colloid and Surface Properties, and Biochem-
istry, John Wiley & Sons Inc., New York (1979). 

5 L. M. Cook, J. Non-Cryst. Solids, 120, p. 152 (1990).
6 J. A. Trogolo, K. Rajan, Journal of Materials Science, 29,

p. 4554-4558 (1994).
7 J. J. Adler, Interaction of Non-ideal Surfaces in Particu-

late Systems, University of Florida Ph.D Thesis (2001).
8 D. F. Bahr, D. E. Kramer, W. W. Gerberich, Acta Mater.

Res., 14, p. 2269 (1999).
9 T. A. Michalske, S. W. Freiman, Nature, 295, p.11

(1982).
10 M. Bielman, Chemical Mechanical Polishing of Tung-

sten, University of Florida Master Thesis (1998).
11 U. Mahajan, Fundamental Studies on Silicon Dioxide

Chemical Mechanical Polishing, University of Florida
Ph.D Thesis (2000).

12 N. J. Brown, P. C. Baker, R. T. Maney, Proc. SPIE 306,
42 (1981).

13 M. Tomozawa, K. Yang, H. Li, S. P. Murarka, in
Advanced Metallization for Devices and Circuits-Sci-
ence, Technology and Manufacturability, edited by S. P
Murarka, A. Katz, K. N. Tu and K. Maex, Mater. Res.
Soc. Proc. 337, Pittsburgh, PA (1994), p. 89.

14 Y. Xie and B. Bhushan, Wear 200, p. 281 (1996).
15 R. Jairath, M. Desai, M. Stell, R. Tolles, and D. 

Scherber-Brewer, in Advanced Metallization for Devices

182 KONA  No.21  (2003)

Fig. 3 AFM friction force measurements on silica wafer with 7µm
size particle attached to the tip. (a) Solutions containing
C12TAB, C10TAB and C8TAB surfactants at 32, 68 and
140mM concentrations without NaCl at pH 10.5 in the
presence of 0.6 M salt in the solution. Reprinted from
Basim et.al. (35) with permission from Elsevier.

0 300 600 900 1200 1500
0

200

150

100

50

Loading Force (nN)

La
te

ra
l F

or
ce

 (
nN

)

Baseline
140 mM C8TAB�0.6M NaCl
68 mM C10TAB�0.6M NaCl
32 mM C12TAB�0.6M NaCl

pH 10.5
0.6 M NaCl



KONA  No.21  (2003) 183

and Circuits-Science, Technology and Manufacturabil-
ity, edited by S. P Murarka, A. Katz, K. N. Tu and K.
Maex, Mater. Res. Soc. Proc. 337, Pittsburgh, PA
(1994), p. 121.

16 S. Sivaram, M. H. M. Bath, E. Lee, R. Leggett, and R.
Tolles, Proc. SRC Topical Research Conference on
Chem-Mechanical Polishing for Planarization, SRC,
Research Triangle Park, NC (1992), proc. Vol. #P92008.

17 T. Izumitani, in Treatise on Materials Science and Tech-
nology, Eds. M. Tomozawa and R. Doremus, Academic
Press, New York (1979), p. 115.

18 Basim G. B., Vakarelski I. U., Brown S., Moudgil B. M.,
“Strategies for the Optimization of Chemical Mechani-
cal Polishing (CMP) Slurries,” The Journal of Disper-
sion Science and Technology (Forthcoming, 2003).

19 Bielman M., Mahajan U., Singh R. K., Shah D. O., Palla
B. J., Electrochem. Solid-State Lett., 2, 46-48 (1999).

20 Bielman M., Mahajan U., Singh R. K., Shah D. O., Palla
B. J., Electrochem. Solid-State Lett., 2, 80-82 (1999).

21 J. Schlueter, presented at SemiCon Southwest 95 (1995).
22 Basim G. B., Adler J. J., Mahajan U., Singh R. K.,

Moudgil B. M., J. Electrochem. Soc., 147, 3523 (2000).
23 M. C. Pohl, D. A. Griffiths, J. Electron. Mater., 10, p.

1612 (1996).
24 R. Nagahara, S. K. Lee, H. M. You, publication by Parti-

cle Sizing Systems, VMIC Conference, p. 1, Jun. 18-20,
1996.

25 A. S. Dukhin, P. J. Goetz, Dispersion Technology Inc.,
Company Newsletter, December (1998).

26 Ewasiuk R., Hong S., Desai V., in “Chemical Mechanical
Polishing in IC Device Manufacturing III”, (Arimoto Y.
A., Opila R. L., Simpson J. R., Sundaram K. B., Ali I.,

Homma Y., Eds.), p. 408, Electrochem. Soc. Proc. 99-37,
Pennington, NJ, (1999).

27 Basim G. B., Moudgil B. M., Journal of Colloid and
Interface Science, Vol. 256, No 1, p. 137, December
(2002).

28 M. Colic, D. W. Fuerstenau, Langmuir, 13, 6644 (1997).
29 M. J. Solomon, T. Saeki, M. Wan, P. J. Scales, D. V.

Boger, H. Usui, Langmuir, 15, 20 (1999).
30 L. K. Koopal, T. Goloub, A. deKaiser, M. P. Sidorova, 

Colloids Surf., 151, 15 (1999).
31 K. E. Bremmel, G. J. Jameson, S. Biggs, Colloids Surf.,

146, 755 (1999).
32 C. R. Evanko, D. A. Dzombak, J. W. Novak, Colloids

Surf., 110, 219 (1996).
33 J. J. Adler, P. K. Singh, A. Patist, Y. I. Rabinovich, D. O.

Shah and B. M. Moudgil., Langmuir, 16, 7255-7262
(2000).

34 P. K. Singh, J. J. Adler, Y. I. Rabinovich and B. M.
Moudgil, Langmuir, 17, 468-473 (2001).

35 Basim G. B., Vakarelski I. U., Moudgil B. M., Journal of
Colloid and Interface Science (Forthcoming, 2003).

36 J. N. Israelachvili, “Intermolecular and Surface Forces”,
2nd Ed., Academic Press, New York, (1992).

37 Y. L. Chen, S, Chen, C. Frank, J. N. Israelachvili, Jour-
nal of Colloid and Interface Science, 153, 244 (1992).

38 T. K. Yu, C. C. Yu and M. Orlowski, Proceedings of the
1993 International Electronic Devices Meeting, 4.1, 35
(1994).

39 B. Palla, Mixed surfactant systems to control dispersion
stability in severe environments for enhancing chemical
mechanical polishing (CMP) of metal surfaces, Univer-
sity of Florida Ph.D Thesis (2000).



184 KONA  No.21  (2003)

Author’s short biography

G. Bahar Basim

G. Bahar Basim is a senior process engineer working at Intel Corporation. She cur-
rently conducts research and development on semiconductor device manufactur-
ing, including chemical mechanical planarization.
Basim received her PhD degree in materials science and engineering from the
University of Florida in 2002 with specialties in electronic materials and particle
science and technology. Her dissertation research focused on the design of engi-
neering particulate systems for chemical-mechanical planarization applications.
As a part of the research group at the Engineering Research Center for Particle
Science and Technology, her graduate work led to 12 technical publications and a
US patent application on the impact of slurry particulate properties on pad-particle-
substrate interactions in CMP process. She obtained her MSc degree in mining
and minerals engineering from the Virginia Polytechnic Institute and State Univer-
sity in 1997, and her BSc degree in Mining engineering from the Middle East
Technical University in Ankara, Turkey in 1995. She has also worked as a Process/
Product Development engineer for Engelhard Corporation.
Basim can be reached by e-mail at gul.b.basim@intel.com.

B. Moudgil

Dr. B. Moudgil is a Professor of Materials Science and Engineering and Director of
the ERC. His research interests are particulate processing, solid-solid/solid-liquid
separations, fine particle packing, sol-gel processing, crystal modification, disper-
sion & aggregation of fine particles, polymer & surfactant adsorption, orientation
of particles in slurries, and rheology of concentrated suspensions.



KONA  No.21  (2003) 185

1. Introduction

Waste reuse and recycling are now considered
important, and this also holds for automobile shred-
der residue. Most of the approximately 5 million end-
of-life vehicles entering the waste stream each year
are dismantled, with constituents including engines,
tires, steel, and nonferrous metals being reused and
recycled, bringing the recycling rate up to a high 75
to 80%. The remaining 20 to 25%, which is shredder
residue, amounts to about 1 million tons annually and
is nearly all disposed in controlled landfill sites. [1, 2]
In response to the “End-of-Life Vehicle Recycling Ini-
tiative” released by the former Ministry of Interna-
tional Trade and Industry (now the Ministry of
Economy, Trade and Industry) in 1997, the Japan
Automobile Manufacturers Association (JAMA) un-

veiled a voluntary action plan with the numerical
goals of raising the recycling rate to at least 95% and
reducing landfilled waste to at least one-fifth the 1996
volume, both by 2015.

Automobile shredder residue comprises about 60%
organic materials such as plastic, rubber, and ure-
thane foam, and about 40% inorganic materials includ-
ing glass, steel, wiring called harnesses, and nonfer-
rous metals. JAMA and the automobile industry have
developed a variety of technologies to separate these
materials, such as sorting, volume reduction, and
solidification; dry distillation; and pneumatic separa-
tion, and have shown it is quite possible to achieve
the above numerical goals. [3-6] But these technolo-
gies have not found general use owing to high pro-
cessing equipment costs. The authors explored a
very simple pneumatic separation method in which
air is blown into falling dust from the side to separate
the plastic, rubber, urethane foam, wiring, and nonfer-
rous metals in the dust. [7] But while the light ure-
thane foam was separated with high efficiency
because of its lightness, it was not easy to separate
the other constituents.
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In this research we used gravity separation in a
gas-solid f luidized bed to test separation of three
shredder dust constituents: plastic, rubber, and wire
harnesses. Because gas-solid f luidized beds f luidize
powders with an air blast from below, therefore
resembling liquids, [8, 9] objects lighter than their
bulk density in a f luidized state f loat in the bed, while
objects that are heavier sink. So far the authors have
successfully used this method for coal cleaning [10]
and for separating silica stone and pyrophyllite, which
have a density difference of about 250 kg m�3. [11]
We have used uni-beads, zircon sand, and glass beads
as f luidized powders to determine bulk densities and
dispersion in a f luidized state based on how spheres
with various densities f loat or sink. Densities of the
three dust constituents in ascending order were plas-
tic, rubber, and wiring. Only the wiring sank when
using uni-beads and zircon sand, while we tried using
glass beads to separate plastic and rubber by f loating
the former and sinking the latter. Because the con-
stituents have small density differences, their f loating
and sinking are greatly affected by the particle f lows
and air bubbles in the bed, and hence their separation
is likely difficult. To obtain high separation efficiency
we therefore conducted a separation experiment that
varied superficial air velocity.

2. Materials and Methods

2.1 Automobile Shredder Dust
We extracted the three constituents of plastic, rub-

ber, and wire harnesses from automobile shredder
dust we had obtained from a shredder operator, and
used them in our separation experiment. Table 1
gives the total weights and densities of the con-

stituents, and their photographs appear in Fig. 1. All
constituents weighed about 21 g, and the pieces were
10 to 20 mm in size. Because average density differ-
ences were small, at 400 kg m�3 between plastic and
rubber, and 1,400 kg m�3 between rubber and wiring,
and because of the large density dispersion, we antici-
pated difficulty with gravity separation in a gas-solid
f luidized bed.

2.2 Fluidized Powder
Our f luidized powders were uni-beads of barium sil-

ica titanate glass (Union Co., Ltd.), zircon sand (Lasa
Co., Ltd.), and glass beads (Toshiba Barotini Co.,
Ltd.). For each powder Table 2 shows particle size,
true density, bulk density, shape, and the minimum
fluidization velocity umf obtained in the method
described below. Uni-beads and zircon sand were
used to test the sinking and separation of wiring from
the three constituents. Uni-beads are comparatively
monodispersed and spherical, and are suited to
obtaining basic data showing the tendencies of the
three constituents to f loat or sink in the f luidized bed.

186 KONA  No.21  (2003)

Plastic Rubber Wire harnesses

20 mm

Fig. 1 Photographs of each constituent of the approximately 21 g of automobile shredder residue

Total weight (g) Density (kg m�3)

Plastic 21.4* 0990�180**

Rubber 21.3* 1400�300**

Wire harnesses 20.9* 2800�500**

Table 1 Characteristics of each constituent of the automobile
shredder residue

Note: An electronic balance (MC210S, Sartorius) was used to mea-
sure density.



By contrast, zircon sand has a wide particle diameter
range of 90 to 300 µm, but is cheaper than uni-beads,
and because the small umf presents advantages such
as smaller blower power, it seems they are suited to
practical use. We also tried separating plastic and rub-
ber by using glass beads to f loat plastic and sink rub-
ber.

2.3 Experimental Apparatus
Our experimental apparatus, shown in Fig. 2, was

the same as that in a previous report. [11] A f luidized
bed was created in an acrylic cylinder 48 cm high
with a 20.5-cm inside diameter and wall thickness of
0.5 cm, and an antistatic agent was applied inside to
reduce the inf luence of static electricity. At the bed
bottom was an air distributor made with cloth between
two porous stainless steel plates having holes with
0.3-cm diameters, a pitch of 0.6 cm, and an opening
ratio of 22.67%. Powder was prepared so that it would
be at a height of 15 cm in the f luidized bed. Air was
supplied by a blower to f luidize the powder, and
superficial air velocity was fine-adjusted by opening
and closing the motor valve. Superficial air velocity u0

and pressure drop ∆P were calculated by first using
pressure transducers to read, as voltages, the orifice
f low meter pressure and the pressure difference
between the bottom of the f luidized bed and the
atmosphere, then using previously obtained relational
equations for voltage/superficial air velocity and volt-
age/pressure drop. ∆P was measured while gradually
decreasing u0, and the value of u0 at which ∆P begins
falling from a constant value was used for the mini-
mum f luidization velocity umf.

2.4 Measuring Bulk Density and Its Dispersion
in a Fluidized State

The bulk density ρfb of each powder in a f luidized
state and its dispersion ∆ρfb were determined by
investigating the f loating/sinking in a f luidized bed of
3.75-cm diameter spheres (table tennis balls contain-
ing a certain amount of steel shot) whose densities ρsp

were adjusted for each 10 kg m�3. We f luidized pow-
ders at prescribed superficial air velocity u0/umf, put a
sphere into the center of the top stratum, stopped the
air after 5 min, and measured the distance from the
bed bottom to the sphere’s center of gravity, hsp.
When ρsp�ρfb the sphere f loated, when ρsp�ρfb the
sphere stayed in the middle of the bed without either
rising or falling, and when ρsp�ρfb the sphere sank.
We determined hsp for each sphere’s ρsp. ρsp1 was used
for the largest density sphere that f loated, and ρsp2 for
the smallest density sphere that sank. These values
were used in Eqs. 1 and 2 below to calculate ρfb and
∆ρfb, respectively. ρfb is the average density of spheres
that do not rise or fall, and ∆ρfb is their density range.
hsp was measured three times at prescribed superfi-
cial air velocities in each powder. Averages and stan-
dard deviations of ρfb and ∆ρfb were determined using
the three measured values.

ρfb� (1)
ρsp2�ρsp1

2
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Particle diameter (µm) True density (kg m�3) Bulk density (kg m�3) Shape Minimum f luidization
velocity, umf (cm s�1)

Uni-beads 300-350 4200 2600 Spherical* 15.4�0.1

Zircon sand 090-300 4650 3000 Non-spherical 03.3�0.1

Glass beads 250-300 2500 1500 Spherical* 05.6�0.2

Table 2 Powder characteristics

Note: Averaged values and standard deviations of umf were obtained from three measurements.

q Blower
w Fluidized bed
e Motor valve
r Orifice f low meter
t Pressure sensor
y Personal computer
u Date logger

Air
Electric signal

u
w

t
q

r

e

y

Fig. 2 Schematic drawing of the experimental apparatus



∆ρfb�ρsp2�ρsp1 (2)

2.5 Assessment of Residue Floating-Sinking and
Separation

We f luidized powders at prescribed superficial air
velocities u0/umf. When using uni-beads we separately
added plastic, rubber, and wiring; with zircon sand we
added the three constituents together; and with glass
beads we added plastic and rubber together. When
using uni-beads we added the three constituents
together at the u0/umf at which plastic and rubber
best f loated, and wire harnesses best sank. We
stopped the air one minute after adding the residue
constituents, measured the distance from the bed bot-
tom to each constituent’s center of gravity i, and
determined the weight percentage wi of each con-
stituent at each 3-cm stratum from the bed bottom.

To assess separation, we determined the purity xp

and recovery rate xr, defined below. In uni-beads and
zircon sand, plastic and rubber f loated while wiring
sank. Hence the values of xp were the weight percent-
age of plastic and rubber in the dust that f loated in
the top stratum at i�12 to 15, and the weight percent-
age of wiring in the dust that sank to the bottom stra-
tum at i�0 to 3. For xr values we used the weight
percentage of the portion of total plastic and rubber
that f loated in the top stratum at i�12 to 15, and the
weight percentage of the portion of total wiring that
sank to the bottom stratum at i�0 to 3. In glass beads
plastic f loated and rubber sank. Thus for their xp val-
ues we used the weight percentage of dust plastic that
f loated in the top stratum at i�12 to 15, and the
weight percentage of dust rubber that sank to the bot-
tom stratum at i�0 to 3. For xr values we used the
weight percentage of the portion of total plastic that
f loated in the top stratum at i�12 to 15, and the
weight percentage of the portion of total rubber that
sank to the bottom stratum at i�0 to 3. The experi-
ment was performed three times under each set of
conditions, and the average and standard deviation of
each value were determined.

3. Results and Discussion

3.1 Superficial Air Velocity and Pressure Drop
For each powder we measured pressure drop ∆P

while gradually decreasing superficial air velocity u0.
Results appear in Fig. 3. When u0 is big, ∆P is con-
stant, showing that all powders are f luidized, but
under minimum f luidizing velocity umf, ∆P decreases
linearly, showing that the powders are fixed. Uni-

beads and zircon sand have about the same bulk den-
sity, and they have about the same ∆P values when in
a f luidized state, but because zircon sand has many
particles smaller than those in uni-beads, it has a
smaller umf value than uni-beads, as shown in Table 2.

3.2 Bulk Density and Its Dispersion in a 
Fluidized State

We varied the superficial air velocity u0/umf in each
powder and checked the positions in the f luidized bed
hsp of spheres with various densities ρsp, then deter-
mined the bulk density ρfb and its dispersion ∆ρfd in a
f luidized state. Figs. 4 and 5 show the hsp at ρsp for
various u0/umf, and the ρfb and its ∆ρfb for various
u0/umf when using uni-beads. At all u0/umf there were
spheres which f loated at low density, but which,
when their densities were larger, stayed in the middle
stratum of the f luidized bed without either rising or
falling, and which completely sank at still greater den-
sities. The average density ρfb of spheres that stayed
in the bed’s midregion remained almost constant
even if u0/umf was changed, but its dispersion ∆ρfb

increased with u0/umf. This is likely because powder
f luidization becomes more intense as superficial air
velocity increases, which destabilizes the f loating and
sinking of spheres. Figs. 6 and 7 show the results for
zircon sand. ∆ρfb increased with u0/umf just as with
uni-beads, but ρfb tended to decline instead of remain-
ing constant. Because the bulk volume of a f luidized
powder generally increases as superficial air velocity
increases, ρfb decreases. Using zircon sand we per-
formed sphere f loat/sink experiments over a broader
u0/umf range than with uni-beads, and it seems this
tendency appeared more salient. It is also possible
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Fig. 6 Dependence of sphere position on density at various super-
ficial velocities.  Powder is zircon sand.

2500

2400

2300

2200

2100

2000

400

300

200

100

0
1.00 1.05 1.10 1.15 1.20 1.25 1.30 1.35

ρfb

∆ρfb

Superficial air velocity, u0/umf

B
ul

k 
de

ns
it

y 
of

 f
lu

id
iz

ed
 b

ed
, ρ

fb
(k

g 
m

�
3 )

D
is

pe
rs

io
n 

of
 ρ

fb
, ∆

ρ f
b

(k
g 

m
�

3 )

Fig. 5 Dependence of f luidized bed bulk density and its dispersion
on superficial air velocity.  Powder is uni-beads.
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that the wide range of zircon sand particle sizes and
the non-spherical particle shape engendered porosity
changes, and this is conceivably the reason for the dif-
ference observed in change tendencies between uni-
beads and zircon sand. Figs. 8 and 9 show the
results for glass beads. Unlike uni-beads and zircon
sand, ρfb and ∆ρfb remain nearly constant even if
u0/umf is changed. A possible explanation is that glass
beads have a lower density than uni-beads and zircon
sand, but the reason is unclear.

These results show that uni-beads and zircon sand
have bulk densities of ρfb�2300 to 2400 kg m�3 when

f luidized, which are between the average densities of
rubber and wire harnesses. Glass beads, by contrast,
have a bulk density of ρfb�1400 kg m�3 when f lu-
idized, about the same as rubber’s average density.

3.3 Residue Floating and Sinking
We performed f loat/sink experiments with plastic,

rubber, and wire harnesses in several powder types
while varying the superficial air velocity u0/umf.
Fig. 10 shows the f loat/sink results when putting
the three constituents into uni-beads separately. The
vertical axis shows heights i in the f luidized bed at
3-cm strata, and the horizontal axis shows the weight
percentage wi of the three constituents in each stra-
tum. When u0/umf�1.05, plastic and rubber were
completely af loat, and wiring sank with difficulty.
This is probably because superficial velocity was low
and the powder was not very f luid. As u0/umf

increased, a growing percentage of the wiring sank,
and when u0/umf�1.30 the wiring almost completely
sank, but plastic and rubber did not completely f loat.
This could be because when superficial velocity is
high, powder f luidization is intense, and especially
because f luidized bed surface vibration is great.
Fig. 11 shows the purity xp and recovery rate xr

obtained in the experiment for each constituent in
relation to u0/umf. The xp of plastic and rubber
increased as u0/umf increased, and it was nearly 100%
when u0/umf�1.15. Meanwhile, the wiring xp was
100% when u0/umf�1.15, but it decreased when
u0/umf�1.15. Change in xr was the opposite from that
of xp because the xr of plastic and rubber was 100%
when u0/umf�1.15, but it decreased when u0/umf�
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Fig. 8 Dependence of sphere position on density at various super-
ficial velocities.  Powder is glass beads.
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1.15, while the xr of wiring was nearly 100% when
u0/umf�1.15, but was sharply reduced when u0/umf�
1.15. As noted above, these factors are clear from the

connection to low powder f luidity and f luidization
intensity. We performed a f loat/sink experiment by
putting the three constituents together into the f lu-
idized bed at u0/umf�1.15, which exhibited the best
plastic and rubber f loating and wire sinking. Results
for plastic and rubber were xp�99.1�0.9 and xr�
100.0�0.0, and for wiring xp�98.8�1.7 and xr�92.2�
4.1. These results were about the same as when
putting the constituents in separately, and showed
that it is possible to separate wiring from the three
constituents with high efficiency.

Figs. 12 and 13 show, respectively, the f loat/sink
results and the xp and xr according to u0/umf when the
three constituents were put in zircon sand together.
The f loat/sink tendencies of the constituents were
about the same as those for uni-beads. While the
change trends of xp and xr too were about the same,
the changes were more distinct in zircon sand. As
observed in the previous section, conceivable reasons
include the facts that zircon sand has a wider particle
size distribution than uni-beads and is nonspherical,
and that the u0/umf is larger. When u0/umf�1.6 the
purity and recovery rate values of all constituents
were about 100%, showing that zircon sand, which
appears to be more suited to practical use than uni-
beads, can also separate out wiring with high effi-
ciency.

Figs. 14 and 15 show, respectively, the f loat/sink
results and the xp and xr according to u0/umf when
plastic and rubber were put in glass beads together.
As u0/umf increased, plastic f loated with greater diffi-
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Fig. 10 Weight percentages of plastic, rubber, and wire harnesses at each height in the f luidized bed at various air velocities
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is uni-beads.



culty and rubber sank more readily, and despite the
use of different dust constituents, f loat/sink tenden-
cies were about the same as in uni-beads and zircon

sand. The change tendencies of xp and xr also coincide
qualitatively. The small difference between the aver-
age densities of plastic and rubber meant that items
of about the same density were mixed, and thus the
two were not completely separated in dif ferent stra-
ta, but when u0/umf�1.20 we obtained better-than-
expected separation with a high xp value of about 90
and xr of 70 to 90.

When using uni-beads and zircon sand the ρfb falls
between the average densities of rubber and wiring,
suggesting that separating them is easy, but even
though the ρfb of glass beads is about the same as
rubber’s average density, rubber almost completely
sank especially when u0/umf was large. Hence the
above results likely do not represent f loating and
sinking in line with density differences. As described
in another paper, [11] the probable reason is that
because objects put into the f luidized bed are affected
by the particle f lows and air bubbles in the bed,
whether they f loat or sink is not determined solely by
density difference. Effects of the f low will be different
depending on an object’s size and shape, and there-
fore one expects that even among objects with the
same density, some will sink and some will not. The
ρfb values obtained in this research are based on the
f loating and sinking of spheres 3.75 cm in diameter.
Because wire harnesses differ totally in size and
shape from these spheres, and are accordingly
affected differently by bed f lows, it seems to follow
that there are f loat/sink differences between spheres
and wiring with the same density.
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Fig. 12 Weight percentages of plastic, rubber, and wire harnesses at each height in the f luidized bed at various air velocities
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4. Conclusion

We used gravity separation in a gas-solid f luidized
bed to test the separation of wire harnesses from plas-

tic and rubber in automobile shredder residue. We
investigated the separation of wiring from the three
constituents in uni-beads and zircon sand, and the
separation of plastic and rubber in glass beads.
Results are as follows.
1) In uni-beads and zircon sand, plastic and rubber

f loated in the bed’s top stratum, and wiring sank to
the bottom stratum. It was thus possible to sepa-
rate wiring from the three constituents with high
purity and a high recovery rate. The difference
between the average densities of plastic and rubber
is not great, and we anticipated difficulty in sepa-
rating these mixed items with similar densities, but
by using glass beads we obtained better-than-
expected separation with purity of about 90% and a
recovery rate of 70 to 90%.

2) Floating and sinking of objects in the gas-solid f lu-
idized bed depends not only on density differ-
ences, but also on the state of powder f luidization,
the effect of bed f lows on objects, and other fac-
tors, but we found that controlling superficial air
velocity makes it possible to make objects f loat or
sink according to density differences, and to attain
high-efficiency separation.

Nomenclature

hsp position of sphere from bottom (m)
i height in f luidized bed (m)
∆P pressure drop (Pa)
u0 superficial air velocity (m s�1)
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Fig. 14 Weight percentages of plastic and rubber at each height in the f luidized bed at various air velocities
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umf minimum f luidization velocity (m s�1)
wi weight percentage at i (%)
xp purity (%)
xr recovery (%)

Greek

∆ρfb dispersion of ρfb (kg m�3)
ρfb bulk density of f luidized bed (kg m�3)
ρsp sphere density (kg m�3)
ρsp1 largest density of f loating sphere (kg m�3)
ρsp2 smallest density of sinking sphere (kg m�3)
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1. Introduction

Recently, electrostatic disasters and troubles have
become a serious problem in powder handling
processes because they sometimes cause explosion
and fire [1-3]. For example, in the process of powder
pneumatic transportation, powders are tremendously
charged due to their collisions between themselves
and against transportation pipe. In the case such
charged powders are fed into a silo directly, a light-
ning discharge (atmospheric discharge) in the upper
space of the silo or cone discharge along with the
accumulated powder surface are frequently observed,
which sometimes induce explosion and fire [4-5]. 

In addition to the progress in the powder handling

technologies, size of powder becomes much smaller
in order to increase the functionality. However, the
minimum ignition energy also decreases awfully with
a decrease in powder size. Among such fine powders,
some of them have ignition energy smaller than 1mJ,
which is as small as the f lammable gas. The surface
area also increases with a decrease in powder size,
leading to increase the electrification. In order to pre-
vent these hazards beforehand, development of con-
tinuous motoring and practical control system of
powder electrification is strongly required.

So far, we have developed a novel electrostatic
detecting system based on the measurement of elec-
trostatic field strength, and tried to apply to f luidized
bed drying and pneumatic conveying processes to
continuously monitor the powder electrification [6-7].
We also have developed a corona-discharge type elec-
trostatic neutralizer to remove electrostatic charge of
powders during pneumatic conveying of powders into
a silo [8]. However, it is impossible to remove electro-
static charge completely and sometimes electrifica-
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tion to the opposite pole due to the too much ion sup-
ply has been observed. In order to remove electrosta-
tic charge completely without having the opposite
electrification, accurate measurement and control of
electrostatic charge is required.

In this study, we have tried to develop an electrosta-
tic removal system composed of electrostatic field
strength sensor, corona-discharge type neutralizer
and computer control system. We also have applied
this system to powder pneumatic conveying system
and try to analyze the dynamic characteristics of elec-
trification and its neutralization process. Base on the
analysis, an optimum feedback control system of elec-
trification has been developed and performance of the
system was also confirmed.

2. Experimental

2.1 Equipment 
Figure 1 describes a schematic diagram of a pneu-

matic conveying system. The system consists of a
transportation pipe (i.d.28mm�2m) made of stain-
less seamless pipe (SUS304), an electrostatic filed
strength sensor, a corona-discharge type neutralizer,
and a Faraday cage. This Faraday cage is modified to
have a stainless mesh at the bottom of the inner cylin-
der and a bag filter inside it, so that the only air
passes through them and powders remain inside the
bag filter. In the conveying experiment, powders are
fed into the conveying pipe through a feeder and con-
veyed by air supplied from an induced blower. Pow-
ders are mainly charged due to their collisions with

conveying pipe and are continuously measured its
electrostatic field strength by an developed electrosta-
tic field strength sensor and finally measured its total
charge by a Faraday cage. The air used for conveying
powders were heated up to 333K to maintain its rela-
tive humidity around 45% R.H. 

Figure 2 illustrates measurement principle of a
developed electrostatic field strength sensor [6,7].
The sensor is installed inside a stainless cylinder (i.d.
8mm) and measures electrostatic field strength as an
alternating voltage, which is induced at an electrode
by periodically chopping the electrostatic field.  

Assuming that the chopping cycle is ω (�500Hz),
area of the electrode where electrostatic field f lows in
is S0, and the one which changes periodically due to
the electrode vibrating is S1, then the effective area of
the electrode S can easily be written as:

S�S0�S1sinωt (1)

The Gauss’s law calculates an electrical charge q,
which is induced by the electrostatic field periodical
change,  

q�ESε0 (2)

where E shows an electrostatic field.
A current Is running through an electric resistance

Rs which connects the electrode and ground is calcu-
lated as,

Is�dq/dt
�Eε0ω S1cosωt (3)

The voltage of the electric resistance Vs is thus:
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Vs�Rs Is

�RsEε0ω S1cosωt (4)

Finally, the electrostatic field strength E can be
detected by measuring the voltage Vs of the electric
resistance Rs. 

Figure 3 describes a schematic diagram of a devel-
oped corona-discharge type neutralizer. The neutral-
izer composes of a needle electrode and nozzle
electrode (grounded metal cover). Between the both
electrodes, corona-discharge is occurred, leading to
ionize the air supplied from a compressor. The ion-
ized compressed air is then sprayed to charged pow-
ders to neutralize their charge. In this study, DC type
is applied in order to increase the neutralize effi-
ciency as much as possible. As shown in Fig. 1, the
nozzle is installed perpendicular to the pipe and hori-
zontal level of the nozzle extremity and the inside
pipe surface is set at the same. For the needle mate-
rial, Ni-Cr composite is used to prevent corrosion and
erosion.

2.2 Powder sample
For powder sample, spherical PMMA particles,

which had been sieved to have size range between
100 and 200µm were used. Before the experiment, the
PMMA particles were sufficiently dried in a shelf
drier and initial charge was removed by ground. The
particle feed rate was 1kg/min and airf low velocity
was set at 33m/s.

3. Results and discussion

3.1 Performance of the neutralizer
Figure 4 investigates the relationship between sup-

ply current to the neutralizer and ion current gener-
ated by the neutralizer under various supplied air
velocities. In this experiment, the ionized air was
sprayed into the Faraday cage directly to measure the
electric charge. Seen from the figure, the ion current
increased with an increase in the supply current, and
the larger ion current was observed when the sup-
plied air velocity was larger for both negative and pos-
itive charge. This implies the possibility of practical
control of neutralizing performance by means of the
supply current. 

3.2 Dynamic characteristics of the neutralizing
process 

In order to control the electrostatic charge in pow-
der pneumatic conveying process, its dynamic charac-
teristics should be intensively understood before-
hand. Thus the step response of the neutralizing
process was investigated by using developed equip-
ment shown in Fig. 5. The equipment composes of
two metal plates (0.2�0.2m) located at the opposite
side having distance of 0.01m, electrostatic filed
strength sensor and corona-discharge type neutral-
izer. Stepwise input difference was generated by a
personal computer then its output response was
investigated. This equipment imitates the process in
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which the electrostatic field strength sensor detects
electrostatic field strength of the charged particles
and then the corona-discharge neutralizer generates
ionized air until the charged powders are completely
neutralized. 

Figures 6 and 7 illustrate the method for determi-
nation of step input response and result of output
response against the unit step input, respectively.
Seen from the figure, the output response converged
to a constant value at t→�. From this phenomena,

the dynamic characteristics of this process was
assumed to be described by a simplified transfer func-
tion G(s) composed of first order lag element includ-
ing dead time as Eq.(5).

G(s)� (5)

where K, L and T mean gain, dead time and time con-
stant, respectively. By curve fitting, each parameters
in Eq.(5) can be determined as K�1, L�0.34s and
T�0.95s. The inverse Laplace Transform gives the
numerical output response against the unit step input,
which is also described in the Fig. 7. Since adequate
correlation was estimated between the both output
responses, it is safe to assume that the dynamic char-
acteristics of the neutralizing process is described by
the Eq.(5). In the following, a feedback control of the
powder charge is attempted by using the transfer
function G(s).
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3.3 Feed-back control of powder charge in
pneumatic conveying process

The PID controller has a transfer function com-
posed of P (proportional), I (integral) and D (deriva-
tion) elements as, 

G(s)�KP �1� �sTD� (6)

where, Kp, TI and TD indicate proportional gain, inte-
gration time and derivation time, respectively.

1
sTI

Assuming that the difference between the desired
and output values is e(t), the manipulated output
value of the PID controller, u(t), is described as
Eq.(7).

u(t)�KP �e(t)� �
t

0  
e(t)dt�TD � (7)

In the case that the transfer function is described by
the first order lag element including the dead time,
each parameters of PID controller can de determined
by a method proposed by Ziegler and Nichols
(Table 1) [10]. 

Figure 8 shows the results of control by three dif-
ferent feedback control methods, P, PI and PID. Here,
the desired value of each control was set at 0V/m and
the sampling interval was 20Hz (0.05s). 

From Fig. 8, it was confirmed that the powder
charge was awfully decreased in each control

de(t)
dt

1
TI

KONA  No.21  (2003) 199

PID
PID

PI

P

�105

Without control

PI

P
�40

�20

0

4

2

0

4

2

0

4

2

0

4

2

0

�40

�20

0
�40

�20

0
0 20 40 60 80

Time (s)

0 20 40 60 80

Time (s)

Su
pp

ly
 c

ur
re

nt
 fo

r 
ne

ut
ra

liz
er

 (
µA

)

Fig. 8    Results of control and behaviors of supply current for neutralizer under various control methods

Time, t (s)

G(s)�
e�0.34s

1�0.95s

0 1 2 3 4

Experimental

Calculated based on G(s)

1

0.8

0.6

0.4

0.2

0

Fig. 7    Output response against the unit step input

Movement of Controller KP (�) TI (s) TD (s)

(1) P T/L* � 0

(2) PI 0.9 T/L* 3.3L 0

(3) PID 1.2 T/L* 2L 0.5L

Table 1 Optimal parameters for PID Control

E
le

ct
ro

st
st

ic
 fi

le
d 

st
re

ng
th

 (
V

/m
)

O
ut

pu
t r

es
po

ns
e 

(�
)



method. However, in the P control, the powder
charge did not converge to the desired value (0V/m)
and offset was still remained. By contrast, PI control
could remove the offset by introducing the integral
(I) element. In addition, PID control could increase
the response speed by applying the derivation (D)
element. 

Figure 9 indicates the total charge of particle mea-
sured by the Faraday cage located at the downstream
of the conveying pipe. By using the feedback control,
the total charge could be greatly reduced. It was also
found that the total charge of particles could be
reduced almost 0 by using the optimized PID control.

Conclusion

The electrostatic charge control system composed
of corona discharge neutralizer, electrostatic filed
strength sensor and computer control system was
newly developed and applied to the powder pneu-
matic conveying process. Dynamic characteristics of
electrostatic charge and its elimination process
through the corona discharge neutralizer were ana-
lyzed. Based on the characteristics, a simplified trans-
fer function composed of first order lag element
including dead time was proposed and the optimal
control parameters for digital PID control was de-
termined. Performance of the control was also in-
vestigated experimentally under various control
parameters (P, PI and PID controls). It was found that

the electrostatic charge during the powder pneumatic
conveying process was favorably self-controlled and
powder charge was awfully reduced by each control.
The optimum PID control was also found to reduce
the powder charge almost completely without having
any offset. This control method can be used to any
kind of powder handling processes and is expected to
be very useful and reliable device to prevent troubles
originated by the electrostatic charge. 
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Introduction

When producing CWM (Coal Water Mixture) from
pulverized coal, coal particle size distribution must be
adjusted to a wider range consisting of a large quan-
tity of finer particles. To this end, we developed a
method for rounding pulverized coal particles to cre-
ate large quantities of finer particles which will ease
the necessary adjustment of particle size distribution.
As stated in a previous report,1 this technique makes
it possible to produce a high quality CWM. However,
another problem still remains, for even though cer-
tain brands of coal might have the same HGI (Hard-
grove Grindability Index) value, some are more
difficult than others to pulverize using this rounding
method. Therefore, an improved pulverization tech-
nique must be developed in order to expand the num-
ber of coal types usable in making CWM.

To address this problem, we focused our attention

on the numerous pores present within coal and, on
this basis, proposed a method for embrittling coal via
the generation and propagation of cracks. First, coal
powder is loaded into a pressure vessel and subjected
to high pressure. Then, the pressure is rapidly
released, causing the rapid expansion of the gases
residing in the coal pores. In short, this method uti-
lizes gas expansion pressure to trigger crack genera-
tion and propagation. If the coal powder embrittled in
this manner is fine-pulverized using the rounding
method, it becomes easier to adjust particle size dis-
tribution so it consists of large numbers of extremely
fine particles that will be suitable for CWM. We
report here that, through experimentation, we have
investigated and been able to verify that, indeed,
embrittled coal powder obtained by embrittling coal
through a pressure release of 0.2-0.3 MPa is easily
fine-pulverized to attain a particle size distribution
suitable for CWM.

1. Coal Pores and Embrittlement of Coal

Fig. 1 shows the particle size distributions of A
coal (HGI�50) � which is difficult to fine-pulverize
by rounding � before and after the rounding process,
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analyzed using a Laser Micron Sizer (Seishin, LMS-
30) particle size distribution analyzer. Included in the
graph is an analysis of B coal (HGI�55) � which pro-
vides a high-quality CWM � after the rounding
process.

In the graph, the post-rounding 10% diameter is
approx. 1.6 mm for both A and B coal; the post-round-
ing 50% diameter for B coal is approx. 9 mm, while
that for A coal is approx. 16 mm; and the post-round-
ing 90% diameter for B coal is 33 mm, while that for A
coal is 88 mm. In sum, it is apparent that A and B coal
differ in terms of the size of their larger particles. It is
possible that A coal’s tend to be larger due to the diffi-
culty of fine-pulverizing its relatively large particles
during the rounding process, despite the fact that fine
particles are also generated.

Relatively large, less-pulverable particles can be pul-
verized but first must be transform into a ready-to-
crack form. For this purpose, embrittlement of such
particles via an embrittlement technique appears to
be a promising solution.

Ordinarily, a very brittle solid substance will have
numerous internal voids and cracks. When subjected
to an external force, such a substance will fracture
and break along these voids and cracks, leading to its
pulverization. In some cases, pulverization will occur
when the crystalline grain interfaces within a solid
substance are subjected to a force which produces a
shearing strain.

Coal is considered an amorphous substance. There-
fore, to increase the brittleness of coal particles, it is

necessary to trigger cracks, etc., within them. As a
means for triggering such cracks, we focused our
attention on the pores present within coal particles.
As shown in the SEM (Scanning Electron Micro-
scope) photograph of a cross-section of a coal particle
in Fig. 2, ordinarily both relatively wide and narrow
cracks appear as striations inside the coal particle.
Furthermore, numerous pores appear as black dots
of various sizes. Founded on the porous nature of
coal, our method relies on the generation and propa-
gation of cracks. The preferred technique of crack
generation and propagation is to utilize gas impact
force by loading coal powder into a pressure vessel
and, after subjecting it to high pressure, rapidly
releasing the pressure to produce a rapid expansion
of the gases within the coal pores. In this manner, the
coal is embrittled by the generation of cracks started
at the pores and by the cumulative force of the
already started cracks. It is then possible, we believe,
to obtain a particle size distribution suitable for CWM
production by fine-pulverizing the embrittled coal
using the rounding process.

2. Experiment

In our experiment, using a commercial cereal
puffer to measure the effects, high pressure was
exerted on coal powder then rapidly released, causing
the gases in the coal pores to expand violently and,
thereby, triggering the emanation of cracking from
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Fig. 1 Particle size distribution of pulverized coal

Fig. 2 SEM photograph of cross-section of coal particle



the pores. The cereal puffer vessel itself, shown in
Fig. 3, measures 250 mm�300 mm in diameter. One
end of the vessel was fitted with a butterf ly-shaped lid
in order to effect the rapid release of pressure. The
other end of the vessel was equipped with a gauge to
monitor the internal pressure. In pastry-making, pres-
sure is increased by heating with a burner. For our
experiment, however, nitrogen gas was pressure-fed
through pressure-gauge piping to increase the inter-
nal pressure, as shown in Fig. 4. Loaded with coal
powder, the vessel’s internal pressure was increased
to a predetermined level with the pressurized nitro-
gen gas. Then, the lid was unlocked and opened,
which caused the rapid release of pressure. As a
result, the coal powder within the vessel was dis-
charged and carried away by the outward f low of gas.
To capture the discharged coal powder, a 250-liter
polyethylene bag with a built-in lid was placed on the

vessel as a collection bag. The amount of coal powder
discharged per gas release cycle was set to approx.
400 ml. However, not all the coal powder was dis-
charged from the vessel; a certain amount remained
in the vessel in every discharge cycle because the dis-
charge port measured only 150 mm in diameter.

Until a total of 2 liters of coal powder (an amount
needed for the rounding stage of our experiment) had
been embrittled, the above-mentioned sequence was
repeated with our sample coal powder repeatedly
filled into the vessel. As a result, coal powder accumu-
lated in the vessel. Despite this fact, for our purposes,
only the powder discharged from the vessel and cap-
tured in the collection bag was treated as embrittled
coal powder because the discharged portion of pow-
der was, we reasoned, subjected to the greatest
expansion pressure. The experiment was repeated at
each of four discharge pressures (0.2, 0.3, 0.5 and 0.7
MPa).

Next, in order to fine-pulverize the embrittled coal
powder, the prototype rounding device shown in
Fig. 5 was employed.1 The device consists of two
disks (stationary disk and rotary disk) with meshing
crusher teeth. The coal powder is fed through the
center portion of the stationary disk. The coal parti-
cles sandwiched between the two crushing teeth are
transported in circumferential, radial, and axial direc-
tions. During this process, the corners of our embrit-
tled sample particles wore off by colliding with one
another or through the friction of the crusher teeth,
making the particles spherical and, at the same time,
generating fine particles out of the shaved off corner
portions.
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Fig. 3 Cereal puffer

Fig. 5 Rounding deviceFig. 4 Experimental set-up of embrittlement
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3. Results of Experiment, Observations

We evaluated the effectiveness of the embrittlement
of the coal powder by verifying crack occurrence
through the inspection of SEM photographs of cross-
sections of the coal particles. In addition, after fine
pulverization via the rounding process, we measured

the particle size distribution of the fine powder prod-
uct.

3.1 SEM Inspection
For comparison purposes, the cross-sectional SEM

photographs of the coal particles both before and
after embrittlement are shown in Fig. 6. Photos (a),
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Fig. 6 SEM photographs of cross-section of coal particles before and after embrittlement

(a) Coal particles before embrittlement
(Magnification; About 100)

(d) Coal particles after embrittlement
(Magnification; About 100)

(b) Coal particles before embrittlement
(Magnification; About 500)

(e) Coal particles after embrittlement
(Magnification; About 500)

(c) Coal particles before embrittlement
(Magnification; About 2000)

(f) Coal particles after embrittlement
(Magnification; About 2000)



(b), and (c) each represent a cross-sectional view of
the coal particles before embrittlement, and photos
(d), (e), and (f) each show a cross-sectional view of
the coal particles after embrittlement. From these
photos, each pre-embrittlement cross-sectional view
exhibits innumerable pores as dots together with stri-
ated cracks. In contrast, each post-embrittlement
cross-sectional view shows far fewer dots and an
increased number of striated cracks. Moreover, the
length of post-embrittlement striations is much longer
and their width twice as large as the pre-embrittle-
ment striations.

From these findings, it can be safely judged that
subjecting coal powder to the rapid release of high
pressure causes the gases residing in coal pores to
expand violently, which results in the formation and
spread of cracks.

3.2 Fine Pulverization by Rounding
Embrittled coal powder was fine-pulverized with the

rounding device illustrated in Fig. 5. Then, the parti-
cle size of the fine-pulverized coal powder was again
measured using the particle size distribution analyzer.
The results of our analysis is graphed in Fig. 7 and
Fig. 8.

Fig. 7 shows the particle size distributions of coal
powders that were embrittled with discharge pres-
sures of 0.2, 0.3, 0.5 and 0.7 MPa using the cereal
puffer, and then were fine-pulverized using the previ-
ously mentioned rounding technique. For comparison
purposes, this diagram also illustrates the particle

size distributions of a non-processed coal powder and
a coal powder sample that was processed by rounding
but was not embrittled. Fig. 8 illustrates our investi-
gation into possible changes in coal powder particle
size based on whether or not crack propagation
affects particle size during the embrittlement process.
From these findings, it is apparent that the particle
size of the coal powder exhibited virtually no change
even when cracking was triggered by effecting the
rapid expansion of the coal pore gases. Nevertheless,
this coal powder was easily fine-pulverized via the
rounding process. The particle size after fine-pulver-
ization, for 90% diameter, was no greater than 35 mm
regardless of the level of pressure exerted in the
embrittlement process. The particles at 50% diameter
were 16 mm, without having undergone the embrittle-
ment process. Although results varied somewhat
depending on the amount of pressure exerted, the
coal powder sample at 50% diameter after having
undergone the embrittlement process, fell into the
much lower range of 3 to 5 mm. Consequently, our
method proved to be able to readily prepare coal pow-
der that has a particle size distribution suitable for
CWM formulation involving a large proportion of
finer particles. Employing this method, a CWM of vis-
cosity 1000 mPa-s at approx. 65% concentration was
successfully produced with A coal, which otherwise
would have been a material difficult to pulverize.

Additionally, Fig. 9 illustrates the relationship be-
tween the pressure exerted and post-pulverization
particle size � a greater discharge pressure led to a
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Fig. 7 Particle size distributions of pulverized coal after embrittle-
ment
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smaller 50% diameter. This means that by controlling
the discharge pressure, the resultant post-rounding
particle size can be controlled as required.

Conclusion

We proposed a coal powder embrittlement method
by which the gases in coal particle pores are com-
pressed and then rapidly released, causing the violent
expansion of the gases and, thereby, the generation of
cracks emanating from the coal pores. We also pro-
posed a grounding method for fine-pulverizing the
coal particles thus embrittled, and demonstrated the
effect of the combination of these methods in our
experiment. The results clearly show that the particle
size of coal powder, even after the embrittlement pro-
cedure, remains virtually unchanged while, in con-
trast, fine-pulverization is readily achieved by the
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Fig. 9 Relation between pressure and particle diameter
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rounding procedure.
To sum up, by employing the method detailed

herein, previously less pulverable coal brands that
generate a lower amount of fine particles can be used
to produce a large amount of finer particles. This
method will contribute to the better production of
high-quality CWM as well as to an increase in the
range of coal brands usable in CWM manufacturing.
In addition, the embrittlement method put forth here
may make it possible to obtain the particle size
needed for a given application, since controlling the
discharge pressure during the embrittlement process
changes the particle size produced in the rounding
process.
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R : cumulative percentage of oversize (%)

References

1) Ono, T. and Y. Yamasaki : “Particle Shape Control by
Rounding Irregular Shaped Particles � Effects of Parti-
cle Shapes on Fluidity of Pulverized Coal in CWM and
Fly-ash Particles �”, J. Soc. Powder Technol. Japan, 35,
655-661 (1998)



208 KONA  No.21  (2003)

1. Introduction

When developing new materials, it is important to
have the capability to feed small amounts of particles
(i.e. “to microfeed particles”) of a uniform composi-
tion at a constant feed rate in air or liquid continu-
ously into a container of particulate materials. In
particular, wet microfeeders, in which raw materials
are charged in a vessel filled with a liquid, are neces-
sary for feeding wet materials into the device for par-
ticulate operation in liquid, and for feeding raw
materials into a small-scale wet separator [6].

In air, the microfeeding of particles of smaller sizes
becomes more difficult because it is easier for them
to adhere to the wall of the feeder or to cohere with

each other. Matusaka et al. recently reported that cap-
illary tubes vibrating at high frequency of less than
760Hz [1] or at an ultrasonic frequency of 20kHz [2]
were effective for microfeeding fine powders in air.

On the other hand, liquid has an advantage of
diminishing the particle adhesion and cohesion. It is
expected that this advantage can be applied to the fol-
lowing wet microfeeding processes. (1) For “fine par-
ticles”, uniform-density suspension can be obtained
because the settling velocity is very low. Wet micro-
feeders configured with a rotary pump and an elastic
tube are now available to microfeed suspended fine
particles. (2) For “small particles” which tend to
deposit on the tube wall because the settling velocity
is comparatively high, the above method (1) cannot
be applied. Few reports concerning the wet micro-
feeding of “small particles” have been found.

In this paper, a wet microfeeder which utilizes ultra-
sonic force in liquid was designed and constructed on
the basis that the dispersion and movement of small
particles can be facilitated in the ultrasonic field in liq-
uid. Discharge characteristics of small particles from
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the nozzle of a thin glass tube were experimentally
investigated in liquid subjected to ultrasonic force.

2. Experimental

2.1. Experimental materials
Table 1 shows the properties of experimental

materials used. Three couples of spherical (s) and
irregular-shaped crushed (i) mullite particles (true
density ρp�2920kg/m3) were prepared. Both the s-
and i- particle groups in each couple had the same
sieve opening range. The three couples had different
average particle diameters (dp�81, 127, 180µm). Each
spherical particle group consisted of many spherical
particles, and some irregular-shaped ones with small
protuberances as shown in the particle images of rep-
resentative spherical groups (Mat-Ss) from Table 1.
In this paper, the irregular-shaped particles in the
spherical particle group are also referred to as
“spherical particles” for convenience.

The shape index ψ defined by Eq. (1) presents the
degree of surface roughness of the two dimensional
particle image based on the circle of equivalent area:

ψ � (�1.0), (1)

where A and p respectively denote the area and
perimeter length of a particle image.

The ψ distributions in Table 1 were measured in
the vertical direction by an image analyzer (Luzex FS,
Nireco, Hachioji, Japan) for about 300 particles ran-
domly sampled from each group. The respective ψ50

values in Table 1 denote the medians of ψ distribu-
tion concerned. 

The volume shape factors fn for groups of dp�127,
180µm were obtained by the following equation: 

fn� , (2)
Mn

Nnρpdp
3

4πA
p2

where Mn and Nn denote the mass and the number of
9,000 and 2,300 or more particles randomly sampled
from 127 and 180µm sized groups, respectively. The
shape factors of the s- and i- particles in the smallest
sized group (dp�81µm) were not shown in Table 1
because reliable measurements of their Mn- and Nn-
values were not obtained.

2.2. Experimental apparatus
Fig. 1 shows the schematic diagram of the wet

microfeeder developed in this paper. Two ultra-
sonic transducers (1) (HEC-342445100, Langevin-type,
Honda Electronics, Toyohashi, Japan) was fixed to
the outer bottom of a rectangular vessel of stainless
steel (2) (inner dimensions: 117×117×117mm). The
transducers were driven by the sinusoidal power from
an ultrasonic generator (W-113, including power ampli-
fier, maximum output�100W, Honda Electronics,
ibid.). The applied voltage V0 (V) (peak to peak value)
to each transducer was controlled through a variable
transformer (SLIDAC SK105, Toshiba, Tokyo, Japan). 

A thin glass tube (3) (inside diameter�2mm, length
�235mm) for charging and feeding particles was
fastened with a joint (4) at the center of the rectangu-
lar-vessel top cover. The glass tube (3) had a cone-
shaped nozzle of inside diameter Dn at the bottom
from which particles could be discharged as shown in
Fig. 1. This made it possible to observe the behavior
of particles discharged from the nozzle, whose bot-
tom was placed at �30mm in h which denotes the dis-
tance in the vertical direction from the inner bottom
of the rectangular vessel. 

A dilute aqueous solution of a surfactant (Extran
MA03, 0.2vol%, density�997kg/m3, viscosity�0.888
mPa･s at 25°C, Merck Japan, Tokyo) was added to fill
the space of the apparatus drawn with grey-hatching
as shown in Fig. 1.

Table 1 Experimental materials used (mullite particles: density ρp�2,920kg/m3)

Material

Size (µm)

Sieve opening range
(Average diameter dp)

Shape

Shape index ψ (�) Volume shape 
factor 
fv (�)Min � Max Median 

value ψ50

Mat-Ss
Mat-Si

Mat-Ms
Mat-Mi

Mat-Ls
Mat-Li

74 � 88
(81)

105 � 149
(127)

149 � 210
(180)

Spherical
Irregular

Spherical
Irregular

Spherical
Irregular

0.780 � 0.988
0.333 � 0.900

0.792 � 0.986
0.306 � 0.886

0.770 � 0.991
0.321 � 0.818

0.961
0.625

0.976
0.680

0.968
0.599

�
�

0.533
0.581

0.677
0.744

Mat-Ss

Mat-Si

80µm



2.3. Experimental procedure
Particles were charged in the glass tube (3) and

rubber tube-a (8) under the condition that both pinch-
cock-a (10) and pinchcock-b (11) were opened, while
pinchcock-c (12) was closed. Then pinchcock-b (11)
was closed so that the liquid in the glass and rubber
tubes could not drain. 

The ultrasonic power was supplied to transducers
beginning 1 minute after pinchcock-c (12) had
opened. The term t was defined as the time elapsed
from the start of the ultrasonic power supply. The par-
ticles were sampled for 5 seconds at a sampler (7)
from t�30s. The first sampling from t�30s was deter-
mined by considering the time required for particles
to settle from the bottom of the nozzle to the sampler.
Similar samplings of 5 seconds were repeated 15
times in 30-second intervals. Sixteen samples were
obtained through a series of measurements for
t�0�560s. The number of particles in each sample
was counted through a light microscope. The corre-
sponding number of particles discharged from the

nozzle per unit time, Ni (s�1) (i�1 to n: n denotes the
total number of samples, i.e., 16), was calculated
respectively. Hereafter, the term Ni is referred to as
the particle discharge rate.

The above experiments were carried out at room
temperature (20�29°C) under the following condi-
tions: 

Oscillation frequency applied to the transducer:
f �25, 45, and 100kHz

Corresponding applied voltage:
V0�0�900, 0�400, 0�400Vp�p

Inside diameter of nozzle tip:
Dn�0.16�0.67mm

The position of the upper surface of the particle bed
charged in the glass tube (3) and rubber tube (8)
changed in the range between the top and bottom of
the rubber tube.

The behavior of particles near the nozzle was
observed by visual observation using the naked eyes
and/or a camera under the above experimental con-
ditions. It was decided based on this observation
whether or not the particles could be successfully dis-
charged from the nozzle.

The ultrasonic power applied to the liquid in this
experimental apparatus was measured under the con-
dition of V0 and f by means of an ultrasonic sound
pressure meter (SONIC SENSOR HUS-5, straight-
typed probe, Honda Electronics, ibid.) using the fol-
lowing method. It was difficult to directly measure
the ultrasonic power using the probe under the exper-
imental conditions shown in Fig. 1. Therefore, the
top cover of the rectangular vessel together with the
set of parts affixed to the top cover, e.g., the glass and
rubber tubes, was removed from the apparatus. The
probe was inserted from the upper surface of the liq-
uid, and the bottom of the probe was positioned at
h�60mm, which corresponded to the top position of
the particle collector of the glass tube (5). The indi-
cated value of the ultrasonic sound pressure meter,
Vre (mV), was read under the conditions of V0 and f,
and was employed as a representative of ultrasonic
power applied. Though the value of Vre doesn’t pre-
sent the sound pressure itself, the relative degree of
ultrasonic power applied can be inferred.

3. Results 

3.1. Qualitative particle discharge characteristics
Fig. 2 shows the qualitative discharge characteris-

tics of particles from the nozzle obtained through a
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series of observations of the particle behavior near
the nozzle at t��60s. When discharging and no dis-
charging of particles could be confirmed, the corre-
sponding values of Ni were presented in Fig. 2 as
Ni�0 and Ni�0, respectively. Experimental conditions
of A (Ex-A) and B (Ex-B) show the results obtained
when ultrasonic power was applied at 0� t�560s, and
when ultrasonic power was not applied, i.e. only gravi-
tational force was applied. 

The qualitative discharge characteristics for Ex-A
were classified into three cases of A1, A2, and A3, and
those for Ex-B into two cases, B1 and B2, by consider-
ing Ni at t�0, and t�560s (� in a steady state). The
cases in A2 were further classified into two sub-cases,
A2-1 and A2-2, and those in B-1 were classified into
three sub-cases, B1-1 to B1-3, based on Ni at t��60s.

In this paper, the qualitative discharge characteris-
tics were divided into 4 cases based on the combina-
tions (A1-A3/B1, B2) of Ex-A at t�0 and Ex-B at
t�560s (� in a steady state): Case-1 (A1/B1), Case-2
(A2/B1), Case-3 (A3/B1), and Case-4 (A3/B2) as
stated bellow.

• [Case-1]: no particles could be discharged from
the nozzle under both conditions of Ex-A and Ex-B at
t��60s (A1, B1-1).

• [Case-2]: under the Ex-A conditions in the range
of t�0, no particles could be discharged (A2-1) or
particles could be discharged only at t��60s (A2-2);

in both cases of A2-1 and A2-2, however, particles
could be discharged when the ultrasonic power was
applied in the range of 0� t�560s, while they stopped
discharging after it was not applied (t �560s).

On the other hand, under the Ex-B conditions, par-
ticles could not be discharged at t��60s (B1-1), or
particles could be discharged only at t��60s in the
range of t�0. (B1-2) 

• [Case-3]: under the Ex-A conditions, particles
could always be discharged at t��60s (A3); under
the Ex-B conditions, particles could be discharged to
the middle of 0� t�560s, and subsequently could
never be discharged (B1-3).

• [Case-4]: both under Ex-A and Ex-B conditions,
particles could always be discharged at t��60s (A3,
B2).

Figs. 3a and 3b show the qualitative discharge
characteristics of spherical and irregular particles
based on their corresponding cases, Case-1 to Case-4,
at the oscillation frequency f �25kHz for various parti-
cle diameters dp and the nozzle inside diameters Dn,
respectively. The discharge characteristics of parti-
cles belonging to Case-1 in the small range of Dn for
any values of dp and for both spherical and irregular
particles were found to shift from Case-2 to Case-3 or
Case-4 as Dn increases.

Figs. 3c and 3d show the results obtained by con-
verting Dn in the abscissa of Figs. 3a and 3b into
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Dn/dp, respectively. It was found that the boundary
value of Dn/dp between Case-1 and Case-2, (Dn/dp)c,
was about 3.0, irrespective of dp and the particle
shape. The value of (Dn/dp)c�3.0 obtained for the par-
ticles in the present apparatus was less than (Dn/dp)c

�4�5 for dry particles which were discharged in air
from circular orifices under the gravitational field [3,
5]. This indicates that when dp is constant, particles
can be discharged through smaller-Dn orifices under
the ultrasonic field in liquid than under the gravita-
tional field in air.

Hereafter, the experimental results are summarized
only for Case-2 (A2-1, A2-2), Case-3 (A3), and Case-4
(A3, B2). In Case-2 (A2-1, A2-2), particles could be
discharged by applying ultrasonic power (0� t�560s),
while they could not be discharged without applying
it (t�560s), as described above. In Case-3 (A3) and
Case-4 (A3, B2), particles could always be discharged
both with and without ultrasonic power.

3.2. Effects of operating conditions on particle
discharge rate

Figs. 4a and 4b show representative photographs
taken by camera when the spherical particles, Mat-
Ms, were settling through the liquid in the particle
collector of the glass tube after they had been dis-
charged from the nozzle when V0�60 and 320Vp�p,
respectively. It can be seen that the particles were dis-

charged from the nozzle somewhat intermittently, and
that they tended to settle downwards while moving in
the horizontal direction, and, therefore they were dis-
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persed throughout a broader section of liquid. The
number of particles discharged from the nozzle per
unit time using the larger V0 (�320Vp�p) was higher
than the number discharged using the smaller one
(�60Vp�p) under these experimental conditions.

The behavior of particles near the inside wall of the
nozzle was observed under the same conditions as in
Fig. 4. The particles moved actively in the nozzle and
were discharged from the nozzle. Consequently, the
liquid under the nozzle f lowed into the nozzle to
replace the space of the particles higher up in the
nozzle. The liquid f low resulted in the vertical circula-
tion of particles in the nozzle.

Fig. 5 shows the representative relationships be-
tween the particle discharge rate Ni (s�1) and the
elapsed time t (s) with respect to spherical and irreg-
ular particles under two kinds of applied voltage V0.
Each broken line in Fig. 5 show the average value of
Ni, referred to as “average discharge rate N

�
(s�1),”

which is derived using the following equation. 

N
�

� ∑
n

i�1
Ni (n�16) (3)

The coefficient of variation CV (�) and the average
mass discharge rate M

�
(kg·s�1) in Fig. 5, and the

1
n

standard deviation of Ni -distribution, s (s�1), in Eq.
(4), were calculated using the following equations.

CV� (4)

M
�

�ρpfνdp
3N
�

(5)

s���∑
n

i�1
(Ni�N

�
)2 (n�16) (6)

These results show that present apparatus was able to
achieve a stable and continuous discharge of small
amounts of particles, and that the N

�
-values varied for

different applied voltages and particle shapes. 
Figs. 6a�6c show the representative relationships

1
n�1

s
�
N
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between the average discharge rate N
�

and the applied
voltage V0 at frequencies of f�25, 45, and 100kHz.
The following tendencies can be observed. In Fig. 6a
( f�25kHz), N

�
increased with V0 in the range of

50�V0�730Vp�p, and decreased with decreasing noz-
zle inside diameter Dn. In contrast, in Fig. 6b
( f�45kHz), N

�
became larger in the order of Dn�0.35,

0.45, and 0.40mm at a given V0 in the range of
V0�200Vp�p. The relation between Dn and N

�
at f

�45kHz differed from that at f�25kHz. In Fig. 6c
( f�100kHz), the relationship between N

�
and V0 was

not linear, and the N
�

-values could not be controlled by
V0.

Figs. 7a�7c show the relations between the coef-
ficient of variation CV and the applied voltage V0 with
respect to the results in Figs. 6a�6c. At f�25kHz
(in Fig. 7a), the CV-values at Dn�0.35mm were
found to be larger than those at Dn�0.40 and 0.45mm
on the whole. This indicates, for example, that the dis-
charge of particles can be achieved more stably at
Dn�0.40mm than at Dn�0.35mm. In contrast, at f
�45kHz (in Fig. 7b), there were no significant varia-
tion in the CV among the three Dn-values when com-
pared with f�25kHz. 

As a result, it was confirmed that the effects of V0

and Dn on the discharge characteristic indices, N
�

or
CV, depended on the frequency f . The cause of these
results seems to be that the behavior of particles in
the nozzle became complicated because of the simul-
taneous actions based on the effects of the particle
dispersion by the ultrasonic force and of the liquid cir-
culation as observed in Fig. 4. 

Hereafter, the effects of various operating condi-
tions on the particle discharge rates, N

�
, were investi-

gated only at f�25kHz because it was considered that
N
�

could be more easily controlled by V0 and Dn at
f�25kHz than f�45 or 100kHz.

Each solid line in Fig. 6 represents the calibration
curve between the applied voltage V0 and the corre-
sponding indicated value measured by the ultrasonic
sound pressure meter, Vre (mV). It can be seen that
Vre was proportional to V0 at f�45 and 100kHz, and
was almost proportional to V0 at f�25kHz only in the
range of 0�V0�400Vp�p. The relations between N

�

and Vre at f�25kHz were determined based on the
calibration curve in Fig. 6a and were used hereafter.

Fig. 8 shows the discharge characteristics for
spherical particles of 81 and 127µm in particle size dp.
It can be seen in the range of smaller Dn (�0.40mm:
Case-2) that N

�
increased with Vre for both sizes of par-

ticles. In the range of larger Dn (�0.50mm: Case-4),
no obvious tendencies were found in the relation

between N
�

and Vre. A comparison of the results of
Dn�0.40mm with these two particle sizes shows that
the N

�
-values for 81µm-sized particles were greater

than those for 127-sized ones.
Fig. 9 represents the discharge characteristics for

irregular particles. For the particles of dp�81µm
shown in Fig. 9a, N

�
increased along with Vre for the

smaller Dn particles (�0.40mm: Case-2). In contrast,
N
�

decreased as Vre increased when Dn�0.55mm
(Case-4). For the 127µm-sized particles shown in
Fig. 9b, the relationships of N

�
vs. Vre under the con-

ditions of small Dn (�0.45mm: Case-2) and large Dn

(�0.67mm: Case-3) were similar to those for 81µm-
sized particles shown in Fig. 9a.

The results shown in Figs. 8 and 9 indicate that
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the discharge characteristics of particles from the
nozzle in the present apparatus is dependent on the
strength of the ultrasonic wave force Vre, the particle
size dp, the nozzle inside diameter Dn, and the particle
shape.

4. Analysis 

The effects of various factors on the average parti-
cle discharge rate N

�
were quantitatively investigated

based on the multiple regression analysis [4] as fol-
lows. The analysis was restricted to the results of
f�25kHz and Case-2 (see Fig. 3).

First, it was assumed that N
�

depends on the indi-
cated value of the ultrasonic sound pressure meter,
Vre, the nozzle inside diameter, Dn, the particle size dp,
and the representative value of particle shape index,
ψ50, and that the following equation holds true.

N
�

�a0Vre
a1Dn

a2dp
a3ψ50

a4 (7)

Taking logarithms of both sides yields the following
linear equation,

ln N
�

�lna0	a1lnVre	a2lnDn	a3lndp	a4lnψ50 (8)

where lna0 is the constant term, and a1�a4 are partial
regression coefficients.

The values of lna0 and a1�a4 were estimated by
multiple regression analysis on the basis of Eq. (8),
and the following equation was obtained.

N
�

�2.25�106Vre
0.35Dn

2.29dp
�1.74ψ50

1.07 (9)

The dimension of each variable in Eq. (9) corre-
sponds to N

�
(s�1), Vre (mV), Dn (mm), dp (µm), and

ψ50 (�).
Table 2 shows the results of the above analysis in

detail. Every partial-F value for the corresponding
partial coefficients satisfied the general criterion,
F�2.0. Therefore, it was statistically confirmed that
the respective independent variables in Eq. (9)
affected N

�
.

It was found that the power exponent, 2.29, of noz-
zle inside diameter Dn in Eq. (9) was greater than the
known values of 2.5 to 3.0 [3] when dry powders were
discharged from a circular orifice in air, and was
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included in the range of 2.0 to 2.5 when dry powders
were discharged from capillary tubes vibrating at
high [1] or ultrasonic frequencies [2] in air.

Fig. 10 shows the relationship between the esti-
mated N

�
-values by Eq. (9), N

�
cal, and the experimental

ones, N
�

obs. The multiple correlation coefficient R
(�0.828) was found to be comparatively large. The
solid curves in Figs. 8 and 9 present the relation-
ships of N

�
vs. Vre as estimated by Eq. (9), and they are

in agreement with the tendencies of the experimental
ones.

The results estimated by Eq. (9) and the relation-
ship between V0 and Vre in Fig. 6a (calibration curve)
prove that the larger the applied voltage V0 and the
nozzle inside diameter Dn, or the smaller the particle
diameter dp, the larger the average discharge rate N

�
.

Furthermore, as the shape index ψ50 approaches
unity, that is, as the roughness of the particle surface

declines, the N
�

-values increase. 
Therefore, the present apparatus can be used as an

effective wet microfeeder because it is possible to
control the discharge rate N

�
for given particles of

shape index ψ50 and size dp by appropriate selection of
the nozzle inside diameter Dn and the voltage that is
applied to the ultrasonic transducers V0.

5. Conclusion

A wet microfeeder that utilizes ultrasonic wave
force in liquid was developed, and the discharge char-
acteristics of small particles from a nozzle were exper-
imentally investigated. As a result of these experi-
ments, the following were confirmed. 

(1) The critical ratio of particle blockage in the pre-
sent wet microfeeder ((Dn/dp)c]3.0)，was smaller
both for spherical and irregular particles than that
previously obtained in the gravitational field for dry
powders. The index (Dn/dp)c denotes the ratio of the
nozzle inside diameter Dn to particle diameter dp

where particles begin to block up the nozzle.
(2) It was possible to continuously and stably dis-

charge small particles of about 80 to 180µm in diame-
ter using the present feeder.

(3) Multiple regression analysis at a frequency of
f�25kHz proved the following facts. The average
discharge rate, that is, the number of particles dis-
charged from the nozzle per of unit time, N

�
, was

dependent on the applied voltage to the ultrasonic
transducers V0, the nozzle inside diameter Dn, the me-
dian value of the particle shape index (surface rough-
ness, ψ50), and the particle diameter dp. The N

�
-value

was proportional to Dn
2.29. Therefore, it was possible

to control N
�

by adjusting the parameters V0 and Dn.

Nomenclature

Ap ：area of a particle image (m2)
a0 ：constant in Eq. (7) (�)
a1 � a4 ：partial regression coefficients defined 

in Eq. (8) (�)

lna0 lnVre lnDn lndp lnψ50 Multiple correlation coefficient R

Partial regression coefficient, a1 � a4 (14.63)* 0.35 2.29 �1.74 1.07

Partial correlation coefficient, γ � 0.71 0.70 �0.67 0.53 0.828

Partial F-vale, F 180.3 104.6 95.8 82.8 40.0

Table 2 Results of multiple regression analysis ( f�25kHz, Case-2)

*) denotes the value of lna0
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CV ：coefficient of variation (Eq. (4)) (�)
Dn ：inside diameter of nozzle tip (m)
(Dn/dp)c：critical ratio of outlet diameter to 

particle diameter (�)
dp ：average particle diameter (m)
F ：partial F-value (�)
f ：oscillation frequency (Hz) 
h ：vertical distance from the inner bottom 

of rectangular vessel (see Fig. 1) (m)
Mv ：mass of particles sampled for 

fν- measurement (kg)
�
M ：mass of discharged particles per 

unit of time (Eq. (5)) (kg･s�1)
Ni ：discharge rate (number of discharged 

particles per unit of time) obtained 
from i-sample (s�1)

N
�

：average discharge rate (Eq. (3)) (s�1)
Nv ：number of particles sampled for 

fν-measurement (�)
n ：number of samples (�)
p ：perimeter of a particle image (m)
R ：multiple correlation coefficient (�)
t ：elapsed time (s)
V0 ：voltage applied to ultrasonic transducer

(peak to peak value) (V)
Vre ：indicated value of ultrasonic sound 

pressure meter (mV)
γ ：partial correlation coefficient (�)

ρp ：true density of particles (kg･m�3)
s ：standard deviation of Ni-distribution 

(Eq. (6)) (s�1)
y ：shape index defined as surface 

roughness (Eq. (1)) (�)
y50 ：median value of y-distribution (�)
fv ：volume shape factor (Eq. (2)) (�)
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Introduction

Ceramics are in a certain sense composite materials
comprised of grains, grain boundaries, and pores.
Their functions are essentially governed not only by
the characteristics of their constituents but also by
their microstructure. To obtain a ceramic material
that has the intended dynamic characteristics or
energy conversion characteristics, it is therefore nec-
essary to finely control the microstructure of the
material. In a ceramic manufacturing process, the
principal processes that create and develop the
microstructure in the ceramic are the forming
process and the sintering process. In the sintering

process, a series of phenomena occur which include
the development of grains and grain boundaries, as
well as the shrinking of pores; therefore, it has been a
critical challenge to establish control technology that
reliably achieves the targeted ceramic microstruc-
ture. However, the sintering process involves a large
number of complicated parameters that mutually in-
f luence one another, such as the characteristics of the
initial powder materials, the characteristics of the
molding, the temperature field in the oven, and the
sintering conditions. Therefore, it is not easy to deter-
mine the interrelationship between the microstruc-
ture formation behavior and the many associated
parameters through experimentation. However, the
progress in computer engineering in recent years has
enabled simulation-based approaches to the afore-
mentioned complicated phenomenon, and this has
contributed to enhanced feasibility for engineering
analysis of the sintering process.
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To probe the feasibility of engineering analysis, the
authors first simulated the neck growth behavior with
two spherical grains having an identical composition,
in the initial sintering stage, which is the elementary
process of sintering. In this way, the authors clarified
the interrelationship between the composite sintering
behavior and sintering conditions where the surface
diffusion, volume diffusion, grain boundary diffusion,
and evaporation and condensation mechanisms are
simultaneously involved (Shimosaka et al., 1995). In a
sintering process, two grain types of an identical com-
position are rarely used; usually, each of the two grain
types used has a unique composition. The results
from experimental studies on the sintering behavior
with substances of dissimilar compositions have al-
ready been reported by W. A. Kaysser, F. J. Puckert,
and others (Kaysser et al., 1982, Puckert et al., 1983).
However, these studies lack evaluation of sintering
speeds. The sintering behaviors of two sphere types
having dissimilar compositions can vary depending
on the solid solution formation status specific to each
substance as well as the sintering conditions (Ueda et
al., 1996), and the two typical cases described below
are observed: (1) the homogeneous solid solution
type in which the sintering process progresses while
a neck having a curvature is always being formed;
and (2) the eutectic reaction type that is characterized
by the two components having an identical eutectic
point, and in which the sintering process progresses
without the formation of a clearly defined neck at a
temperature well below the eutectic point and that the
sintering process develops at a temperature in the
vicinity of and above the eutectic point with the for-
mation of a neck having a curvature.

In this research, the authors focused their efforts
on the system (1) above where a homogeneous solu-
tion is formed on the neck, and propose a novel sim-
ulation model that is an improvement over the
previously reported simulation method for two spheri-
cal grains having an identical composition. Next, the
authors studied the interrelationship between the
simulation results and actual sintering behavior to
clarify the effects of grain characteristics and sinter-
ing conditions on sintering behavior.

1. Simulation Method for Homogeneous Solid
Solution Type Two-Sphere Sintering Process

As shown in the phase diagram (The Japan Insti-
tute of Metals ed.; 1993) in Fig. 1, over the entire
range of compositions, the Cu-Ni two-sphere system
forms a solid solution in which two dissimilar sub-

stances mutually dissolve into one another, and when
subjected to a sintering process, the neck is formed
between two dissimilar grains as illustrated in Fig. 2.
This neck portion is Cu-rich as illustrated in the EDX
analysis results in Fig. 3. For the previously men-
tioned simulation method for sintering two spherical
grains having a common composition, the authors
assumed that there is no mass transfer across the
grain boundary across two spheres made of a com-
mon substance and therefore set the grain boundary
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at the middle of the neck. In contrast, as can be
understood from the EDX photos, the grain boundary
in the Cu-Ni two-sphere system that forms a solid
solution has a curvature and at the same time, the
demarcation between Cu and Ni is not clear. For this
reason, the authors made an arrangement in which
the grain boundary at the middle of neck was
removed to allow the substances from both spheres
to transfer to the neck to form a solid solution. Next,
the authors categorized the transfer of a plurality of
substances that occurs in a sintering process nto the
adhesion process that does not involve sintering-trig-
gered shrinkage and the densification process that
involves shrinkage. Incidentally, if the difference in
surface energy between two grains is large, mass
transfer will occur, leading to the so-called “grain
growth”. Thus, the authors propose a novel simula-
tion method for homogeneous solid solution type two-
sphere sintering behavior that incorporates the
consideration for grain growth.

1.1 Adhesion Process
The authors focused their attention on the spherical

grains 1 and 2 illustrated in Fig. 4(a). In a system
having a neck of a smaller curvature, and if the neck
of an extremely high vacancy concentration and the
grain surface of a lower concentration are present, a
substance transfers along the vacancy concentration
gradient on the path between the neck and the grain
surface. In other words, the substance transfers from
the grain surface to the neck, and, at the same time,
the vacancy diffuses from the neck to the grain sur-

face and dissipates. During this process, because the
substance does not f low out from the contact area
between the grains, the center-to-center dimension on
the two grains does not change and no shrinkage
takes place. This process that does not lead to shrink-
age is regarded as the adhesion process. As a result
of this process, the grain radii decrease from r1 to r1′
and from r2 to r2′, respectively. The change in the vol-
ume of grains is retained as the increase in the vol-
ume of neck. Therefore, the following equation holds:

πr1
3� πr2

3� πr1′
3� πr2′

3��
Zi1

0  

πYn1
2(Z)dZ

��
Zi2

0  

πYn2
2(Z)dZ�

r1�r1′
�
Zi1

πYs1
2(Z)dZ�

r2�r2′
�
Zi2

πYs2
2(Z)dZ
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4
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Fig. 3 EDX analysis in the case of Fig. 2(b)
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Wherein the curved portion of radius of curvature ρ
is the neck, Yn represents the curve of neck, Ys the
curve of grain, Zi is the distance from the center of
two grains to a point of contact between the neck and
grain surface, and the subscripts 1 and 2 represent
the grain identification numbers. From the conditions
according to which the neck surface smoothly comes
into contact with the grain surface, the following
equation is valid:

� (2)

Yn1(Zi1)�Ys1(Zi1) (3)

� (4)

Yn2(Zi2)�Ys2(Zi2) (5)

The unknowns ρ1, ρ2, Zi1, and Zi2 in the equations
above can be expressed by the following equations
using the decreased grain radii r1′ and r2′, and the cor-
responding neck radius x:

r1� (6)

r2� (7)

Zi1� (8)

Zi2� (9)

Now, the decreased grain radii r1′ and r2′ have to be
determined with the volume retention equation (Eq.
(1)). Since there are two unknowns, an approximation
calculation is performed, that is, a value one step
before is assigned to the decreased grain radii r2′, and
then r1′ is determined by a dichotomy. Then using the
so-obtained r1′, r2′ is also determined by a dichotomy.
Incidentally, the surface area of neck Sn is determined
by the following equation:

Sn��
Zi1

0 

2πYn1(Z)��1�� �2
dZ

��
Zi2

0 

2πYn2(Z)��1�� �2
dZ (10)

Additionally, the increase in neck volume dVna/dx is
determined by differentiating with the neck radius,
the Vna that is defined by the third through sixth

dYn2(Z)
dZ

dYn1(Z)
dZ

r2(r2
2�x2�r2′ 2)

(r2′�x)2�r2
2

r1(r1
2�x2�r1′2)

(r1′�x)2�r1
2

r2
2�x2�r2′2

2(r2′�x)

r1
2�x2�r1′2

2(r1′�x)

r2

r2′�r2

Zi2

r2

r1

r1′�r1

Zi1

r1

terms in the right-hand member in Eq. (1) as well as
by using a dichotomy that is based on the volume
retention relation (Shimosaka et al., 1995).

The mass transfer mechanism involved in the adhe-
sion process consists of three mechanisms, that is,
the surface diffusion from the grain surface to the
neck, the volume diffusion from the vicinity of grain
surface to the neck, and the evaporation from the
grain surface and the condensation on the neck. To
evaluate the neck growth in these modes, the equa-
tion of Kuczynski (Kuczynski, 1949) is modified for
evaluation of the surface diffusion mechanism and
the volume diffusion mechanism, and the equation of
Kingery and Berg (Kingery and Berg, 1955) is modi-
fied for evaluation of evaporation to develop the fol-
lowing neck growth equations that can be applied to
two spherical grains of different diameters:

x·a�x·SS�x·SV�x·SE (11)

x·SS�DS � � � � � �� �
(12)

x·SV�DV � � � � � �� �
(13)

x·SE�(P01�P02)� � � � � � � �
(14)

The first subscript to x· represents the site of vacancy
dissipation (S: surface), the second subscript stands
for the type of mass transfer mechanism (S: surface
diffusion, V: volume diffusion, E: evaporation & con-
densation), k is a Boltzman’s constant, R is a gas con-
stant, and T is a sintering temperature in the absolute
temperature scale. Also, DS means a surface diffusion
coefficient; DV a volume diffusion coefficient; P0 a
vapor pressure; γs a surface energy; d an interatomic
distance; dS a thickness of the region of enhanced dif-
fusion at the surface; M a molecular weight; ρp a den-
sity of grain. Since the neck portion is in the form of a
solid solution, the values of diffusion coefficients and
surface energy were calculated from time to time in
accordance with the concentration of each component
(Kananovskii et al., 1975). The neck growth speed in
the adhesion process can be determined by substitut-
ing the so-determined values in the neck growth

γ sδ 3SnBNNM

(rp1�rp2)kTBN2πRTN dxN
dVna

1
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1
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speed equations Eqs. (11) through (14).

1.2 Densification Process
A substance is transferred along the vacancy con-

centration gradient from the neck (having a higher
vacancy concentration) to the boundary and inside of
grain (having a lower vacancy concentration). In
other words, a substance migrates from the grain-to-
grain contact area and inside the grains to the neck
surface, and the vacancy diffuses from the neck sur-
face to the grain-to-grain contact area and dissipates.
As a result, the center-to-center dimension of the two
grains decreases and shrinkage occurs (Fig. 4(b)).
This shrinking phenomenon is referred to as the den-
sification process. The change in the volume of grains
is retained as the increase in the volume of the neck.
Therefore, the following equation holds:

πr1
3� πr2

3� πr1′
3� πr2′

3��
Zi1

0  

πYn1
2(Z)dZ

� �
Zi1

2r1�∆L1

πYs1
2(Z)dZ� �

Zi2

0  

πYn2
2(Z)dZ� �

Zi2

2r2�∆L2

πYs2
2(Z)dZ

(15)

Additionally, as in the case of the adhesion process,
the relation expressed by the following equations
exists:

� (16)

Yn1(Zi1)�Ys1(Zi1) (17)

� (18)
r2�∆L2

r2�r2

Zi2

r2

r1�∆L1

r1�r1

Zi1

r1

4
3

4
3

4
3

4
3

Yn2(Zi2)�Ys2(Zi2) (19)

The unknowns ρ1, ρ2, Zi1, and Zi2 in the equations
above can be expressed by the following equations as
the function of the decrease in center-to-center dimen-
sion between two grains ∆L1 and ∆L2 and the corre-
sponding neck radius:

r1� (20)

r2� (21)

Zi1� (22)

Zi2� (23)

The ∆L1 and ∆L2 in these equations can be deter-
mined by a dichotomy with Eq. (15). That is, in a
manner identical to a one used to determine r1′ and r2′,
a value one step before is assigned to ∆L2 to deter-
mine ∆L1, and then ∆L2 is determined using the so-
obtained ∆L1. Next, the increase in neck volume
dVnd/dx resulting from the densification process is
determined by the previously mentioned method.

The mass transfer mechanism involved in the den-
sification process consists of two mechanisms, that is,
the grain boundary diffusion and the volume diffu-
sion from the grain boundary to the neck surface. To
evaluate the phenomenon resulting from these mech-
anisms, the equation of Johnson (Johnson, 1968) is
modified to develop the following equations:

x·d�x·GG�x·GV (24)

x·GG�4DB (x�r1�r2)� � (25)

x·GV�2DV (x�r1�r2)� � (26)

The first subscript to x· represents the site of vacancy
dissipation (G: grain boundary), the second subscript
stands for the type of mass transfer mechanism (G:
grain boundary diffusion, V: volume diffusion), DB

and dB respectively represent the grain boundary dif-
fusion coefficient and the thickness of the region of
enhanced diffusion at the grain-boundary. The neck
growth speed in the densification process can be

πγ sδ 3

(r1�r2)kT   dxN
dVnd

πγ sδ 3δB

(r1�r2)xkT   dxN
dVnd

(r2′�∆L2)(x2�∆L2
2�2r2∆L2)
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Fig. 4(b) Model of densification
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determined by substituting the so-determined values
in each neck growth speed equation.

1.3 Grain Growth Process
Regarding two spherical grains having dissimilar

compositions, the grain growth develops utilizing the
difference in surface energy between both grains as a
driving force. For this reason, the grain growth equa-
tion for grains of a common composition, which is
based on the free energy theory proposed by Tanaka
et al. (Tanaka, 1996, 1997), is extended to generate an
equation that can be applied to two spherical grains
having dissimilar compositions.

Let us consider two spherical grains for which the
grain-to-grain distance and the grain radii change as a
time elapses (Fig. 4(c)). Though the area of the
grain boundary does not change in the grain growth
process, the mass transfer occurs from the Ni grain
(having a greater surface energy) to the Cu grain
(having a smaller surface energy) through the grain
boundary. Let us first consider the Cu grain. The
resultant change in the volume of Cu grain leads to
the change in r1, ρ1, Zi1 and ∆L1. With this model, as
was the case of the previously mentioned densifica-
tion process, the volume of overlap between the two
grains is retained as it is included in the volume of
neck; therefore the equation below holds:

πr1
3��

Zi1

0 

πYn1
2(Z)dZ� �

Zi1

2r1�∆L1

πYs1
2(Z)dZ

��
Zi2

0  

πYn2
2(Z)dZ��

Zi2

0  

πYs2
2(Z)dZ (25)

Also, similar to the case of the previously mentioned
two processes, the relation expressed by the follow-

4
3

ing equations exists:

� (26)

Yn1(Zi1)�Ys1(Zi1) (27)

The unknowns r1′′, Zi1 and ∆L1 are determined by a
dichotomy. Then, the r2′′, Zi2 and ∆L2 for the Ni grain
are likewise determined. The energy that promotes
the growth of Cu grain is defined as the difference in
energy ∆f1 between the Cu grain and entire system,
and is converted to a value per mole and expressed
by the equation below:

∆f1� (γ s1S1�γ gb1Sgb1)

� (γ s1S1�γ s2S2�γ gb1Sgb1�γ gb2Sgb2)

(28)

At the same time, the mass transfer of the Ni grain
(having a greater surface energy) is promoted by the
difference in energy ∆f2 between the Ni grain and
entire system, thereby the Ni grain shrinks:

∆f2� (γ s1S1�γ s2S2�γ gb1Sgb1�γ gb2Sgb2)

� (γ s2S2�γ gb2Sgb2) (29)

Wherein ζM stands for molecular volume, γ gb repre-
sents interface (grain boundary) energy, S is the sur-
face area of the grain, and Sgb indicates the area of
the grain boundary. Therefore, the free energy ∆Gg

for promoting the grain growth of the system can be
expressed by the equation below as the sum of ∆f1

and ∆f2: 

∆Gg�� �∆f1�� �∆f2 (30)

Based on the reaction speed theory (Tanaka, 1996,
1997), the transfer speed of substance dν1/dt can be
expressed as:

�DZ1� �1�� � (31)

Wherein DZ, aZ and λZ represent an effective diffusion
coefficient, an effective diffusion area and an effective
diffusion length, respectively. If assuming Rr1�r1′′/r1,
H1�(r1′′�∆L1)/r1, then the following equations are
valid:
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Fig. 4(c) Model of grain growth
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� �� � (32)

f(H1)�

(33)

f(Zi1)�π(2r1
2�2r1x�x2�2r1′′∆L1�∆L1

2)Zi1

�π(r1′′�∆L1)Zi1
2

�π(r1�x){Zi1BNNr1
2�Zi1

2�r1
2sin�1(Zi1/r1)} (34)

The transfer speed of substance dν1/dt subjected to
the above-mentioned grain growth model is defined
as:

�4πr1
2 (35)

Based on Eqs. (31) through (35), the grain growth
rate dr1′′/dt is defined as follows:

� �� � (36)

Likewise, the growth rate of Ni grain is defined as fol-
lows:

� �� � (37)

In these equations, it is assumed that Rr2�r2′′/r2 and
H2�(r2′′�∆L2)/r2′′. Since being a diffusion coefficient
for a grain growth process, the effective diffusion
coefficient DZ is superseded with the grain growth
diffusion efficient DGG. Since Cu and Ni are mutually
diffused in the grain boundary area, the self-diffusion
coefficient in Table 1 (The Japan Institute of Metals
ed.; 1993) is used as the DGG.

[Calculation for simulation]
In the actual sintering operation, three processes �

adhesion, densification and grain growth � simulta-
neously take place. Accordingly, in the authors’ simu-
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16πr1

Rr
2

1{ f(H1)�f(Zi1)}

�Particle1
dν

�Particle1 λZ
Nam(Z)

dν

aZ

λZ

lation, the calculation for these three processes is per-
formed as described below. First, the constants and
sintering conditions are set up, and then the diffusion
coefficient used for simulation of each process is
determined by the equation below:

D�D0exp(�Q/RT ) (38)

Wherein Q stands for the activation energy of self-dif-
fusion and D0 represents the frequency factor.

However, the sequence in procedure may vary as
needed. For example, first the above-mentioned neck
growth rate x·a in the adhesion process is determined,
and then the neck radius xa(i�1) in the adhesion
process in the time span of t�t�∆t is calculated using
a discrete time ∆t�1�10�8s:

xa(i�1)�xd(i)�x·a∆t (39)

Then, the so-obtained neck radius value xa(i�1) as
well as the grain radii r1′ and r2′ are used for the calcu-
lation for the densification process to determine the
neck radius at the time t in the adhesion process:

xd(i�1)�xa(i�1)�x·d∆t (40)

Next, using the so-obtained r1′, r2′ and xd(i�1), the
grain radii that vary during the grain growth process
are calculated from the grain growth rate r· at the time
t:

r1′′(i�1)�r1′�r·1∆t (41)
r2′′(i�1)�r2′�r·2∆t (42)

The so-determined neck radius and grain radii are
taken as the neck radius xa(i) and grain radii r1(i) and
r2(i) for the adhesion process in the next step
(i�i�1). By repeating the above-mentioned calcula-
tion at intervals of ∆t, the time-dependent change of
the neck growth and grain shape during the two-
sphere sintering process can be calculated. Inciden-
tally, a value 10�4 as large as the grain radius was
used as the initial value for neck radius, and the dis-
crete time was allowed to vary in accordance with the
neck growth time (sintering time) to enable simula-
tion for a long time period. As mentioned above, since
the authors’ simulation method is based on the con-
secutive calculation operation at intervals of ∆t, it is
possible to estimate the sintering behavior for the
entire sintering process including the heating period,
isothermal period, and cooling-off period that match
the test conditions. The constants (Ashby, 1974;
Wazzan, 1965) and conditions used for the simulation
are listed in Table 2.
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Table 1 Data for diffusion in pure metals

Solvent Solute D0 [m2/s] Q [kJ/mol]

Cu Ni 2.70�10�4 236
Ni Cu 5.70�10�5 256



2. Experimental Equipment and Methodology

The fine powders used as samples were Cu and Ni
powders (each featuring purity of 99.999% or higher)
whose grain diameter was adjusted to a range of 850
to 710 µm. A 1000 µm wide slot was formed on a stain-
less steel plate (SUS 304) that was used as a sintering
stage, and Cu grains and Ni grains were alternately
placed in a single line within this slot to bring Cu
grains in contact with Ni grains. The sample grains
were sintered in an Ar atmosphere at a predeter-
mined heating rate (200 to 600 K/h) and a sintering
temperature (1308, 1313, 1338K) for an isothermal
period (1 to 1000 min), and then allowed to cool in an
air atmosphere.

An entire image, including the two sintered grains
as well as the neck formed between the grains, was
photographed with a scanning electron microscope
(SEM), and then the diameters of the sintered grains
and neck were measured. The form of the sample
grains used was not a true sphere. Therefore, the
grain diameter was determined as follows. First, the
photographic image obtained with the SEM was
transferred to a computer, and the coordinates on the
contours around the grain-to-grain contact area were
read using image analysis software (NIH Image 1.55
(fpu)). Next, based on the resultant coordinates, a cir-
cle was drawn, and the diameter of a sphere having
the radius of curvature of that circle was taken as the
grain diameter. Furthermore, to examine the diffu-
sion status of constituents in the neck, that is, of Cu
and Ni atoms, the two sintered spherical grains
embedded in an acrylic resin were cut along a plane
that included the centers of the two grains, the cut

face was polished, and then the elements in the neck
were analyzed with an energy-dispersive X-ray system
(EDX).

3. Results and Discussion

3.1 Reliability of Authors’ Simulation Method
In the initial stage of sintering with Cu and Ni

grains, the sintering progresses while a well-defined
neck is being formed between the Cu and Ni grains
as shown in Fig. 2. Figs. 5 and 6 illustrate the test
results for the effect of sintering periods on the neck
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(Cu) (Ni)
Frequency factor, surface diffusion D0S 2.0 3.0�10�3 [m2/s]
Activation energy, surface diffusion QS 205 173.75 [kJ/mol]
Frequency factor, volume diffusion D0V 7.8�10�5 1.27�10�4 [m2/s]
Activation energy, volume diffusion QV 211 281 [kJ/mol]
Frequency factor, grain boundary diffusion D0B 1.0�10�5 1.75�10�6 [m2/s]
Activation energy, grain boundary diffusion QB 105 109.69 [kJ/mol]
Frequency factor, grain growth D0GG 5.70�10�5 2.7�10�4 [m2/s]
Activation energy, grain growth QGG 258 236 [kJ/mol]
Vaporization P0 1.214�106 1.214�106 [Pa]
Activation energy, vaporization Qp 324 324 [kJ/mol]
Surface energy γS 1.72 2.00 [J/m2]
Grain boundary energy γgb 0.325 0.345 [J/m2] 
Atomic diameter δ 2.48�10�10 2.491�10�10 [m3]
Density ρP 8.96�103 8.845�103 [kg/m3]
Molecular volume ζM 7.1036�10�6 7.10�10�5 [m3/mol]
Thickness of the region of enhanced diffusion at the grain boundary δB 5.12�10�10 5.78�10�10 [m]

Table 2 Physical constants, coefficients of sintering materials, and simulation conditions

Fig. 5 Relationship between radius of neck and isothermal sinter-
ing time
(Heating rate�300K/h, sintering temperature�1313K)
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growth, the results of estimation about the effect of
sintering periods according to the authors proposed
simulation method, as well as the effects of the heat-
ing rate on the neck growth. The curvature radius at
around the contact area between two sintered spheri-
cal grains was in the range of 600 to 350 µm. There-
fore, in the calculation for simulation, the neck radii
for the maximum radius (600 µm) and minimum
radius (350 µm) were determined and are shown in
Figs. 5 and 6. The measurement values obtained
from the experiment varied somewhat because the
crystal orientation of the grain boundary varied
among the grain-to-grain pairs tested and tended to
be somewhat greater than the calculated values. The
model grains applied to the calculation for simulation
were true spheres and had smooth surfaces, whereas
the grains used in the experiment were not true
spheres and had uneven surfaces, as illustrated in
Fig. 2. In particular, surface unevenness with a
smaller curvature promotes mass transfer, possibly
leading to a greater neck radius. A slight difference
between the measurement values obtained from the
experiment and the calculated values appears to have
resulted from this surface unevenness and the fact
that the grains were not true spheres.

Incidentally, it has been empirically known that
since the total energy applied in the sintering process
tends to be greater, a longer isothermal period at a
sintering temperature and/or a smaller heating rate
promote neck growth (Chu et al., 1991). The results

of the authors’ simulation match these facts about
neck growth behavior.

The element analysis results on the neck by EDX
illustrated in Fig. 3 show that the neck is virtually
composed of Cu atoms alone. Fig. 7 provides exam-
ples of calculations for neck volumes and Cu atom vol-
umes in the neck at various points in time during the
sintering process. From this diagram, it is apparent
that as was the case with element analysis by EDX,
the results of calculation also show that the neck is
virtually composed Cu atoms alone at any condition.

As discussed above, the simulation results from the
initial stage of sintering behavior with two grains of
dissimilar components clearly illustrate the sintering
behavior that progresses while forming a homoge-
neous solid solution in the neck. Therefore, it is
apparently possible that the authors’ simulation
method can be used to investigate to the interrelation
between sintering behavior and sintering conditions.

KONA  No.21  (2003) 227

Fig. 6 Relation between radius of neck and heating rate
(Sintering temperature�1338K, isothermal sintering time
�1min)

Fig. 7 Change of neck volume during sintering process
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3.2 Influence of Sintering Conditions on 
Sintering Behavior

The knowledge about the interrelationship between
the mechanism of transfer of atoms and molecules to
the neck between sintered grains and the sintering
conditions is extremely important in controlling the
microstructure of a ceramic material. The simulation
for sintering behavior enables microscopic observa-
tion of neck growth behavior, making it possible to
obtain detailed information about sintering condi-
tions. Fig. 8 summarizes the neck growth rates at
various points in time during the sintering process
that are estimated for each mass transfer mechanism.
When a sintering process starts, the grain boundary
diffusion quickly begins and the neck starts to grow.
Next, as the temperature increases, the surface diffu-
sion becomes active, and the volume diffusion also
becomes active at the grain boundary. In solid solu-
tion type sintering where a clearly defined neck is
formed, the associated substances transfer by the cor-
responding transfer mechanisms, but the dominant
mechanism is determined by the sintering conditions.
Because of disturbances in the atomic arrangement in
the grain boundary and surface, the diffusion coeffi-
cient values in these areas are greater when com-
pared with the values associated with volume
diffusion (this phenomenon is known as “rapid diffu-
sion”). Also, compared with a grain boundary coeffi-

cient of a higher activation energy and a higher fre-
quency factor, a grain boundary coefficient of a lower
activation energy and a lower frequency factor fea-
tures a greater value at a lower temperature range but
its change associated with temperature increase is
relatively slow. Furthermore, when a solid solution is
formed in the neck, the surface diffusion actively pro-
gresses even at a lower temperature range owing to
the mutual surface diffusion that results from the
change in concentration of the solid solution. Based
on these facts, it appears that grain boundary diffu-
sion is dominant immediately after the start of sinter-
ing, and then as the temperature increases, mass
transfer due to surface diffusion becomes particularly
active. The factors that promote the densification of
ceramic materials include grain boundary diffusion,
and volume diffusion at the grain boundary. When the
isometric period at the heating temperature starts
after the heating period, the mass transfer mecha-
nism is dominated by the surface diffusion that is dis-
advantageous in terms of densification. As a result,
the microstructure formed is greatly inf luenced by
the heating rate in sintering, the sintering tempera-
ture, and the duration of the isothermal period at the
heating temperature. Therefore, the authors would
like to discuss the interrelationship between these
sintering conditions and sintering behavior.

The results of investigation into the effects of heat-
ing rate, isothermal period, and sintering temperature
on the densification and grain growth are summa-
rized in Figs. 9 through 11, respectively. Fig. 9
shows the heating process alone where the effect of
change in heating rate is illustrated with the sintering
temperature and isothermal period where the sinter-
ing temperature is kept unchanged. With any heating
rate, the shrinkage on the center-to-center dimension
on the two grains greatly increases once the tempera-
ture of the grains reaches 800K. A lower heating rate
contributes to greater shrinkage, thereby positively
promoting densification. When the grain temperature
reaches 1200K, a non-negligible grain growth occurs
during heating even in the initial stage of sintering,
and the volume of grain growth is greater at a lower
heating rate. Fig. 10 graphically illustrates the results
of investigation into the effects of the isothermal
period. A longer isothermal period contributes to the
promotion of densification due to the volume diffu-
sion from the grain boundary. At the same time, the
grain growth is also rapidly promoted because of the
neck growth. The proportion of densification during
the cooling-off period is small, but the grain growth
occurs at a non-negligible scale. The effect of the sin-
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Fig. 8 Neck growth rate on each mass transfer during sintering
process
(Heating rate�300K/h, sintering temperature�1313K, iso-
thermal sintering time�600min)
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tering temperature is illustrated in Fig. 11. The den-
sification and grain growth are promoted as the sin-
tering temperature increases. At a lower sintering
temperature, the proportion of mass transfer owing to
the surface diffusion during the isothermal period is
small compared with that owing to the grain bound-
ary diffusion. However, at the same time, the volume
diffusion at the grain boundary is inhibited, resulting
in inhibition of the densification of grain in spite of
limited grain growth. As summarized above, it has
been found that depending on the sintering condi-

tions, the grain growth in the initial stage of the sin-
tering process cannot be neglected, and that the den-
sification in the sintering process is promoted at a
lower heating rate, with a longer isothermal period
and a higher sintering temperature. However, exces-
sive promotion of grain growth will lead to uneven-
ness of the microstructure.

Therefore, to be able to promote the densification
while inhibiting the grain growth, a relevant group of
conditions must be set for the sintering of Cu and Ni.
Therefore, the authors have investigated into the
heating process that greatly inf luences the sintering
behavior in the initial stage, as well as the conditions
for the heating rate and sintering temperature. The
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Fig. 9(a) Effect of heating rate on shrinkage

Fig. 9(b) Effect of heating rate on grain growth
(Heating temperature�1338K, isothermal sintering
time�1min)
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Fig. 10(a) Effect of isothermal sintering time on shrinkage

Fig. 10(b) Effect of isothermal sintering time on grain growth
(Heating rate�300K/h, sintering temperature�1313K)
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results obtained are graphically illustrated in Fig. 12,
where the values represent the grain growth-to-densi-
fication ratio (∆L–�x–/ν–), wherein ∆L– represents a nor-
malized shrinkage of distance; ν– normalized volume
of grain growth; and x– a normalized neck radius. The
normalization for this purpose was performed based
on the following assumptions: a shrinkage of distance
results from the densification process alone where
the two grains were sintered to a neck radius of 0.3 r;
at a heating rate of 1000 K/h. From this diagram, it
should be understood that there is a range of sinter-
ing temperature effective for a heating rate, and that a
higher heating rate results in a smaller sintering tem-
perature range effective for the densification. Thus,

the authors have been able to determine the optimal
sintering conditions for the initial stage of sintering.

Conclusion

As a first step in engineering analysis for the sinter-
ing process that most greatly inf luences microstruc-
ture formation in ceramic manufacturing processes,
the authors have performed a computer-aided simula-
tion of the sintering behavior of two spherical grains
having dissimilar compositions.

When the two spherical grains have dissimilar com-
positions, their sintering behavior can vary greatly
depending on the characteristics of initial powder
materials as well as the process parameters, including
the sintering conditions. Therefore, an estimation
model for each sintering behavior must be estab-
lished. For this reason, in the authors’ research, an
experiment with the most rudimental two-grain sin-
tering was first performed using a homogeneous
solid solution type Cu-Ni system whose physical prop-
erties and characteristics values are well known, as a
system that involves two grain types having dissimilar
compositions. Next, the authors proposed a simula-
tion model that can accommodate the sintering
behavior learned through the results of experiments,
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Fig. 12 Map for the ratio of shrinkage to grain growth
(r1�r2 �350µm)
Numerals on the line denote ∆L–�x–/ν–

∆L– ; Normalized shrinkage of distance
x– ; Normalized radius of neck
ν– ; Normalized volume of grain growth
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Fig. 11(a) Effect of sintering temperature on shrinkage

Fig. 11(b) Effect of sintering temperature on grain growth
(Heating rate�300K/h, isothermal sintering time
�600min)
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and performed a computer-aided simulation with this
model. As a result of verification of the reliability of
the proposed simulation method based on the above-
mentioned results of experiments, the calculated
value of neck growth volume closely matched the
results of simulation. Based on these simulation
results, the authors investigated into the sintering
conditions, that is, the heating rate, sintering temper-
ature, and isothermal period, and as a result learned
that the grain growth, which previously had been con-
sidered not to occur during the initial stage of sinter-
ing, should not be neglected depending on the
sintering conditions, and that the densification and
grain growth are highly responsive to sintering condi-
tions. Furthermore, the authors investigated the
effect of the combination of heating rate and sintering
temperature on densification and grain growth. The
results of this investigation helped obtain the optimal
design for the sintering conditions of the initial sinter-
ing process. The authors’ research will constitute a
first step for simulation activities in the near future
that cover the entire continuous process for a multi-
grain system, from the initial stage to the intermedi-
ate stage and the final sintering process.

This research was in part assisted by the RCAST,
Doshisha University, and the authors would like to
express their gratitude for assistance received.

Nomenclature

aZ �effective diffusion area [m2]
D �diffusion coefficient [m2/s]
D0 �coefficient of holes diffusion [m2/s]
DB �grain boundary diffusion coefficient [m2/s]
DGG �grain growth coefficient [m2/s]
DS �surface diffusion coefficient [m2/s]
DV �volume diffusion coefficient [m2/s]
DZ �effective diffusion coefficient [m2/s]
H �ratio of the distance from the grain 

boundary to the center of particle to 
radius of particle [�]

k �Boltzman’s constant [kJ/K]
M �molecular weight [g/mol]
P0 �vapor pressure [kg/m2]
Q �active energy of self diffusion [kJ/mol]
R �gas constant [kJ/mol/K]
Rr �ratio of radius of particle 1 to radius of 

initial particle 1 [�]
r �radius of particle [m]
r· �grain growth rate [m/s]
r ′ �radius of particle after sintering 

densification process [m]

r ′′ �radius of particle after grain growth [m]
S �surface area of particle [m2]
Sgb �area of grain boundary [m2]
Sn �surface area of neck [m2]
T �sintering temperature [K]
t �time [s]
Vn �volume of neck [m3]
ν �volume of grain growth [m3]
x �radius of neck [m]
x·SE �neck growth rate by evaporation-

condensation [m/s]
x·SS �neck growth rate by surface diffusion [m/s]
x·SV �neck growth rate by volume diffusion 

at particle surface [m/s]
x·GG �neck growth rate by grain boundary 

diffusion [m/s]
x·GV �neck growth rate by volume diffusion 

at grain boundary [m/s]
Yn �curve equation of neck surface [�]
Ys �curve equation of particle surface [�]
Zi �distance from the center of two particles 

to a point of contact between neck and 
particle surface [m]

γs �surface energy [kJ/m2]
γgb �interface (grain boundary) energy [kJ/m2]
∆Gg �free energy translation by grain 

growth [kJ/mol]
∆L �shrinkage of the distance from the grain

boundary to the center of the particle [m]
∆t �time step [s]
∆φ �driving force of grain growth [kJ/mol]
d �interatomic distance [m]
dB �thickness of the region of enhanced 

diffusion at the grain boundary [m]
ds �thickness of the region of enhanced 

diffusion at the surface [m]
zM �molecular volume [m3/mol]
λZ �effective diffusion length [m]
ρ �radius of curvature at neck [m�1]
ρp �density of particle [kg/m3]
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1. Introduction

There are expectations for the application of La-
modified lead zirconate titanate (PLZT) in optical
instruments because of its piezoelectric effect, elec-
trooptical effect [1], bulk photovoltaic effect, [2] and
the photostrictive effect that is manifested as a combi-
nation thereof. [3] When putting PLZT to work in
optical instruments, the materials’s light transmission
is considered to be the main problem. Endowing
ceramics with light transmission generally requires
high density, few impurities, high homogeneity, and
other qualities, and PLZT is no exception.

It is known that if one makes PLZT polycrystalline
materials using a heat process, PbO volatilization that
occurs under the high temperatures (1073 K and
higher) in powder synthesis (calcination) and sinter-
ing will result in uneven structure formation and
decreased sinterability, in turn lessening light trans-
mission. [4] Because these problems are of signifi-
cance when using PLZT in electrooptical switches and

other devices, researchers have long worked assidu-
ously to develop ways to synthesize powders using
the excess-Pb, [4] covering, [5] sol-gel, and other
methods to obtain high-density sintered materials
with good light transmission. Yet, these methods have
many industrial drawbacks. For example, the cover-
ing method consumes much Pb-rich powder, while
sol-gel powder is expensive. Researchers also believe
that manifesting bulk electromotive force in particular
requires not only light transmission, but also reduc-
ing the size of crystal grains to a certain extent, [6]
but no one has reported an inexpensive synthesis
process that can achieve both.

Mechanochemistry is a method that actively uti-
lizes the physico-chemical changes and reactions that
arise when applying mechanical energy to a sub-
stance and changing the atomic bonding state of its
surface. Fine powder activated by mechanical milling
is highly reactive, and it is known especially that com-
posite substances are formed when processing mixed
powders. This synthesis process is environmentally
friendly because it is a nonthermal solid-state reac-
tion. What is more, the powders yielded often have
special properties that were unobtainable using con-
ventional thermal action. Recently much work has
been done on the synthesis of composite oxide
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ceramic powders created by the mechanochemical
(MC) method, and there are reports on the various
interesting phenomena that arise. [7] In particular
Wang et al. [8, 9] performed MC synthesis of mostly
Pb-based piezoelectric ceramics, and successfully
obtained single-phase, high-density perovskite sin-
tered materials with short milling time. There is also
a report that sintered materials with sub-micrometer
crystal grain sizes have been obtained from PLZT
powder synthesized using the MC method. [10]

For these reasons the MC method offers promise
as a method to synthesize PLZT powder with high
sinterability, and judging by the fact that sintered
products made with PLZT powder have a fine
microstructure, this is also an effective means to
achieve high bulk electromotive force. Further, PbO
volatilization when synthesizing powder can be avoid-
ed because MC synthesis is nonthermal. However,
there are still no detailed findings on the synthe-
sized powder’s high sinterability and the mechanism
by which fine microstructures form.

In this research we therefore used MC synthesis to
make PLZT powder with high sinterability, and inves-
tigated the synthesized powder’s characteristics and
sinterability. In particular we tried to elucidate the
synthesis mechanism by focusing on powder char-
acteristics in the initial stage of the MC synthesis
process, which has not been studied very much.

2. Materials and Methods

Our starting powders were commercially available
β-PbO (Wako Pure Chemical Industries, Ltd.; average
particle size, 3 µm), ZrO2 (TOSOH; 100 µm; granulat-
ing powder), and TiO2 (Wako Pure Chemical Indus-
tries; 1 µm), La2O3 (Japan Pure Chemical Co., Ltd.;
3 µm). Except for PbO, these powders are formed
by the tight agglomeration of primary particles from
20 or 30 to several hundred nm in size. All the start-
ing powders were weighed to yield the composition
Pb0.92 La0.08 (Zr0.65 Ti0.35)O3. The powders were
then placed in a pot (100 mm inside diameter, 1-L vol-
ume) containing 1-kg balls (10 mm diameter), and
then dry-milled for up to 144 ks at between 100 and
400 rpm with a planetary mill (FRITSCH Pulveristte
6) that yielded high energy. To avoid contamination
with impurities during milling to the maximum
extent, the balls and pot were made of ZrO2 (ZrO2 - 3
mass% Y2O3), which is contained in the feedstock. For
purposes of comparison, we also made powder mix-
tures with wet-milled powder and with calcined pow-
der. To make the wet-milled powder, we started by

putting 20 g of the mixed feed powder and 100 ml of
ethanol into a polyethylene pot containing ZrO2 balls
(10 mm diameter), mixed slowly (80 rpm) in a ball
mill for 90 ks to form a slurry, which is dried and pul-
verized in a mortar. A calcined powder was obtained
by putting this powder in an Al2O3 crucible and heat
treating in air at 1173 K for 10.8 ks. 

The dry-milled powder (below, “MC powder”), wet-
milled powder (below, “mixed powder”), and calcined
powder were subjected to phase identification by X-
ray diffraction (RAD-C made by Rigaku Corporation),
microstructure observation by SEM, and specific sur-
face area measurement using the BET method (ADS-
18 made by Shimadzu Corporation). Powder thermal
characteristics were determined by heating DSC
(DSC-404 made by NETZSCH) from room tempera-
ture to 973 K at a heating rate of 0.17 K s�1.

We sintered some synthesized powder to investi-
gate sinterability. First we made some green com-
pacts by using uniaxial compaction (100 MPa) and
CIP (200 MPa) on MC powder, mixed powder, and
calcined powder. These were put in a high-purity
Al2O3 crucible and heated to between 1273 and 1473
K at a heating rate of 0.17 K s�1 using a tubular fur-
nace, and sintered for 3.6 ks in air. To prevent as
much as possible the volatilization of PbO from the
sample, which occurs during sintering, a PbO atmos-
phere was maintained in the crucible by PbO-ZrO2

powder. The sintered product’s density was mea-
sured by the Archimedean method, the product was
examined by x-ray diffraction (XRD), and its struc-
ture subjected to SEM observation. We also used a
dilatometer (TM1500H made by ULVAC-RIKO, Inc.)
to investigate linear dilatation at a heating rate of 0.17
K s�1.

3. Results

Fig. 1 shows changes over time in XRD patterns
when conducting MC synthesis with a planetary mill
at 100, 300, and 400 rpm. At 100 rpm we observed no
change in the XRD pattern, which is probably be-
cause at low speed centrifugal force is not sufficient
to keep the powder in between the milling balls, and
the powder did not receive enough inter-ball collision
energy. At 300 and 400 rpm diffraction patterns gradu-
ally changed over time, indicating gradual change in
powder constituent phases. The 300 rpm results show
that at the start of milling (0.9 ks) the XRD pattern
merely smoothened overall, and the starting powder’s
peak positions are hardly changed. But the PbO
peaks of 2θ�29.0 and 30.3° in the mixed powder dis-
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appeared, and new peaks appeared at 28.7 and 31.7°.
This is because ball impact force transformed the
rhombic crystal PbO (β-PbO, yellow PbO) used in
the starting powder into tetragonal crystals (α-PbO,
red PbO), which is a low-temperature, low-pressure
phase, [11] and for this reason powder color changed
from yellow to orange. Hence at 0.9 ks we discerned
no manifest reaction, and essentially there was no
phase change from the starting powder. At 3.6 ks and
above, starting powder peak intensity weakened over
time, and especially the α-PbO peak of 2θ�29.0°
rapidly weakened and all but disappeared by 72 ks. In
its place the perovskite PLZT peak (30.9°) appeared.
In the diffraction pattern after 72 ks the peaks for α-
PbO and TiO2 are all but gone, but the 28° ZrO2 peak
remains slightly. Finally, after 144 ks have elapsed, all
starting powder peaks have vanished. The result was
a single-phase perovskite powder, and the color
changed from orange to milky white. At 400 rpm we
observed the same phenomena occurring about four
times faster. These results demonstrate that it is pos-
sible to synthesize a single-phase PLZT powder by
applying at least a certain amount of mechanical
energy to the starting mixed powder.

Fig. 2 shows SEM photomicrographs of the mixed
powder and the MC-synthesized powder, as well as
chemically etched cross sections of the powder par-
ticles. XRD phase identification performed on the

236 KONA  No.21  (2003)

(a) 100 rpm

(b) 300 rpm

(c) 400 rpm

36 ks

3.6 ks

Starting
powder

144 ks

72 ks

36 ks
18 ks

3.6 ks

0.25 h

Starting
powder

3.6 ks

18 ks

36 ks

Starting
powder

In
te

ns
ity

20 30 40 50

2θ/deg

60 70 80

Fig. 1 Changes in the XRD patterns of the powders MC-
processed at (a) 100 rpm, (b) 300 rpm, and (c) 400 rpm.
● β-PbO, ○ α-PbO, ▲ ZrO2, ◇ TiO2, ■ perovskite PLZT

Fig. 2 SEM photomicrographs of milled powders.
(a) wet-milled, (b) MC 3.6 ks at 300 rpm, (c) MC 144 ks at 300 rpm, and (d, e) chemically etched cross sections of the powders shown in
(b) and (c)
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mixed powder revealed no phase change from the
starting mixed powder. The photomicrograph shows
that the mixed powder consists of agglomerates sev-
eral µm up to 20 to 30 µm in size, which are formed
by loosely agglomerated particles 20 to 30 nm in size.
In Fig. 2(b) it appears that the MC 3.6-ks powder is
loosely agglomerated like the mixed powder, but in
Fig. 2(d) one can see that particles 20 to 30 nm large
are tightly packed and form a single agglomerate.
The MC 144-ks powder, which is single-phase PLZT,
consists of angular coarse and fine particles, and the
cross section in Fig. 2(e) reveals that the coarse pow-
der particles have hardly any void, and are closer to
being single particle than an agglomerate.

Fig. 3 shows the XRD patterns obtained after heat
treatment of mixed powder and MC powders at 773 K
and 1073 K for 1 h. Treatment of the mixed powder at
773 K yielded no major XRD pattern change, but
after treatment at 1073 K there was a mixture of a

perovskite phase, PbTiO3 phase, and pyrochlore
phase. It is known that generally thermal synthesis
yields PbTiO3, perovskite, and pyrochlore phases
partway through the process, [12, 13] and the above-
described results suggest the occurrence of the reac-
tions typical to conventional thermal synthesis. But
heat treatment of MC 3.6-ks powder at 773 K sharp-
ened the peaks that were broad before heat treat-
ment, and the diffraction pattern assumed a form
close to that of the starting powder. In this considera-
tion, the broadening of diffraction peaks is probably
attributable to the strain and decreased crystallinity
(amorphization) introduced by mechanical energy,
[14, 15] while heat treatment at temperatures under
773 K mitigates that strain. And because no manifest
phase change was observed in MC 3.6-ks powder, it
was essentially a mixture of oxidized starting powder.
For that reason it was a mixture of perovskite and
PbTiO3 phases even after heat treatment at 1073 K,
just as the mixed powder was. On the other hand MC
36-ks powder had two broad diffraction peaks in the
30° locality before heat treatment, but heat treatment
at 773 K released strain energy, and the two broad
peaks divided into a comparatively sharp ZrO2 (28°)
peak and perovskite phase (31°) peak, accompanied
by a small PbO peak.

Fig. 4 shows MC powder DSC results in compari-
son with mixed and calcined powders. At 973 K or
below, there were no structural changes or chemical
reactions in the calcined powder, so it was neither
endothermic nor exothermic at all. For the mixed
powder, the exothermic peak from 523 to 573 K and
the endothermic peak from 573 to 673 K were caused
by, respectively, the decomposition of the polymer
entering from the pot, and the dehydration of the
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Fig. 3 Changes in the XRD patterns of the powders after heat
treatment at 773 and 1073 K.
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La(OH)3 in the La2O3 starting powder, which means
that effectively one need consider only the heat gen-
erated at around 873 K. The heat generated by
PbTiO3 formation is reported to appear around the
773 to 873 K range, [16] and the 873 K peak appear-
ing with mixed powder is also attributed to PbTiO3

formation. Similarly with MC 3.6-ks powder, there is
an exothermic peak accompanying PbTiO3 formation.
MC 36-ks powder also exhibited an exothermic peak
at 793 K, but because we were unable to confirm
the presence of TiO2 after 773 K heat treatment in
Fig. 3(b), it is quite possible the heat was incidental
to another reaction. Meanwhile, all MC powders ex-
hibited gentle exothermic peaks between 473 and
723 K, regardless of milling time. Considering that,
as seen in Fig. 3(b), MC 3.6-ks powder retained its
starting composition even after heat treatment at 773
K, it seems reasonable to suppose that this exother-
mic peak is related to the release of energy from the
strain induced by milling. [14] The probable reason
that the exothermic peak temperature differed ac-
cording to milling time is that constituent phases and
induced strain energy were different for each pro-
cessing time.

Fig. 5 plots the sinterability of MC powders in
comparison with mixed and calcined powders. XRD
analyses of all sintered products revealed that all were
single-phase perovskite powders. As the graph shows,
the sintered density of 3.6-ks to 144-ks MC powder
was far higher than that of mixed powder, and rivaled
that of calcined powder. In Fig. 1 a perovskite phase
was not completely formed in MC powder whose pro-
cessing time is 72 ks or less, but that powder had

comparatively high sinterability. As noted above, the
constituent phases of 3.6-ks MC powder in particular
are about the same as those of mixed powder, yet MC
powder’s sinterability is far higher.

Fig. 6 shows the linear dilatation of green com-
pacts from each powder. Mixed powder started ex-
panding at 873 K. At 973 K its expansion rate
changed, and at 1123 K it began to shrink. In research
reported heretofore, heating PbO-ZrO2-TiO2 mixed
green compacts has resulted in expansion caused by
the formation of PbTiO3 and PZT at 873 K and 973 K,
respectively. [16, 17] The mixed powder expansion in
the figure was a combination of these two expansion
phenomena, and the expansion in the 873 to 1073 K
and the 973 to 1173 K ranges corresponds to the for-
mation of PbTiO3 and PLZT phases. In fact, the mixed
powder exothermic peak at about 873 K in Fig. 4
coincides with this expansion. Expansion did not
occur in the 144-ks MC powder and the calcined pow-
der because their PbTiO3 and PLZT phase formation
processes had already finished. Although expansion
was observed in the 3.6-ks MC powder, it was far
smaller than that of the wet-milled powder, and it fin-
ished in the low-temperature range of 873 to 1073 K.
Meanwhile, all MC powders had slow shrinkage in
the temperature range of 423 to 823 K, and because
this coincides closely with the moderate generation of
heat in the DSC results, this shrinkage was accompa-
nied by the relaxation of strain and by the crystalliza-
tion.

Fig. 7 shows the microstructures of sintered prod-
ucts made from mixed powder and MC powder.
Although one can observe differences in the porosity
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corresponding to sintered density, all three are very
similar, uniform structures having fine crystal sizes of
about 1 µm.

4. Discussion

Our results indicate that MC powders have sinter-
ability equal to that of calcined powders, and our MC
powders exhibited high sinterability even after very
short MC processing time. Especially 3.6-ks MC pow-
der had remarkably high sinterability despite it hav-
ing the same constituent phases as the mixed powder.
It is evident from Fig. 6 that the difference in sinter-
ability is attributable to the difference in the amounts
of expansion occurring in the formation of PbTiO3

and PLZT. Expansion resulting from the formation of
PbTiO3 is generally attributed to a molar volume dif-
ference, in which the PbO existing within interparti-
cle space of the TiO2 skeletal particles diffuses into
TiO2 particles, and the molar volume of the PbTiO3

which forms as a result is larger than that of the origi-
nal TiO2. The same holds for expansion by PLZT. We
conjecture that after PbO diffuses, voids form in parti-
cle interstices, resulting in the whole skeleton expan-
sion, and that voids which are not eliminated by
sintering act to lower sinterability. If this scenario is
correct, then the reason that 3.6-ks MC powder
showed high sintering shrinkage and small voids dis-
tribution is that in this powder no appreciable phase
reactions, which will yield skeletal expansion, oc-
curred. A possible reason that voids were small is that
starting powders were finely pulverized in MC pro-
cessing and mixed very finely. In fact, Fig. 2 shows
that in the 3.6-ks MC powders 20 to 30 nm particles
are tightly agglomerated suggesting a fine mixing.

Fig. 5 reveals something highly interesting about
sintering behavior. Conducting MC processing for
longer than 3.6 ks actually decreased sinterability as
milling time increased. Although there are several in-
stances of research on the MC synthesis of perovskite
crystals, they all reported that longer MC processing
time increased sintered density, [8, 9] which contra-
dicts our observation of decreased density. There are
two conceivable reasons for this density decrease: (1)
nonuniform sintering due to the presence of tightly
agglomerated coarse powder (Fig. 2(c)), and (2) an
increase in the amount of impurities from the pot and
balls as milling progresses. We investigated (1) by
conducting wet milling after MC processing to pulver-
ize coarse particles. After MC processing finished, we
put 200 ml of ethanol into the pot and milled for
another 90 ks at 200 rpm. Recovering powder that
adheres to the balls and pot is easy because this
method makes the powder into a slurry. The result-
ing slurry was dried at 353 K and sintered as de-
scribed. XRD examination of the powder before and
after this wet milling revealed no clear change.
Table 1 gives the changes in specific surface area
and sintered density before and after the wet milling.
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Fig. 7 Chemically etched microstructures sintered at 1473 K from (a) the wet-milled powder, and from (b) MC 3.6 ks and (c) 144 ks powders
at 300 rpm.

Table 1 Specific surface area and sintered density of the wet-
milled powder and the dry-milled powders with and with-
out the additional wet-milling process.

Specific surface area (m2/g) Sintered density (%)

As milled Pulverized As milled Pulverized

Wet-milled 8.41 — 79.2 —

MC 3.6 ks 1.73 15.60-21.26 94.3 94.9

MC 144 ks 2.58 8.76 86.4 97.7

(a) (b) (c)



This wet milling increased the specific surface area of
the 144-ks powder about 3.4 times, which indicates
that coarse particles were pulverized by the wet
milling. Pulverization increased sintered density
about 10%, and relative density to 97.7%, a substantial
increase. This sinterability surpasses that of 3.6-ks
MC powder (relative density 94.9%), meaning that
nonuniform sintering caused by the presence of
coarse particles strongly affects decreasing sinterabil-
ity as related to MC processing time. With a simple
experiment we also confirmed to a certain extent the
inf luence of (2), but a closer investigation is planned
for the future. In any case, MC powders exhibit high
sinterability even with short processing times, but
single-phase PLZT powders with long processing
times have even better sinterability.

This study of MC powder characteristics and MC
powder sintering behavior makes it generally possible
to discern the mechanism of powder synthesis by MC
processing. The initial stage involves starting powder
pulverization and reagglomeration, which mixes more
finely than conventional wet milling. And as seen in
Fig. 3, ball impact on starting powder oxides induces
strain and decreases crystallinity. Reactions caused
by mechanical energy then start among oxide parti-
cles. Fig. 3 indicates that first PbTiO3 forms from
reactions between PbO and TiO2, after which the
reaction of PbTiO3 with ZrO2 and PbO leads to grad-
ual PLZT formation, and the ultimate synthesis of sin-
gle-phase perovskite PLZT powder. Because the small
La2O3 content made it difficult to determine La behav-
ior by XRD.

5. Conclusion

We synthesized PLZT powder using the mechano-
chemical method, and reached the following conclu-
sions from the results of our study of the synthesis
process and the sinterability of synthesized powder.
(1) Dry planetary milling of a mixture of the oxides of

elements comprising PLZT succeeded in synthe-
sizing single-phase perovskite PLZT powder in
a comparatively short time at a minimum pre-
scribed rotational speed.

(2) Sinterability improved greatly even in powder
dry-milled for a short time, in which a PLZT phase
did not form. This was because in dry milling the
starting powder of oxides was mixed very finely.

(3) If dry milling is continued until a single-phase
PLZT powder is synthesized, the powder becomes
coarse and its sinterability declines, but we found
that an additional wet-milling process can make

single-phase PLZT powder which exhibits very
high sinterability.

(4) We conjecture that the synthesis process works
like this: As soon as milling begins, the starting
powder is mixed by pulverization and reagglomer-
ation, strain is induced, and amorphization occurs.
PbTiO3 then forms from the reaction between
PbO and TiO2, after which a perovskite phase
forms because of the reaction of PbTiO3 with
ZrO2 and PbO.
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The 37th Symposium on Powder Technology

Information Articles

The 37th Symposium on Powder Technology

Subject: “Nano-particle Technology”

Session 1   Chairperson: Emeritus Prof. Hitoshi Emi (Kanazawa Univ.)
• Powder Technology and Evolution/Survival Prof. Masayuki Horio

of Technology based Civilization (Tokyo Univ. of Agriculture & Technology)
(KONA Award Commemorative Lecture)

• Nano Particle Technology towards Nano-bio Prof. Tadafumi Adschiri
Technology — Nano-bio Technology with Super- (Tohoku Univ.)
critical Fluid —

• Mono and Multicomponent Nanoscale Powders Masayoshi Kawahara
and Process (Hosokawa Powder Technology Research 

Institute)

Session 2   Chairperson: Prof. Kiyoshi Nogi (Osaka Univ.)
• Application, Control and Characterization of Prof. Hidehiro Kamiya

Aggregation and Dispersion Behavior of (Tokyo Univ. of Agriculture & Technology)
Nano-particles

• Application of Nanoparticles to Pharmaceutical Prof. Yoshinobu Fukumori
Dosage Forms (Kobe Gakuin Univ.)

• Nano Structure Control by Mechano-Chemical Takehisa Fukui
Bonding Technique for Fuel Cells (Hosokawa Powder Technology Research 

Institute)

Session 3   Chairperson: Prof. Makio Naito (Osaka Univ.)
• Discussion 

The 37th Symposium on Powder Technology was
held on August 21, 2003 at the Senri Hankyu Hotel in
Osaka under the sponsorship of the Hosokawa Pow-
der Technology Foundation and with the support of
Hosokawa Micron Corporation. The symposium in

this year was also very successful with the atten-
dance of 227 including about 30 academic people.
The main subject of this year was “Nano-particle
Technology”.
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The 11th KONA Award

As the winner of the KONA Award, which is spon-

sored by Hosokawa Powder Technology Foundation

and given to the scientists or groups who have

achieved excellent researches in the field of particle

science and technology, Professor Masayuki Horio of

Tokyo University of Agriculture & Technology was

selected.

Prof. Horio has achieved remarkable results in the

field of particle science and technology, especially in

the field of f luidization.

On January 30, 2003, Mr. Masuo Hosokawa, Presi-

dent of the Foundation, handed the 11th KONA Award

to Prof. Horio at the ceremony of presentation held at

the Senri Hankyu Hotel in Osaka, Japan.
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