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On April, 29th. 2002, Professor Dr. Sunil de Silva
died, totally unexpected and fast. Towards the end of
a normal working day he felt some pain in his back
and his stomach and they brought him by ambulance
into a hospital. The physicians detected interior
bleeding. These were so strong, that no help was pos-
sible. He died in an age of 59.

Sunil de Silva was borne in Colombo, Sri Lanka (at
that time: Ceylon), on January 13th. 1943. He got his
education up to university level in Colombo. After
one year at Ceylon-University he went to the UK in
Europe where he studied Chemical Engineering at
the University of Loughborough. Already at that time
he was aware of the effect that an education only in
Ceylon would make him very much dependent upon
his home-country. He stayed in Loughborough up
to 1970 when he got his PhD with a thesis entitled
“Transmission of Force through Particulate Systems
with Restricted Geometries”.

In 1970 Sunil moved on to the University of 
Karlsruhe in Germany, where he joined with Professor
Kurt Leschonski as a scientific assistant within the
Institute of Mechanical Process Engineering, headed
by Professor Hans Rumpf. In 1972 he moved with
Kurt Leschonski to the Technical University of
Clausthal (Germany), where they founded a new
Institute of Mechanical Process Engineering. Sunil
stayed in Clausthal up to 1976. From 1976 to 1982
he worked in industry with Donaldson Europe in
Belgium. His experiences in air classification, size
analysis, jet mills and computer modelling of particu-
late f lows, which he gained at the different places,

was an excellent basis to join Christian Michelsen
Institute in Bergen, Norway, as a Post-Doctoral Fel-
low. In 1982 he was appointed as Head of Research in
Powder Technology at Chr. Michelsen Institute.

In 1988 the management of the Chr. Michelsen
Institute decided to close ist activities in Powder
Technology. Sunil was appointed as an Adjunct
Professor in Powder Technology in the faculty of
Technology of Telemark University College in
Porsgrunn and he was asked to move POSTEC to
Porsgrunn. POSTEC (POwder Science and TEChnol-
ogy) was a research programme which Sunil started
in 1983 in Bergen together with his colleague and
friend Gisle Enstad. Gisle Enstad and K. Manjunath
moved with Sunil to Porsgrunn. Powder Science and
Technology Research Ltd. (still: POSTEC) was
founded with Sunil as the Managing Director. Very
soon 25 companies got members of POSTEC. Sunil
possessed the talent to motivate people and to con-
vince them to work with POSTEC and to give them
the necessary money. One of his mostly used sen-
tence was “we don’t have to convince people, we
have to educate them”. Thus, POSTEC got research
money not only from companies but also from the
European Community, from Scandinavian founda-
tions as well as from the Norwegian Government.

In 1994 POSTEC was integrated as a Department
within the foundation Telemark Technological R&D
Centre (Tel-Tec) with Sunil as the Head of the De-
partment. In 1995 he was appointed a full Professor in
Powder Technology at Telemark University College.
He retained his responsibility within Tel-Tec up to the
end of 2002, when this responsibility was handed over
to Gisle Enstad. Now, Sunil could devote all his time
to the College, where he was Head of the Depart-
ment, Pro-Dean and member of the College’s Senate.
He concentrated his activities more and more on
questions of education, which following his ideas was
not only teaching itself but more the formation and
alteration of the existing teaching courses. He never
followed existing rules without asking for their signif-
icance.

Sunil served on many international committees and
working parties, he was member of several editorial
boards. He gave a number of courses in many coun-
tries and he organised in Norway three well attended
international conferences RelPowFlo I, II, III (Reli-
able Powder Flow). RelPowPlo IV should take place in
Sri Lanka in winter 2003/2004. With that conference
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Sunil wanted to retire. We all are very dispressed
(sad) that it was not permitted to him to do so.

Sunil was a beloved and a requested partner in
industry, in university, in committees and in private
life. His places of activity in four European countries,
but most of all his open, friendly, direct and honest
nature was the reason for the enormous number of

friends he had around the world. Sunil was a “charac-
ter” whom we cannot forget.

J. Schwedes
Vice Chairman of Europe/Africa Editorial Board

(Prof., Univ. of Braunschweig, Germany)
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The Fourth World Congress on Particle Technology
(4WCPT) was successfully held in Sydney from July 21st

to 25th, 2002. There were approximately 500 participants
from 35 countries around the world and the number of
papers including posters presented at the meeting was
about 500. The number of participants was about 200 less
than at the 3WCPT held in Brighton in 1998, whereas
the number of papers increased by about 100. This meet-
ing was partially supported by the Hosokawa Powder
Technology Foundation. An informal KONA editorial
board meeting was held on July 23rd during the 4WCPT
to exchange ideas among the several editors from the
Americas, Europe/Africa and Asia/Oceania Blocks. A
forthcoming particle related meeting, the Second Asian
Particle Technology Symposium (APT2003), will be held
in Penang, Malaysia from December 17th to 19th, 2003.

The Hosokawa Powder Technology Foundation is now
considering electronic publication of this journal. It is
hoped that we will have the ability to download this issue
from the Internet.

This year we lost another member of the KONA editor-
ial board, chairman of the Europe/Africa Block, Profes-
sor S. de Silva in Postec-Research A/S, Norway. We all
heartily lament his death and extend our sincere condo-
lences.

In the past, issues of KONA have normally been pub-
lished and distributed in February or March. However,
the original KONA publication and distribution schedule
was intended for the end of December. This year we have
made an effort to advance the publication date, and I hope
this issue will be in your hands in December of 2002.

The Letter from the Editor

Yasuo Kousaka
Editor-in-Chief
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the CPT has changed its policy to internationalize the “KONA”
from the 8th issue (1990) and on by incorporating the monographs
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and scope of the Foundation definite. Essentially no change has
been observed in continuously editing and publishing this journal
except in the designation on a part of the journal cover. 
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powder science and technology, ranging from fundamental princi-
ples to practical applications. The papers discussing technological
experiences and critical reviews of existing knowledge in special-
ized areas will be welcome.

These papers will be published only when they are judged, by
the Editor, to be suitable for the progress of powder science and
technology, and are approved by any of the three Editorial Com-
mittees. The paper submitted to the Editorial Secretariat should
not have been previously published except the translated papers
which would be selected by the Editorial Committees. 

CATEGORY OF PAPERS
• Invited papers
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Editorial Committees, and refereed by the Editors.
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copyright holder.
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SUBSCRIPTION
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universities and laboratories as well as to institutions and libraries
in the field throughout the world. The publisher is always glad to
consider the addition of names of those who wish to obtain this
journal regularly to the mailing list. Distribution of KONA is made
by each Secretariat.

INSTRUCTIONS TO AUTHORS
(1) Manuscript format

• Two copies should be submitted to the Editorial Secretariat, in
double-spaces typing on pages of uniform size.

• Authorship is to give author’s names, and the mailing address
where the work has been carried out on the title page.

• Abstract of 100-180 words should be given at the beginning of
the paper.

• Nomenclature should appear at the end of each paper.
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or WORD PERFECT�as word processing system, please add
the formatted text file.

(2) Reprints
• The authors shall receive 50 free reprints. Additional reprints

will be furnished when ordered with return of galley proofs.
(3) Publication policy

• All papers submitted for publication become immediately the
property of the CPT and remain so unless withdrawn by the
author prior to acceptance for publication or unless released
by the Editor. Papers are not to be reproduced or published in
any form without the written permission of the CPT.
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Explanation of the Cover Photographs

Nanoparticles of zirconia and titania prepared 
by Joule Quench Reactor

The photographs show TEM images of zirconia (ZrO2) and titania (TiO2) particles produced using a nanoparti-

cle generator, called “Joule Quench Reactor (JQR)”. JQR produces the nanoparticles by the chemical reaction of

organic compounds including inorganic or metal components to generate core particles using plasma followed by

rapid quenching. The ZrO2 particles made by JQR have an average particle size calculated from BET specific sur-

face area of 37 nm and a crystal size measured by X-ray diffraction method of 32 nm. The good agreement of

these two means each particle consists of a single crystal, which is also presumed from the fact that the particles

have polygonal shape. It is also remarkable that the ZrO2 particles have higher whiteness than the conventional

ones. 

On the other hand, JQR also produces TiO2 of anatase phase showing photocatalytic properties. The TiO2

particles made by JQR have a BET equivalent particle size of 58 nm and a XRD crystal size of 38 nm. The parti-

cles have spherical shape and higher whiteness compared with the conventional TiO2.

50 nmZrO
2

20 nmTiO
2
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1. Introduction

Motionless or static mixers are widely known and
applied in process technologies for the mixing of liq-
uids, especially for highly viscous materials, and to
contact different phases to enhance heat and mass
transfer. Producing dispersions in two- and multi-
phase systems such as emulsions, suspensions,
foams, etc., is also the common aim of using motion-
less mixers. Far less information is known on their
behavior, capabilities and applications in bulk solids
treatments. Although investigations started more
than thirty years ago in this field, research and devel-
opment is still under way even now. Recent studies
and applications gave evidence on the beneficial fea-
tures of such devices in powder technology for mix-
ing and other treatments of bulk solids. 

Motionless or static mixers are f low-modifying
inserts, built into a tube, duct or vessel. These tools
do not move themselves, but using the pressure dif-
ference or the kinetic and potential energy of the
treated materials, create predetermined f low patterns
and/or random movements, causing velocity differ-
ences and thus relative displacements of various parts
of the moving material. In this way, motionless mixers
can considerably improve the process to be carried
out. In f luids, motionless mixers work efficiently
both in turbulent and laminar regions. Splitting, shift-
ing, shearing, rotating, accelerating, decelerating and

recombining of different parts of materials are com-
mon mechanisms in this respect, both in f luids and
bulk solids.

Motionless mixers eliminate the need for mechani-
cal stirrers and therefore have a number of benefits:
No direct motive power, driving motor and electrical
connections are necessary. The f low of materials
(even particulate f low) through them may be induced
either by gravity, pressure difference or by utilizing
the existing potential or kinetic energy. The space
requirement is small, allowing a compact design of
equipment in bulk solids treatments. Installation is
easy and quick, e.g. by simple replacement of a sec-
tion of tube or by fixing inserts into a tube or vessel.
Set-up and operating costs are much lower than those
of mechanical mixers, while maintenance is practi-
cally superf luous. Motionless mixers are available in
a number of different types, shapes and geometries,
made from a great variety of materials. The mixer can
therefore easily be matched to process requirements
and to the features of the processed materials. Phys-
ical properties, e.g. f low behavior, particle size,
mechanical strength, abrasive effects, safe prescrip-
tions. e.g. for food and pharmaceutical industries, can
be taken into account by the proper design of mixers.
Applications in powder technology are equally feasi-
ble in gravity and pneumatic conveying tubes, in
chutes, hoppers and silos, or even in rotating, vi-
brated or shaken containers.

The greatest advantages of motionless mixers in
bulk solids treatment are: high performance, continu-
ous operation, energy and manpower savings, mini-
mum space requirement, low maintenance costs,

J. Gyenis
University of Kaposvar
Research Institute of Chemical and Process Engineering*

Motionless Mixers in Bulk Solids Treatments – A Review†

Abstract

In this paper the general features, behavior and application possibilities of motionless mixers in
mixing and treatments of bulk solids are overviewed, summarizing the results published during the
last three decades. Working principles, mechanisms, performance, modeling and applications of
these devices are described. Related topics, such as use in particle coating, pneumatic conveying,
contacting, f low improvement, bulk volume reduction, and dust separation are also summarized.

* Veszprem, Egyetem u. 2, Hungary
† Accepted: June 28, 2002



trouble-free operation, easy measurement and con-
trol, and improvement of product quality. 

There are a number of different types of motionless
mixers available from a number of manufacturers,
most of them are applicable for bulk solids, too. The
most widely known types are, e.g. Sulzer SMX and
SMF mixers, Ross ISG and LPD mixers, Komax
mixer, Kenics and FixMix mixers, etc. Fig. 1 shows
some examples of these devices.

The Sulzer SMX mixer (Fig. 1a) is a typical form
of lamellar mixer, composed of narrow strips or lamel-
las placed side by side within a tube section. These
strips decline from axial direction alternately by posi-
tive and negative angles, crossing the planes of each
other, and thus constituting a 3-D series of X forms.
During f low, the material is split into several streams
or layers corresponding to the number of strips,
shifted to opposite directions relative to each other.
Flow cross-sections contract along its up-f low sides
and expand at the down-f low sides. Thus, the material
is forced laterally from the contracting to the neigh-
boring expanding channels. One SMX element, i.e.
one series of crossing strips, mixes principally in two
dimensions along the plane of the X forms. Therefore,
the next series of X forms is aligned at 90° to ensure
three-dimensional mixing. Sulzer SMX is thus charac-
terized by excellent cross-sectional (transversal) mix-
ing and a high dispersing effect with a small space

requirement and a narrow residence time distribu-
tion. In multiphase f lows no deposits and blockages
occur, due to the high turbulence caused by the sharp
edges and crossings. But, a drawback of this mixer
also comes from this, because sharp edges and the
sudden changes in f low directions increases pressure
drop. In bulk solids f low, troubles can arise, especially
for cohesive materials, for larger particles or broad
size distributions.

Fig. 1b shows the Ross LPD mixer which consists
of a series of slanted semi-elliptical plates positioned
in a discriminatory manner in a tubular housing.
When the material f lows through this mixer, the input
stream is split and diverted repeatedly in different
directions along the cross-section of the tube, until
a homogeneous mixture is achieved. This type of
motionless mixer is generally used for the turbulent
f low of low-viscosity liquids to enhance macro- and
micro-mixing and/or to improve the heat transfer
coefficient in heat exchangers. It is also feasible for
particulate f lows. But, since the f low at a given tube
section is divided into two streams only, shear and
material exchange takes place in one plane only
between the two half-tube cross-sections, thus the
mixing effect along a given length is weaker than in
SMX mixers, especially for viscous materials or bulk
solids. Naturally, the pressure drop is also less. For
bulk solids, the maximal throughput in a Ross LPD
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Fig. 1 Examples for motionless mixers also applicable for bulk solids
(a) lamellar (Sulzer SMX) mixer, (b) Ross LPD mixer, (c) Komax mixer, (d ) Kenics static mixer, (e) FixMix mixer,  ( f ) a - taper  and
(g) b - skewness of a FixMix element

(a) (b) (c) (d) (e) ( g)

a

( f )

b

b



mixer is higher than in SMX, and the risk of plugging
for cohesive powders or large particle sizes is consid-
erably reduced. Another difference is that, due to the
non-uniform axial velocity profile, the longitudinal
mixing effect of the LPD mixer may be higher than
that of the SMX mixer. 

The Komax mixer (see Fig. 1c) consists of f lat
plates arranged essentially in axial direction in a tube,
but at both ends of these plates they are hatched,
rounded and bent in opposite directions. The neigh-
boring mixer plates are arranged at 90° in radial
direction, touching each other with the tips of the
bent f laps. This mixer is also called a “Triple-Action
Mixer”, because it provides (i) two-by-two division,
(ii) cross-current mixing and (iii) back mixing of
counter-rotating vortices. Each mixing element set in
combination sweeps approximately two-thirds of the
circumference of the pipe and directs the f low to the
opposite side, providing very strong wall-to-wall radial
transfer. Between the sets of generally four mixer ele-
ments, inter-set cavities provide space for intensive
contacting of the sub-streams of material by strong
momentum reversal and f low impingement. For mul-
tiphase f low, this mixer is resistant to fouling or clog-
ging, because the f lips of the mixer elements are
smoothly contoured with a large radius. Intersections
between the element ends with the wall are all
oblique angles, eliminating corners that can trap solid
or fibrous materials and promote material accumula-
tion. Momentum reversal and f low impingement pro-
vide a self-cleaning environment.

The Kenics static mixer shown in Fig. 1d pos-
sesses almost all the advantages of the Komax mixer.
It consists of a long cylindrical pipe containing a num-
ber of helical elements twisted by 180° alternately in
left-hand and right-hand directions, perpendicular to
f low direction. The adjacent elements are set by 90°
in radial direction, therefore the outlet edge of a given
element and the inlet edge of the next one are perpen-
dicular to each other. The smooth helical surface
directs the f low of material towards the pipe wall and
back to the center, due to secondary vortices induced
by the spiral-form twist of the f low channels. Addi-
tional velocity reversal and f low division results from
shearing of the material along the tube cross-section
between the adjacent elements. The systematic divi-
sion of streams and their recombination in another
way enhance the mixing effect proportionally to 2n,
where n is the number of the applied mixer elements.
For f luids or in multiphase f lows, a relatively narrow
residence time is ensured, in addition to excellent
radial mixing. Due to the smooth and mildly bending

surfaces of the helices, the pressure drop along a
Kenics mixer is very low, while it provides continuous
and complete mixing and eliminates radial gradients
in temperature, velocity and composition. For bulk
solids, because of the non-uniform axial velocity pro-
file, a certain degree of longitudinal mixing also takes
place. Due to the smooth surfaces and relatively wide
f low channels, the risk of plugging or blockage is
very limited.

The FixMix motionless mixer shown in Fig. 1e is
very similar to the Kenics static mixer, with the essen-
tial difference that the individual elements are slanted
relative to the tube axis and are tapered along their
length. It results in several benefits: the slightly
increasing gap between the mixer element and the
tube wall eliminates the corners or contact points
between them. Therefore, there are no dead zones,
and deposition or blockage cannot occur. On the
other hand, the cross-section of the f low channels on
the two sides of a mixer element changes continu-
ously along its length: the cross-sectional area on one
side expands while on the other side it contracts. Due
to the tangential f low at the wall and the pressure dif-
ference between the two sides, an intensive cross-
f low takes place between the neighboring f low
channels. These features provide improved mixing
efficiency, lower pressure drop with suitable cross-
sectional turbulence, and more uniform radial and
tangential velocity fields. The higher velocity and the
turbulence close to the tube wall results in higher
heat transfer coefficients and a cleaner surface. In
addition to this self-cleaning effect, the lack of cor-
ners makes the cleaning easier for difficult materials.
This mixer provides higher mixing efficiency per unit
mixer length and reduces the risk of blockage in bulk
solids treatment.

During the past three decades, quite a number of
papers were published on the application of motion-
less mixers in this latter field, and it is worth survey-
ing these results to initialize further studies and
practical applications. 

2. Motionless Mixers in Bulk Solids Mixing

The mixing of bulk solids is an important operation
in many industries, such as in the chemical and phar-
maceutical industries, mineral processing, food in-
dustry and for treatments of agricultural materials.
Uniform composition in these processes is of primary
importance, as well as to eliminate segregation. Be-
sides mechanical mixers and silo blenders, motion-
less mixers represent a viable solution for this task,
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especially if continuous operation is possible or nec-
essary. The application to homogenize solids was
already envisaged as early as in 1969 by Pattison [1].

A crucial condition of such an application is the
trouble-free f low of the bulk solids to be treated.
Therefore, motionless mixers can only be used for
free-f lowing particles, but cohesiveness to some ex-
tent is tolerable even in gravity f low of such materials.

In addition to the devices conventionally known as
motionless mixers, any other tools inserted into a
tube or vessel or the intentional changes of tube or
chute cross-sections can modify the f low pattern of
solids. Therefore, they may also be considered as
some kind of motionless mixer. Various inserts in
silos or hoppers, or cascade chute assemblies causing
the multiple division and recombination or modifica-
tion of bulk solids f lows can also be ranked here.

2.1  Mixing Mechanisms of Motionless Mixers
Several workers investigated the mixing mecha-

nisms of particulate solids in motionless mixers act-
ing in transversal [2] and longitudinal directions [3].
Observing the interactions between the particles and
mixer elements, four kinds of mixing actions were
distinguished [3, 4]. Namely: (a) multiple division and
recombination of the particle f low, (b) interaction of
particles with other particles, with the surface of
mixer elements and the tube wall, (c) changes in f low
direction, and (d) differences in velocity profile.
Three main mechanisms, namely diffusive, convec-
tive and shear mixing were attributed to these
actions. Shear: certain particle regions are sheared
during particle f low, creating velocity differences
between the adjacent layers. Convection: multiple divi-
sion and recombination of the particle f low, as it is
split into sub-streams and diverted to different ducts
or directions, and then unified with other sub-
streams. Dispersive or dif fusive-type mixing: stochastic
movements with interchanges of different particles. A
great deal of experience accumulated in the last
decades indicates that these mixing mechanisms act
more or less together in any type of motionless mixer,
and therefore they are hardly separable from each
other.

The majority of experimental studies carried out
until now used helical mixer elements such as Kenics
or FixMix-type devices. In a few works, other types of
motionless mixers such as Sulzer (Koch) mixers and
mixer grids composed of helices, rods or lamellas,
were investigated.

For certain types of mixers, the mixing mecha-
nisms inf luence the characteristic direction of mixing.

There is a general belief that motionless mixers per-
form mainly radial (transversal) mixing, and that axial
(longitudinal) mixing is negligible. But, according to
our experience, also seen from the results of other
workers, this is not entirely valid even for viscous liq-
uids or plastic materials, due to non-uniform axial
velocity profiles. Depending on their shape, arrange-
ment and operational conditions, and in addition to a
high radial dispersion [2], motionless mixers may
cause effective axial mixing [3, 4], too. This latter fea-
ture is of crucial importance in equalizing concen-
tration variations in time and space in continuous
particle f lows caused either by segregation or by non-
uniform feeding.

2.2  Mixing Kinetics and Performance
The performance of a bulk solids mixer is charac-

terized by its throughput, i.e. the treatable mass per
unit volume and time, and by the degree of homo-
geneity achieved. These features are in close relation
with the mixing kinetics, i.e. with the rate of homo-
geneity improvement, characterizing how fast the
concentration uniformity is getting better as a func-
tion of time or mixer length. The mixing kinetics
determines the number of motionless mixers neces-
sary to achieve a given degree of homogeneity or its
equilibrium. The latter may be the result of two com-
peting processes: mixing and segregation. In other
words: whilst the mixing mechanism tells us in what
manner, the mixing kinetics characterizes by which
rate and how far the process is going on.

From a practical point of view, the performance of a
mixer is the most important feature, if we disregard
the actual mechanism of mixing. However, the mech-
anism gives an explanation of the mixing kinetics
experienced, thus also serving as a starting point for
further improvements. Therefore, almost all studies
carried out in this field aimed at determining the rate
of process [5-14], and only a few works dealt with the
mechanism. The kinetics of the mixing and segrega-
tion processes competing with each other can be
characterized by the equation [14]: 

�Km(1�M)�KsΦ (1)

where M denotes the actual degree of mixedness, Km

and Ks are the kinetic constants of mixing and segre-
gation, respectively, while Φ is the so-called segrega-
tion potential [14]. Although there are a number of
various definitions for the degree of mixedness [15],
the most simple and well applicable one was defined
by Rose [16] as

dM
dt
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M�1� (2)

where s and s0 are the estimated standard deviations
of the sample concentrations taken from the actual
mixture and in a totally segregated state, respectively.

Among the earliest works carried out in this field,
the mixing performance of the Kenics [2-4, 8] and
Sulzer (Koch) motionless mixers [6, 7] was reported
by the team of L. T. Fan. In some studies, the mixing
of wheat, sorghum grains and f lour was determined
both in axial and radial directions. Among different
experimental methods, the radioactive tracer tech-
nique was used to observe the rate of the process.
The practical purpose of these investigations was to
upgrade low-quality products by adding high-quality
ones during continuous blending. Motionless mixers
were proposed, e.g. to feed mills with a controlled
quality of raw material. The kinetics of simultaneous
mixing and segregation processes was investigated
experimentally with free-f lowing particles which dif-
fered in particle size or in particle density, or both.
Under given conditions, comparison showed that
differences both in particle size and density gave
substantially faster mixing and segregation rates
compared to systems where differences took place in
either particle size or particle density alone [8].

The mixing of materials of different particle sizes,
shapes and densities is generally accompanied by
segregation. After quite a long mixing time, these
concurrent processes result in a balanced degree of
mixedness which is lower than it would be in a totally
random distribution of the component particles.
Depending on the initial positions of the components,
equilibrium is approached gradually from below, or
very often, after going through a maximum. In this
latter case, the uniformity of a mixture decreases in
the final period of the process, in spite of continued
mixing action. Boss and his co-workers [10, 11] inves-
tigated the balanced degree of mixedness in systems
of different particle sizes. Two types of motionless
mixers were tested: (a) lamellar mixers composed of
slanted metal strips crossing each other similarly to
Sulzer SMX mixers, and (b) roof mixers consisting of
grids of angle profiles arranged in horizontal rows at
different cross-sections. Similarly to the works of Fan
and his co-workers, these experiments showed signif-
icant segregation after certain passes through the
motionless mixer. (In these experiments, increasing
mixer lengths were simulated by repeated f lows
through a given length of mixer tube.)

s
s0

2.3  Modeling and Simulations
To describe a process or equipment theoretically, or

to predict the characteristic features and results of
their applications under different conditions, math-
ematical modeling and simulation proved to be widely
applied and useful tools. To investigate motionless
mixers in solids mixing, various modeling principles
and simulation methods were used till now. Chen et
al. [4] adapted the concepts of an axially dispersed
plug-f low model, commonly used at that time to
describe the mixing of f luids in various unit opera-
tions. In their work, a quasi-continuous deterministic
model was applied to describe the axial dispersion of
particles in a gravity mixer tube containing motion-
less mixer elements. Residence time distributions
were measured by the stimulus-response technique,
and apparent Peclet numbers and axial dispersion
coefficients were determined for three different kinds
of solid particles, after different number of passes
through the mixer tube. 

Apparent Peclet numbers (Pe′) and axial dispersion
coefficients (K ′ax) have similar definitions here to
those used in f luids to characterize the intensity of
longitudinal mixing. Their values can be determined
from the residence time distribution of tracer parti-
cles in the mixer tube determined by discrete sam-
pling at the outlet at different times after they are
introduced at the inlet in the form of a plug [17]. The
second central moment m2 of the residence time dis-
tribution is as follows: 

m2�∑
i  

(ti�t— )2 · xi (3)

where ti is the residence time of tracer particles in
the mixer tube taken off by the i-th sample, and xi is
the mass fraction of tracer particles in the i-th sample.
The mean residence time of all tracer particles along
the mixer tube corresponds to the first moment of the
residence time distribution as:

t— �∑
i  

ti · xi (4)

The apparent Peclet number is determined from
the mean residence time t— and the second central
moment m2 of the residence time distribution, cor-
rected by m2,0, which is the second central moment
obtained in a plain tube, i.e. without motionless mixer
elements: 

Pe′� (5)

and the axial dispersion coefficient:

2t— 2

m2�m2,0
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K ′ax� (6)

where Lmix is the length of the studied mixer section.
The intensity of mixing, i.e. the achievable mixing
effect of motionless mixer elements per unit length is
the higher the lower Pe′ is or the higher K ′ax is.

Chen et al. [4] pointed out that smaller particles
had a higher apparent axial dispersion coefficient
than the bigger ones. By increasing the linear velocity
of solids through the motionless mixers, an almost
exponential improvement was obtained in the axial
dispersion coefficient. A similar technique and model
was used by Gyenis et al. [17] to investigate the influ-
ence of different f low regimes, particle properties
and length-to-diameter ratios of helical motionless
mixers on the resultant axial dispersion coefficient.

In mixing processes, especially in particulate sys-
tems, stochastic behavior is a common feature which
causes random variations both in f low characteristics
and in the local concentrations of components. Such
behavior in gravity mixer tubes containing motionless
mixers was already recognized by the team of L. T.
Fan [3, 7]. To interpret the experimental findings, a
discrete stochastic model was applied [3, 7, 9, 18]. For
this, prior knowledge of the one-step transition proba-
bilities of the particles was necessary, which were
determined experimentally. This model seemed to be
suitable to predict concentration distributions after
different passes through the mixers. However, on
examining the results of experiments and those
obtained by the stochastic model, two kinds of dis-
crepancies can be recognized. One is that, in spite of
identical particle properties, segregation and a spa-
tially non-uniform mixing rate could be recognized
[3]. Gyenis and Blickle proposed a possible theoreti-
cal explanation of this behavior [19]. It was assumed
that spatially non-uniform transitions of particles
between the adjacent layers were caused by the
changing conditions during the non-steady-state f low.
A correlation was proposed between the mixing rate
and the energy dissipation caused by the interactions
of the particles and the mixer elements.

The other discrepancy came from the fact that ear-
lier stochastic models used only expected values to
characterize the one-step transition probabilities, to-
tally ignoring their possible random variation. This
can be quite high if large-scale f low instabilities occur,
especially in larger mixer volumes. Gyenis and Katai
proposed [20] a new type of stochastic model to
explain and describe the high random variations
experienced in repeated experiments in an alterna-

Lmix
2

t— · Pe′

tively revolving tumbler mixer, with and without
motionless mixer grids. Some years later, this model
was simplified for simulation purposes [21], and was
then made more exact by Mihalyko and his co-worker
[22], introducing the concept of a so-called double
stochastic model.

DEM simulations based on a Lagrangian approach
also helped to understand the features and working
mechanisms of motionless mixers in particulate sys-
tems [23].

2.4  Application Studies for Bulk Solids Mixing
The mixing of free-f lowing particle systems in grav-

ity f low through motionless mixers was investigated
by several workers [2-12]. Most of these studies
resulted in suitable homogeneity after a few passes,
but in some cases, depending on the physical proper-
ties of the components, considerable segregation also
emerged. Herbig and Gottschalk [24] applied hori-
zontal bars serving as motionless mixers built into a
gravity mixer. It was found that assuring the smallest
possible shear action is essential to suppress segrega-
tion. 

A special, alternatively revolving bulk solids mixer
equipped with motionless mixer elements shown in
Fig. 2 was studied by Gyenis and Arva [13, 14, 25,
26] and provides practically segregation-free mixing.
This device consists of two cylindrical containers (1)
and a mixer section between them containing hori-
zontal mixer grids (2) composed of a number of
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Fig. 2 Schematic diagram of the alternating revolving bulk solids
mixer
(a) outline of the mixer, 1 - containers, 2 - grids composed
of motionless mixer elements, 3 - components to be mixed,
4 - mount with rotating shaft, (b) helical motionless mixers
arranged in grids

(b)
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ordered FixMix elements. The material to be mixed
(3) is filled into the lower container, then the mixer is
rotated intermittently. In other words, the mixer body
is turned through 180° in one direction, then stopped
to allow the bulk solids that are meanwhile at the top
enough time to f low down through the mixer ele-
ments. After this, the mixer is turned again through
180° but in the opposite direction. The whole proce-
dure is then repeated till the required homogeneity is
obtained. Because of the periodically reversing direc-
tions of particle f low and the changing direction of
acceleration and deceleration of the particles, segre-
gation can be almost totally avoided. 

By this method, a considerable improvement of the
mixing rate was achieved, resulting in a short mixing
time and a high homogeneity at a reasonably low
power consumption [27]. This was evidenced by
examining the mixing kinetics of particle systems
composed of materials with extremely different physi-
cal properties, listed in Table 1. The density ratios of
the component particles were varied from 1.2 : 1 to
2.9 : 1, while the particle size ratios were changed
from 1 : 2.7 to 1 : 110 as seen from Table 2. Kinetic
curves,  i.e. the variation of the degree of mixedness
as a function of mixer turns are plotted in Fig. 3. It
shows that this mixer provides rapid and segregation-
free mixing. The degrees of mixedness were deter-
mined from the concentration variations of 65 spot
samples taken after different numbers of mixer turns
or mixing times by metal templates according to a
regular pattern. A detailed description of this sam-

pling method was given by Gyenis and Arva [13]. The
mass of each sample was 20 g, and the compositions
of samples were determined from 3�2.5 g material
taken off from each sample, by dissolving the sodium
chloride tracer particles and measuring the conduc-
tivity of the solution, or in other cases, by weighing
the polypropylene tracer particles after mechanical
separation of the samples.

Theoretical considerations gave an explanation of
this segregation-free operation and of the high achiev-
able equilibrium homogeneity [14]. 

Bauman [29] studied three different types of mo-
tionless mixers (Kenics, Komacs and Sulzer SMX) to
mix particulate materials differing in mean particle
size and size distribution, in bulk density and in mass
ratio. It was concluded that the mass ratio of the com-
ponents, as well as the shape and number of motion-
less mixers played a significant role in the achievable
homogeneity. Kenics-type mixers proved to be the
best when mass ratios were equal. But, when these
differed significantly, Komacs and Sulzer SMX mixers
gave much better results.

Motionless mixers are now increasingly applied
in various process technologies to mix particulate
solids. An interesting example for this is, e.g. the indus-
trial standard of Tennessee [30], which mandates the
use of Komax, Ross, Koch (Sulzer) or similar com-
monly accepted motionless mixers to manufacture
hydraulic cement.

3. Bulk Solids Flow through Motionless Mixers

3.1  Gravity Flow Studies
The continuous f low of bulk solids in vertical tubes

through Kenics-type motionless mixers was studied
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Component Mean particle size, Density, 
mm kg/m3

Quartz sand 0.17 2650

Sodium chloride 0.46 2160

Wheat f lour 0.05 1510

Polypropylene granules 5.50 0910

Table 1 Particle sizes and densities of the constituents in mixes
shown in Fig. 3. 

Component Size ratio, Density ratio, 
� �

Quartz sand - Sodium chloride 1 : 2.7.. 1.2 : 1

Quartz sand - Polypropylene 1 : 32.4 2.9 : 1

Wheat f lour - Polypropylene 1 : 110. 1.7 : 1

Table 2 Size and density ratios of the constituent particles in
mixes shown in Fig. 3. 

wheat flour - polypropylene granules

quartz sand - polypropylene granules

quartz sand - sodium chloride
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Fig. 3 Kinetic curves obtained by the mixer shown in Figure 2
with extreme particle systems (particle sizes, densities,
and their ratios are given in Tables 1 and 2)



by Gyenis and his co-workers [12, 31, 32] under dif-
ferent conditions. These mixer tubes consisted of
three sections: (1) a plain feeding tube at the top, (2)
motionless mixers in the middle, and (3) another
plain tube below the motionless mixers. The mass
f low rate of solids was controlled by two means: (a)
by adjusting the feeding rate at the inlet, or (b) by
controlling the particle discharge at the bottom. Local
particle velocities were measured by fiber-optical
probes that captured light ref lection signals. Average
and local solids hold-ups were determined by weigh-
ing the material remaining in the tube after closing
both ends, and by gamma-ray absorption during oper-
ation at different cross-sections, respectively. The
axial mixing intensity was characterized by apparent
Peclet numbers and dispersion coefficients calculated
from residence time distributions of tracer particles.
The details of experiments and the applied experi-
mental devices were described in several papers of
Gyenis and his co-workers [12, 31, 32].

Experiments [12, 31, 32] and DEM simulations [23]
equally revealed that, depending on the feeding and
discharging conditions, three characteristic f low
regimes could be distinguished in such gravity mixer
tubes, shown schematically by visualized simulation
results in Fig. 4.

A first type of f low regime takes place, shown in
Fig. 4a, if a solids f low withdrawn from the bottom,
e.g. by a belt or screw conveyor, is less than the maxi-
mal possible throughput of the gravity mixer tube,
determined by its diameter and the configuration of
motionless mixers. Naturally, the inf low of particles at
the tube inlet must be unlimited in this case, e.g.
directly from a hopper. This 1st f low regime is charac-
terized by dense f low, i.e. high solids hold-up in all
the three tube sections.

By increasing the discharged f low rate in this 1st

f low regime, the solids hold-up in the mixer tube
decreases slightly, mainly due to the growing “gas
bubbles” just below the lower surface of the motion-
less mixer elements. After reaching the maximal
throughput, which is achieved by unlimited outf low,
the solids hold-up suddenly drops to a well-deter-
mined value, resulting in a second f low regime shown
in Fig. 4b. It is characterized by a dense sliding parti-
cle bed in the upper tube, accelerating particle f low
along the mixer elements and almost free-falling parti-
cles in the lower plain tube section below the mixer
section. The transition between the 1st and 2nd f low
regimes can be well recognized from the snap-shots
in Fig. 4d, obtained by DEM simulation, showing the
actual situations at successive moments in time.

Another f low regime evolves when the solids f low
rate is controlled at the inlet of the tube, with free out-
f low at the bottom. In this case, the f low rate of bulk
solids fed into the tube must be lower than the maxi-
mal attainable throughput of the motionless mixers.
This 3rd f low regime, shown in Fig. 4c, is character-
ized by almost free-falling particles in the upper and
bottom plain tube sections with very low and progres-
sively decreasing solids concentration. In the mixer
section, however, a rapid sliding particle f low takes
place along the surface of the mixer elements with a
much higher solids hold-up compared to the upper
and lower tube sections. When the solids f low rate in
this f low regime is increased from zero to the maxi-
mal attainable capacity, the average solids volume
fraction in the tube also increases from zero to a maxi-
mal value. Reaching this latter stage, the upper tube
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Fig. 4 Characteristic f low regimes in gravity mixer tubes with
motionless mixers in the middle tube section
(a) 1st f low regime, (b) 2nd f low regime, (c) 3rd f low regime,
(d) transition between the 1st and 2nd f low regimes
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section above the motionless mixers suddenly
becomes choked with this sliding particle bed. This
causes a rapid transformation from the 3rd to the 2nd

f low regime.
Visual observations and experimental data revealed

that in these f low regimes, a different and well-
defined correlation exists between the solids hold-up
in the mixer tube and the mass f low rate of particles
taken off at the bottom or fed into the tube. 

As seen from Figs. 4a-d, the particle concentration
and thus solids volume fraction changes from place to
place along the length of the tube. However, since the
usual mixer tubes are composed of several sections
(e.g. feeding, mixing and post-mixing sections) and,
very frequently, free tube sections (inter-element dis-
tances) can be present between the individual mixer
elements, it is reasonable to characterize operation
conditions by the mean solids volume fraction aver-
aged within the whole tube.

Plotting this mean solids volume fraction vs. the
mass f low rate, important characteristics of the
above-described f low regimes can be recognized, also
indicating the conditions of transitions between them,
as is shown in a general status diagram in Fig. 5.

The upper, slightly slanted curves of this diagram
correspond to the changes in the 1st f low regime.
Namely: by increasing the discharged mass f low rate
at the tube bottom, the solids volume fraction aver-
aged within the whole mixer tube also decreases
slightly, mainly due to the increasing void fraction
within the section containing motionless mixers.
Decreasing the l/d ratio of the mixer elements also
decreases the mean solids volume fraction, making

these curves steeper.
Achieving the maximum throughput of the given

mixer tube, the average solids volume fraction sud-
denly drops to a distinct point shown in Fig. 5, which
characterizes the 2nd f low regime in the given system.
It should be emphasized in this respect that local
solids volume fractions in this f low regime changes
from place to place, generally decreasing in down-
wards direction from the inlet of the mixer section,
and especially in the plain tube below the mixer ele-
ments. However, the average solids volume fraction is
a well-determined distinct value, belonging to the
maximal possible mass f low rate of particles under
this condition. This mass f low rate and average solids
volume fraction depend on the diameter of tube, on
the physical properties of material, e.g. particle size,
density, shape, surface properties, particle-particle
and particle-wall frictions, as well as on the geometri-
cal and other properties of the motionless mixer ele-
ments, on the length ratios of feeding, mixing and
post-mixing sections, on the distance between the
mixer elements, etc. From Fig. 5, it is clearly seen
that by decreasing the l/d ratio of the helical mixer
elements, the maximal throughput of the tube belong-
ing to the 2nd f low regime also decreases. The gap
between the solids volume fraction at the end point of
the 1st f low regime curves and at the 2nd f low regime
mainly depends on the length of the plain tube below
the mixing section and on the distances between the
mixer elements: the gap diminishes if these plain tube
sections are shorter.

In the 3rd f low regime, shown by the lower curves
in Fig. 5, the mean solids volume fraction increases
as the mass f low rate of solids fed into the tube inlet
is increased. The higher the retaining effect of the
mixer elements against the particulate f low, i.e. the
lower their l/d ratio, the higher the mean solids vol-
ume fraction in the tube will be: i.e. the slope of the
corresponding curves becomes steeper. After achiev-
ing the maximum throughput of the mixer tube from
this side, the feeding section becomes choked and
the mean solids volume fraction in the tube suddenly
increases: i.e. the 3rd f low regime transforms to the
2nd f low regime. This transformation is reversible, but
some hysteresis loop was experienced here. The gaps
between the ends of the 3rd f low regime curves and
the data point of the 2nd f low regime mainly depend
on the length of the feeding section.

It should be noted that Fig. 5 is a general diagram
only and therefore does not give precise quantitative
data on given particle systems or mixer tube configu-
rations. It is a summary of our experiences and mea-
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Fig. 5 General status diagram of f low regimes in gravity mixer
tubes containing motionless mixers 
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surements carried out with different particle systems
and mixer tubes under different conditions [12, 31,
32]. However, this is a quite realistic diagram regard-
ing the scales of its axes and tendencies of its curves,
since they are close to the results obtained for the
gravity f low of quartz sand of 0.17 mm mean particle
size in a gravity mixer tube of 1.6 m length and 0.05 m
inner diameter, with about 0.6 m total length of helical
mixer elements. Very similar curves were obtained by
recent DEM simulations for polymer particles with 3
mm diameter and 1190 kg/m3 density [23], with the
difference that the corresponding mass f low rates
with similar mean solids fractions are somewhat
lower compared to those of quartz sand.

Measurements [12] and DEM simulations [23]
revealed a periodic variation of the local solids volume
fractions along the motionless mixers in the middle
tube section. As typical examples, Figs. 6a,b,c show
the results obtained by the DEM simulation of partic-
ulate f low in a mixer tube of 0.05 m ID and 0.80 m
length, composed of a feeding, a mixing and a post-
mixing section of 0.20, 0.30 and 0.30 m length, respec-
tively. The number of spherical model particles in the
tube used for the DEM simulation was changed from
10,000 to 65,000, with 3.0 mm diameter and 1190
kg/m3 density. Other parameters such as stiffness,
restitution coefficients, particle-particle and particle-
wall frictions, and inlet velocity were described in
detail by Szepvolgyi [23]. The mass f low rate con-
trolled at the inlet or at the outlet of the tube to gener-
ate different f low regimes was varied between 300
and 1500 kg/h. From this diagram, it is seen that peri-
odicity of local solids volume fractions took place in
all the three f low regimes, due to the multiple interac-
tion with the motionless mixers, which caused peri-
odic deceleration and acceleration of the f low along
the mixer lengths. These diagrams also show signifi-
cant differences between the three f low regimes
regarding the change of local solids volume fraction
along the various sections of the mixer tube.

Experimental studies revealed that these f low
regimes had a great inf luence on the mixing perfor-
mance, too. Fig. 7 shows some examples for resi-
dence time distributions of tracer particles measured
during gravity f lows through Kenics-type motionless
mixers [12]. The model material for these experi-
ments was quartz sand, the same as used for the
solids volume fraction measurements, and a short
plug of sodium chloride or polypropylene granules
was used as the tracer. It was found that residence
time distributions were somewhat broader in the 1st

f low regime relative to the 2nd or 3rd f low regimes,

especially for smaller length-to-diameter (l/d) ratios.
However, due to the higher throughput and lower
mean residence time, the apparent Peclet numbers
and axial dispersion coefficients were more beneficial
in the 2nd and 3rd f low regimes, mainly for higher l/d
ratios. The best homogeneity values were obtained in
the 2nd f low regime and, at higher mass f low rates in
the 3rd f low regime, close to its transition point [12].
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Fig. 6 Variation of the local cross-sectional solids volume frac-
tions along the tube length in the three characteristic f low
regimes
(a) 1st f low regime, (b) 2nd f low regime, (c) 3rd f low regime
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3.2  Gas-solids two-phase flows 
Experiments were carried out by Gyenis et al. [12]

in a concurrent downward gas-solids two-phase f low
in a test device where the f low rates of both phases
could be controlled more or less independently. By
increasing the gas f low rate, the mass f low rate and
thus the solids hold-up could be enhanced consider-
ably, which is generally beneficial to the performance

of in-line mixers and other operations by effective gas-
solids contacting. 

Motionless mixers can also be applied in counter-
current gas-solids two-phase f low for more effective
phase contacting. It is known that f luidized bed
processes often use various types of inserts in the
particle bed to improve the f luidization behavior [33].
Motionless mixers can replace the usual inserts,
favorably inf luencing the minimum f luidization gas
velocity, solids hold-up, and heat and mass transfer
between the phases by enhancing the relative veloci-
ties and avoiding f luidization abnormalities.

4. Other Applications in Bulk Solids Handling 

4.1  Improvement of Bulk Solids Flow and
Reduction of Bulk Volumes 

In handling bulk solids, motionless mixers are well
suited to eliminate problems in the bulk solids f low,
and to decrease the bulk density in storage and trans-
port.

In silos, inserts are frequently used to enhance f low
uniformity in space and/or time [34], avoiding pulsa-
tion and bridging, which may totally stop the f low.
Concentric, inverted or double cones, slanted plates
or rods are frequently used for this purpose. In this
way, funnel f low can be transformed to mass f low,
avoiding segregation during discharge. For this pur-
pose, various forms of motionless mixers can also be
used, but before their application, careful design work
is necessary with preliminary investigation of mater-
ial properties and its f low behavior through the
motionless mixers to avoid potential troubles. 

According to our experiences, motionless mixers in
gravity tubes make the f low of fine powders more sta-
ble, even if they are cohesive to some extent, such as
f lour or ground coffee. It should be noticed, however,
that this is true only for continuous or non-inter-
rupted f lows. If continuous discharge is stopped, trou-
bles can arise in re-starting the f low. This difficulty
can be avoided by applying quasi-motionless mixers,
connected to each other elastically, joining them by
springs, thus making the individual mixer elements
mobile to a certain extent [35]. Stresses inside the
bulk solids column cause some passive movements of
the mixer elements, which is enough to start or to sta-
bilize the f low, therefore avoiding choking. 

In loading a container, silo, truck or railroad boxcar
from a spout or hopper, the bulk volume of solids may
expand. Therefore, during storage or transportation,
a considerable part of the available space is occupied
by air. However, if particulate materials are passed
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Fig. 7 Residence time distribution curves obtained with Kenics-
type motionless mixers in different f low regimes
(a) 1st f low regime, (b) 2nd f low regime, (c) 3rd f low regime
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through motionless mixers, the expansion of bulk vol-
ume can be reduced by 20-40 percent compared to
loading via plain tube, as was proven by experiments
with wheat grains [36]. When bulk solids, which were
expanded already, are passed through motionless
mixers, absolute reduction can also be achieved. By
this method, as much as 4-10 percent more bulk
solids can be stored or transported in a given volume
of a container or ship. To this end, motionless mixer
elements should be well designed to avoid attrition or
breakage of the grains or particles.

4.2  Coating, Size Enlargement, Size Reduction
Motionless mixers are applicable not only to blend

particulate solids, but also to contact different parti-
cles effectively with each other. In a suitably designed
gravity mixer tube supplied continuously with two
particulate solids differing in size, a coating of the big-
ger particles with the smaller ones can be realized if
suitable binding material is also supplied. Gyenis et
al. [37, 38] reported on a coating process of jelly
bon-bons with crystalline sugar, applying motionless
mixers. Similar equipment was used for coating
ammonium nitrate fertilizer granules with limestone
powder to avoid sticking during storage. Granulation
or controlled agglomeration of particulate solids is
also conceivable by this method, but a crucial point is
to ensure proper conditions to avoid sticking of solids
or deposition of the binding material onto the surface
of the mixers. Disintegration or size reduction, as well
as controlled attrition [39], can also take place during
interaction between the particles and motionless mix-
ers, especially at higher velocities ensured by gas-
solids two-phase f lows.

4.3  Applications in Pneumatic Conveying
As was mentioned above, concurrent gas-solids

f low in vertical tubes containing motionless mixers
increases the f low rate and solids hold-up, also
enhancing the mixing process compared to simple
gravity f lows of particles [12]. Because of the retain-
ing effect of motionless mixers, the velocity differ-
ence between the phases and also the residence time
of the particles can be increased considerably, com-
pared to a plain tube. Such conditions are favorable
for heat and mass transfer processes or chemical
reactions in gas-solids contactors, thus decreasing the
necessary dimensions. This makes the realization of
various operations during pneumatic conveying [39]
conceivable. But for this, carefully planned pilot-scale
experiments and caution in design are needed to
avoid troubles, e.g. choking or damage of the parti-

cles.
Motionless mixers may be useful tools in pneumatic

conveying lines, e.g. in horizontal tube sections. DEM
simulation studies revealed that particles that tended
to settle downwards could be re-dispersed into the
gas stream again by suitably designed motionless
mixer elements [23, 40]. This may reduce the salta-
tion velocity, thus diminishing the required gas f low
rate. By using motionless mixers, a given section of
pneumatic conveying system can also serve as an
effective gas-solids contactor, too, or to realize other
types of solids treatments simultaneously with con-
veying. Caution and preliminary experiments men-
tioned above are also recommended here.

4.4  Heat Treatment of Particulate Solids
Heat transfer processes in particulate solids can be

improved by motionless mixers built in a cooler or
heater, due to the multiple transmissions of particles
from the bulk material to the heating or cooling sur-
face and back. In some cases, heat-transmitting tubes
or lamellas themselves, arranged, e.g. in a hopper,
can modify the f low pattern of the solids, similarly to
motionless mixers. 

Very often, heat treatment is carried out in rotary
heater or kiln, as is frequently used in the cement
industry or, in smaller dimensions, in food process-
ing. Motionless mixers fixed inside a rotating unit,
shown in Fig. 8, enhance the heat transfer between
particles and a streaming gas, or between the par-
ticles and the heated surface, as was patented by
Bucsky et al. [41]. It also ensures uniform tempera-
ture distribution throughout the cross-section of the
particle bed, which is of crucial importance in the
treatment of heat-sensitive materials. Such a device is
also applicable for drying particulate solids.
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Fig. 8 Rotary heater with motionless mixers to roast agriculture
materials



4.5  Drying
Godoi et al. [42] used a vertical tube equipped with

helical motionless mixers with perforations on their
surface for the continuous drying of agricultural
grains. The particulate materials to be dried were fed
continuously at the top, and slid or rolled down a-
long the surface of the mixer elements. Heated gas
streamed up along the f low channel between the
mixer elements and through their perforations. Due
to the interactions between the grains, the motionless
mixers and the gas, an effective mass and heat trans-
fer was achieved. The rotary equipment in Fig. 8 also
can be used for such a purpose.

4.6  Dust Separation
Motionless mixers are applicable for the separation

of particles from gases. The dust or volatile solids
content of hot industrial gases often causes troubles
in pipeline operation due to deposition onto the tube
wall, especially at critical sections. Based on labora-
tory- and pilot-scale experiments, Ujhidy et al. [43]
described a new gas purification method and equip-
ment applying helical motionless mixers shown in
Fig. 9. Solid particles are captured by a liquid film
trickling down along the surface of mixer elements,
totally avoiding plugging and thus extra maintenance
of the gas pipeline system. Applying proper condi-
tions, i.e. optimal superficial gas velocity and suitable
motionless mixer geometry, the dry separation of
solids is also feasible, especially above one hundred
or several hundred microns particle size. This effect
is due to the centrifuging and collision of particles
with the motionless mixers. 

Concluding Remarks

As was seen from this review, motionless mixers
are useful tools for process improvements: not only
for f luid treatments, but also in bulk solids technolo-
gies. In this latter field, the most detailed knowledge
is available in bulk solids mixing, discussed in a great
number of papers. Investigations started more than
thirty years ago, elucidating the kinetics and mecha-
nisms of this operation, mainly in gravity mixing
tubes, but also in a special alternatively rotating bulk
solids mixer. Modeling and simulations helped to
understand experimental findings and to predict the
behavior and results of such equipment.

Particulate f lows in motionless mixer tubes show
exiting phenomena which greatly inf luence the
processes taking place in these devices. Other appli-
cations such as to improve the bulk solids f low in
tubes, chutes and silos, or to reduce the bulk volume
expansion led to significant results. In gas-solids two-
phase f lows, namely in pneumatic conveying and
simultaneous treatment of bulk solids, their use offers
new possibilities for realization and process improve-
ment. Coating, size enlargement, size reduction and
attrition, heat treatment, drying, wet dust removal
and dry particle separation are also promising fields
of applications.
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Nomenclature

d diameter or width of motionless mixer 
element m

K ′ax axial dispersion coefficient, Eqn.6 m2/s
Km kinetic constant of mixing �
Ks kinetic constant of segregation �
Lmix total length of the studied mixer section m
L length, measured from the inlet m
l length of one motionless mixer element m
l/d length-to-diameter ratio of a motionless 

mixer element �
M degree of mixedness, defined by Eqn.2 

[15, 16] �
s estimated standard deviations of sample 

concentrations taken from a mixture �
s0 estimated standard deviations of sample 

concentrations taken in a totally segregated

KONA  No.20  (2002) 21

Slurry collecting 
basin

Dusty gas inlet

Purified gas outlet

Slurry outlet

Droplet separation
unit with motionless
mixers

Dust separation
tubes with wetted
motionless mixers

Washing liquid inlet

Fig. 9 Dust removal unit applying motionless mixers



state �
xi mass fraction of the tracer particles within 

the i-th sample taken at the outlet of the 
mixer tube �

Pe′ apparent Peclet number, Eqn.5 �
m2 second central moment of the residence 

time distribution of the tracer particles, 
Eqn.3 s2

ti the residence time of tracer particles 
within the i-th sample s

t— the mean residence time of all tracer 
particles in the mixer tube, Eqn.4 s 

Φ segregation potential [14] �
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1. Introduction

Nanomaterials and ultra-thin functional coatings of
nanoparticles will determine the utility of many prod-
ucts in the future: superhard materials and superfast
computers, dirt-repellent surfaces and new cancer
treatments, scratch-proof coatings and environmen-
tally friendly fuel cells with highly effective catalysts.
The market for products manufactured by nanotech-
nology is already registering double-digit growth
rates and will amount to hundreds of billions US$ by
2002.

Nanoparticles are at the core of this technology.
These are particles ranging in size from 1 millionth to
100 millionths of a millimetre � more than 1,000 times
smaller than the diameter of a hair. In this order of
magnitude, it is not only the chemical composition
but also the size and the shape of the particles that
determine their properties. Optical, electric and mag-
netic properties, but also hardness, toughness or
the melting point of nanomaterials dif fer substantial-
ly from the properties of the macroscopic solids.

Table 1 gives an overview of effects associated with
decreasing particle size.

Degussa possesses many years of experience in the
manufacture and marketing of extremely fine pow-
ders. Examples are the pyrogenic silica (AEROSIL®),
titania, alumina and industrial carbon black. Fumed
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The smaller the particles, the ...

• higher the catalytic activity (Pt@Al2O3)

• higher the mechanical reinforcement (carbon black in rubber)

• higher the electrical conductivity of ceramics (CeO2)

• lower the electrical conductivity of metals (Cu, Ni, Fe, Co, Cu
alloys)

• initially increasing and later decreasing magnetic coercivity,
finally superparamagnetic behaviour (Fe2O3)

• higher the hardness and strength of metals and alloys

• higher the ductility, hardness and formability of ceramics; the
lower the sintering and superplastic forming temperature of
ceramics (TiO2)

• higher the blue-shift of optical spectra of quantum dots (quan-
tum confinement of Si)

• higher the luminescence of semiconductors (Si, GaAs,
ZnS:Mn2�)

Table 1 General effects of decreasing particle size.
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silica, for which Degussa is the world market leader,
is used in particular as a reinforcing filler in silicone
rubber and to control the rheology of coatings and
colorants. Industrial carbon black, in which Degussa
ranks second in the world, is used particularly in the
tyre industry and as a pigment in printing inks, coat-
ings and plastics. 

In industrial products, primary nanoscale particles
are normally not isolated but build up aggregates and
agglomerates. In aggregates, the primary particles
contact each other at surfaces or edges and � as a
rule � they cannot be broken down further by shear
forces applied in the application. Agglomerates are
formed when aggregates and/or primary particles
contact each other at points. If nanoparticles are dis-
persed in a liquid, the agglomerates are destroyed
and the surface chemical groups of the aggregates
interact with each other (see Fig. 1).

Fig. 1 Interaction of aggregates (schematically).

Parameter to control aggregate size Application effects

residence time

pressure

loading rheology

nature of precursor optical effects

thermal treatment reinforcement 

densification scratch resistance

surface chemistry

structure modification

dispersing energy

Table 2 Morphology control parameters and resultant effects in
the application.

In the case of fumed silica, this affinity is attributed
to the hydrogen bridge linkages and results in a tem-
porary, three-dimensional lattice structure becoming
macroscopically “visible” in the form of thickening
and thixotropy. To control the application behaviour
often means to generate tailor-made aggregates with
a tailor-made surface chemistry. In Table 2, some
parameters during and “after” production are shown
which have an inf luence on the aggregates and
hereby also an inf luence on the application effects.

2. Project House Nanomaterials

2.1  Scope and structure
Degussa utilises the know-how from years of expe-

rience and the resultant market knowledge to develop
the global, technology- and innovation-driven market
for nanoscale materials. 

This is done in the research groups of the business
units Silica & Silanes and Advanced Fillers & Pig-
ments, which are focusing on developing new or im-
proved types of fumed silica, titania, alumina, carbon
black and dispersions thereof.

The Project House Nanomaterials was created to
develop new nanomaterials and also new gas phase
processes. To this end, an interdisciplinary team with
experienced people from different business units was
formed. Chemists, materials scientists, process engi-
neers and industrial management experts from the
Project House Nanomaterials develop together with
customers and universities innovative technologies
and novel nanoscale materials such as special types of
carbon black, zirconia, indium tin oxide, zinc oxide,
ceria and superparamagnetic composite materials.
Some examples are described in Chapter 5. 

These new materials are manufactured in the gas
phase at temperatures up to 10,000 K. The manufac-
turing process and conditions determine size and
morphology of the particles and hence their applica-
tion properties. Seven new pilot plants have been built
comprising three f lame reactors, two hot-wall reac-
tors, a plasma reactor, and very new, a laser evapora-
tion reactor. They are described in detail later on (see
Chapter 4). One special feature of the Project House
Nanomaterials is the close cooperation both with
potential customers and with academia, the latter pro-
viding results from fundamental research. Some pro-
jects carried out together with the universities are
described in the following section.

2.2  Cooperation with universities
The Project House Nanomaterials has nine cooper-



Staupendahl from the University of Jena. See Chapter
4.4. for details.

Prof. Ebert evaluates the feasibility of an adiabatic
quench system in the low-pressure f lame reactor to
rapidly cool particle-gas mixtures by adiabatic expan-
sion. This system also affects particle morphology.

Prof. Fissan further develops his SMPS (scanning
mobility particle sizer) with respect to corrosion re-
sistance against chlorine-containing atmospheres and
operation of the SMPS connected to reactors, which
are operated at reduced pressure.

Prof. Hahn is checking the scalability of his concept
to synthesise non-aggregated oxidic nanoparticles
using hot-wall reactor technology at reduced pres-
sure. The experiments are done in a dedicated pilot
reactor mainly producing SiO2.

Prof. Roth is proving the feasibility of the TEM-grid
sampling system to take samples out of running reac-
tors. The particles deposited by thermophoresis can
be directly investigated by means of transmission
electron microscopy (TEM). Thus particle size and
morphology can be correlated with reactor settings
and the particle formation can be monitored as a func-
tion of residence time and chemical conversion rate.

3. Gas-Phase Synthesis of Nanoparticles

Although a number of variations exist for gas-phase
synthesis processes, they all have in common the fun-
damental aspects of particle formation mechanisms
that occur once the product species is generated [2],
[3], [4]. Product quality and application characteris-
tics of nanoscaled particles depend strongly on the
particle size distribution and on the morphology of
the particles, i.e. the size and number of primary par-
ticles defining the degree of aggregation. In gas-
phase reactors, the final characteristics of particulate
products are determined by f luid mechanics and par-
ticle dynamics within a few milliseconds at the early
stages of the synthesis process. Within this short
time frame, three major formation mechanisms domi-
nate the particle formation.

Chemical reaction of the precursor leads to the for-
mation of product monomers (clusters) by nucleation
or direct inception, and to the growth of particles by
reaction of precursor molecules on the surface of
newly formed particles; this is called surface growth
[5], [6]. Coagulation is an intrinsic mechanism which
inevitably occurs at high particle concentrations and
therefore in all industrial aerosol processes. Particles
dispersed in a f luid move randomly due to Brownian
motion and collide with each other along their trajec-

ation partners from eight universities (see Fig. 2).
This tight cooperation is funded by the Deutsche
Forschungsgemeinschaft, DFG (German Science
Foundation). 

The universities provide state-of-the-art measuring
technology and the results from their fundamental
research in the fields of particle synthesis and pro-
cessing, particle characterisation and simulation of
particle formation. On the other hand, the universities
are granted access to dedicated pilot reactors to test
their equipment or to prove their results on larger,
industrial-scale equipment. Following are some exam-
ples:

Prof. Bockhorn’s aim is to model the formation of
particles, especially of soot, in f lames. To gather basic
information on particle formation, he developed the
RAYLIX method, which combines laser-induced in-
candescence (LII), Rayleigh scattering and extinction
measurement, whereas the Rayleigh scattering and
the LII-signal are detected in two dimensions. This
set-up provides locally resolved information on soot
volume fractions and on the size of the soot particles
in f lames [1].

Prof. Leipertz uses time-resolved laser-induced
incandescence to monitor on-line the average particle
size of just-formed soot particles. Both systems have
been successfully transferred to monitor the carbon
black formation in a plasma reactor. We also success-
fully adapted both systems to monitor the particle for-
mation of carbon-free systems such as titania and
zirconia in our laser evaporation reactor. This unique
reactor is the result of the cooperation with Dr.
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Fig. 2 Project partners from universities.
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tories. Assuming strong adhesive forces, characteris-
tic for small particles, or chemical bonds, these colli-
sions result in coagulation [7], [8]. Coalescence and
fusion are sufficiently fast in the high-temperature
zones of the reactor to effect a reduction in the level
of aggregation or even the formation of spherical par-
ticles due to sintering processes [9], [10]. Figure 3
shows the mechanisms’ inf luence on particle forma-
tion, growth, and final morphology. 

According to these particle formation mechanisms,
the product quality can be inf luenced by a sensible
selection of the process parameters. However, linking
process parameters such as temperature, reactant
state or reactor geometry to product characteristics
requires a good understanding of the physico-chemi-
cal fundamentals of gas-phase synthesis. Measure-
ments in gas-phase reactors are quite problematic as
time scales are extremely small, temperatures very
high and the gaseous atmosphere is often aggressive.
Therefore, process simulation is a useful tool and can
significantly improve the general understanding of
particle formation and moreover can support product
and process optimisation.

Numerous models based on the so-called particle
population balance have been developed and applied
to the simulation of particle formation and growth
[11], [12]. A robust and time-efficient model is the
simple monodisperse model developed by Kruis et al.
[13], which has been coupled to f luid dynamics
(CFD) successfully by Schild et al. [14]. While CFD-
coupled simulations of the particle formation reveal
specific reactor characteristics, the plain application
of population balances, i.e. simulations reduced to
time-temperature calculations for particle trajectories,
is also very helpful in terms of increasing the basic
understanding of the synthesis process.

As an example, the particle formation in a premixed
f lame reactor has been modelled by approximating
the average time-temperature history of the particles’
trajectories. The calculated particle size evolution was
then compared to experimental data obtained by ther-
mophoretic sampling on a TEM grid which enables
direct measurements of particle sizes and morphol-
ogy in the f lame at various distances (residence
times) from the burner mouth [15]. Figure 4 pre-
sents the principle of the sampling device, sections
of the TEM pictures taken and the corresponding
average aggregates obtained from simulation. With
increasing residence time, the expected advancing
degree of aggregation can clearly be seen. Both re-
sults, from experiment and simulation, are in excel-
lent conformity and validate the simulation technique.
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4. Reactor Technologies 

Researchers of the Project House Nanomaterials
have improved existing processes and developed
new technologies for the production of tailor-made
nanoscaled materials.

4.1  Flame reactor
Flame reactors are one of the most common reactor

designs for the production of high-purity nanoscale
powders in large quantities [16-20]. The capability for
full-production scale has been demonstrated for many
metal oxides such as silica, titania, alumina and oth-
ers. Powders, liquids and vapours can be used as pre-
cursors. The f lame provides the energy to evaporate

Fig. 3 Formation mechanisms relevant in gas-phase synthesis of
particles.

Fig. 4 Schematic of the TEM-grid sampling system mounted to a
f lame reactor, sampled TEM images, and corresponding
simulation results.
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the precursors and to drive the chemical reactions.
Due to the high energy density in the f lame, the pre-
cursor concentration can be quite high. In the flames,
temperatures from 1000°C up to 2400°C can be rea-
lised. The residence time in the highest temperature
region is very short and usually ranges between 10
and 100 ms. This region is crucial for the formation of
the primary particles. After this zone only the size
and the morphology of the aggregates can be inf lu-
enced. With f lame synthesis, primary particle sizes
from a few nm up to 500 nm are accessible. The spe-
cific surface areas of these powders can go up to 400
m2/g and higher.

The shape of the f lame can be inf luenced by using
“premixed” or “diffusion” f lames. In premixed f lames
the fuel and the air/oxygen are already mixed and
the reaction takes places right at the burner mouth.
These premixed f lames are typically very short. In
diffusion f lames the fuel and the air/oxygen are fed
separately to the burner mouth. The reactants have to
diffuse together and combust in the diffusion zone
[21].

The control of the three reactor parameters tem-
perature profile, reactor residence time and reactant
concentration is of great importance to generate tai-
lor-made particles. Unfortunately, these parameters
cannot be changed in f lame reactors independently.
Every adjustment of the feed f low causes a change in
all three parameters.

The Project House Nanomaterials runs two f lame
reactors (Fig. 5, 6). One of these f lame reactors is
especially designed for low pressures down to pmin�
20 kPa. The control of the reactor pressure is interest-
ing for two reasons: 
1. Decreasing the pressure causes a dilution effect,

which allows for the synthesis of less aggregated
particles.

2. By controlling the pressure one can change the
residence time independently from the f lame tem-
perature.

Fig. 7 shows the f low sheet of a f lame reactor.
Flame reactors consist usually of the burner, a f lame
tube, a particle collection unit (e.g. a bag filter) and
an off-gas treatment unit (e.g. an alkaline scrubber). 

28 KONA  No.20  (2002)

Fig. 5 Low-Pressure Flame Reactor.

Fig. 6 Flame Reactor.
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4.2  Hot-wall reactor
Hot-wall systems employ tubular furnace-heated

reactors for initiating the synthesis reaction [20]. The
construction is relatively simple and process parame-
ters are moderate in comparison to other gas-phase
reactors. Temperatures range below 1700°C, concen-
trations are variable, the gas composition is freely
selectable and the system pressure is usually atmos-
pheric but can also be used as a process parameter.
The technique allows for precise process control and
therefore allows for particle production with specific
characteristics. Due to their high energy require-
ments, hot-wall systems have mainly been investi-
gated on a lab scale. But there are also industrial
applications. One important example is the produc-
tion of Al-doped TiO2 as a pigment. Precursors that
are most often used for particle formation are metal
chlorides and organometallic precursors. The mixing
of the reactants and the carrier gas is, besides the
above-mentioned process parameters, the most im-
portant instrument for controlling product character-
istics. A variety of mixing arrangements has been
investigated on a laboratory and industrial scale. Pre-
mixed systems, often used on a lab scale, are avoided
in industrial applications as the reactant streams
could react spontaneously before entering the reactor.
The feeding location is also crucial. The reactants can
be introduced concurrently at the reactor entrance or
somewhat downstream, thus inf luencing the resi-
dence time within the reaction zone. Alternatively, the
reactants can be fed separately at different locations,
affecting the particle formation mechanisms and en-
abling even composites or coated particles.

To summarise, the hot-wall technology involves the
following 
Advantages: Disadvantages:

Figure 8 presents the schematic set-up of a pilot-
scale hot-wall reactor developed in cooperation with

the Department of Material Science of the Technical
University of Darmstadt (Prof. Hahn) and operated at
the Project House Nanomaterials. The hot zone is
divided into three parts, allowing for specific tempera-
ture profiles, various precursor feeding locations and
also for product sampling during particle formation.
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Fig. 8 Schematic of the pilot-scale hot-wall reactor operated by
the Project House Nanomaterials.

Fig. 9 Photograph of the pilot-scale hot-wall reactor operated by
the Project House Nanomaterials.
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The carrier gas is preheated and the precursor is
vaporised by a commercial liquid precursor delivery
system (LPDS). Exiting the last furnace section, the
aerosol stream is quenched and the powder is col-
lected in a bag filter. So far, the pilot plant has been
investigated intensely for the production of tailor-
made silica particles and will be tested for mixed
metal oxides in the near future (Fig. 9).

4.3  Plasma reactor
Thermal or hot plasmas are in or close to the local

thermodynamic equilibrium, i.e. the temperature of
heavy species in the plasma and the temperature of
the electrons are mostly identical. Hot plasmas are
characterised by a high electron density of 1021�1026

m�3. These plasmas can be generated by gaseous dis-
charge between electrodes, by microwaves, by laser
or high-energy particle-beams or by electrodeless ra-
dio frequency (RF) discharge. An RF discharge can
be maintained either by capacitive or by inductive
coupling. The most widely used electrical methods
for producing plasmas are high-intensity arcs and
inductively coupled high-frequency discharge. An in-
ductively coupled high-frequency discharge is main-
tained by a time-varying magnetic field operated at 3
MHz to 30 MHz [22].

Today, the plasma deposition of coatings and films
by plasma spraying, thermal plasma chemical vapour
deposition (TPCVD) and thermal plasma physical
vapour deposition (TPPVD) is quite common. The
production of nanoparticles by means of thermal plas-
ma is a less evaluated field. One investigated example
is the production of carbon black by means of high-
intensity arc plasmas [23]. 

The electrodes necessary for arc discharge are typ-
ically made from thermally quite stable graphite.
They are nevertheless eroded or evaporated within a
short time, thus polluting the desired product. To
avoid product contamination, plasma processes which
do not use electrodes can be used, e.g. „cold“ micro-
wave plasma or the thermal RF plasma. But the mi-
crowave plasma requires reduced pressure, thus
strongly limiting production rate and particle temper-
ature. Therefore we started to evaluate the nanoparti-
cle synthesis by means of an inductively coupled
plasma. Due to the missing electrodes, contamination
in the product can be minimised.

Our high-frequency plasma reactor is operated at
normal pressure with a frequency of 3�4 MHz, pro-
viding 40 kW of thermal power (efficiency 30�40%)
and yielding locally up to 10 000 K. Particles are col-

lected by means of a cyclone or a filter, the waste gas
can be washed with alkaline or acidic solutions. Up to
6 Nm3/h of typical plasma gases such as nitrogen or
argon as well as air can be used; solid, liquid or
gaseous precursors can be fed up- or downstream of
the plasma f lame. The residence time in the hot zone
is less than 1 s; cooling rates of 106�109 K/s are fea-
sible. Depending on the gas composition the pre-
cursors are physically or chemically converted to
nanoparticles. The reactor set-up and a picture there-
of are given in Figures 10 and 11.

4.4  Laser reactor
In cooperation with the German Science Founda-

tion (DFG) and the University of Jena, the Project
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Fig. 10 Plasma reactor set-up.

Fig. 11 Plasma reactor during operation.
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House Nanomaterials has built a pilot-scale laser evap-
oration reactor (see Fig. 12 a�b). The reactor is a
scale-up of the reactor from the University of Jena
[24, 25] and features three CO2 lasers of 2 kW laser
power each at a wavelength of 10.59 mm, a reaction
chamber and a product separation unit. Figure 13
shows the schematic process f low diagram. The laser

beams are directed and focused into the reaction
chamber, resulting in an intensity of 6 kW in a volume
of only a few cubic millimetres. This high-intensity
volume is located in the centre of the reaction cham-
ber where the precursor, typically a coarse metal
oxide powder, is f luidised. The gas-dispersed precur-
sor powder is evaporated by the focused laser, and
nanopowder is formed by condensation of the
vapours. Figure 14 is the view into the reactor dur-
ing operation. The so-formed particles are separated
from the gas stream by conventional filtration meth-
ods. Figure 15 shows a TEM image of laser-synthe-
sised particles.

The high-power intensity of the laser opens a wide
field of solid precursor options having high vaporisa-
tion temperatures, e.g. ceramics and metal oxides,
which are not suitable for the synthesis of nanoscaled
powders by standard gas-phase processes. Due to the
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a) Laser unit with reaction chamber to the right and filter to the left.

b) Reaction chamber.

Fig. 12

Fig. 13 Schematic process f low diagram of the laser reactor.

Fig. 14 Focus zone during operation.

Fig. 15 TEM image of laser-synthesised particles.
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high cooling rates, the morphologies of the laser-
synthesised particles differ significantly from typical
pyrogenic oxides, which opens new fields of potential
applications.

5. Products � New Pyrogenic Oxides 

5.1  Zirconia
The production of pyrogenic oxides by means of

f lame hydrolysis of metal chloride vapours is well
known. Degussa has been using this approach success-
fully for decades producing, e.g. silica (AEROSIL®),
alumina and titania. The synthesis of pyrogenic zirco-
nia via the chloride route on a large scale is difficult
and very costly. The chloride precursors make high
demands on the materials of construction for the
reactors, especially for the evaporation unit. Further-
more, the chloride in the product hinders its suitabil-
ity toward several potential fields of applications.
To reduce the chloride in the powder, a lot of effort
has to be put into the process. One cannot use exces-
sive temperatures for the deacidification because
high temperature equals loss of specific surface area
(BET). To overcome all these disadvantages, a new
process was developed for the production of low-
chloride (�500ppm) high-BET (�30m2/g) zirconia.
In contrast to the existing chloride route, the new
gas-phase process is based on metallorganic or non-
chloride salt solutions.

The process uses a f lame spray pyrolysis technique
to yield nanoscaled high-purity (mixed) metal oxides.
The precursor is sprayed into a f lame reactor where
the conversion into the oxide material takes place fol-
lowed by the particle separation. Variations in the

time-temperature history of the particles in the com-
bustion zone and the spraying parameters result in
different product grades, e.g. specific surface area
(BET). With this reactor set-up, various metal oxides
and mixed metal oxide nanopowders are accessible.
Zirconia and different yttrium-stabilised forms thereof
(YSZ) but also indium tin oxide (ITO), alumina, etc.
have been synthesised in the pilot-scale reactor. Fig-
ure 16 shows a TEM image of ZrO2 with a BET of 74
m2/g. In Table 2 typical physico-chemical data of
ZrO2 and YSZ are listed. As the average primary parti-
cle size is in the 12-nm region, the sintering process
starts at low temperatures (see also Fig. 17).

There are various applications for high-purity
nanoscaled ZrO2, e.g. dental, catalysts, ceramic mem-
branes, thermal barrier coatings, gas sensors, optical
connectors and polishing agents.

Fig. 16 TEM image of EP Zirconium Dioxide PH with a BET of
74 m2/g.

Properties Units ZrO2 YSZ

Specific surface area (BET) m2/g 45�75 45�75

Tapped density (approx. value) g/l 100 100

Moisture % ��2.0 ��2.0

Ignition loss % ��3.0 ��3.0

pH-value � 4.0 � 6.0 4.0 � 6.0

Y2O3 content (based on ignited material) % � 5

HfO2 content (based on ignited material) % 1.0�2.5 1.0�2.5

ZrO2 content (based on ignited material) % ��97.0 ��92.0

HCl content (based on ignited material) % ��0.05 ��0.05

Average primary particle size nm 12 12

Table 3 Typical physico-chemical data of EP Zirconium Dioxide PH (ZrO2) and stabilised EP Zir-
conium Dioxide 3-YSZ.

100 nm
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5.2  Indium tin oxide
For the production of transparent electrically con-

ductive polymer composites, nanoscaled indium tin
oxide (ITO) is being developed for use as a raw mate-
rial. The ITO nanoparticles should be characterised
by the following parameters:

• Colourless or slightly blue
• Specific resistance: 102�108 Ωcm
• Average primary particle size: �20 nm
• Aggregate size: �100 nm
• Good dispersibility
• Anisotropic self-organisation in the matrix

Such an ITO can be produced by spray pyrolysis
(see Figure 18). It was demonstrated that the con-
ductivity could be clearly improved by doping the
ITO samples. Therefore the technical term DITO
(doped indium tin oxide) is reasonable and may be
applied. Under optimal circumstances it is possible to

reduce the specific resistance from 660 �cm to 400
�cm with DITO. Further post-treatment additionally
reduces the resistance to 10 �cm, whilst BET surface
area remains constant. The colour of the material can
also be controlled by the addition of certain dopants.

5.3  Superparamagnetic nanocomposites
Superparamagnetic nanocomposites show the char-

acteristic magnetic properties of paramagnetic as well
as of ferromagnetic materials. Like paramagnets, these
materials possess no permanently aligned structure
of the elementary magnetic dipoles when no mag-
netic field is applied. Otherwise, the shape of the
magnetisation curve looks like a ferromagnetic curve
without hysteresis (see Fig. 19). Nanoscale magnetic
particles display this superparamagnetic behaviour
because the tiny magnetic domains are small enough
to immediately become disordered due to entropy
[26, 27].

A TEM image of a superparamagnetic material is
shown in Fig. 20. Via f lame synthesis, nanoscaled
iron oxide particles were embedded in an amorphous
silica matrix. The dark dots represent the iron oxide
crystals. The TEM picture indicates that the magnetic
domains of iron oxide are well distributed through
the silica matrix and that they are smaller than 20 nm.
These are important requirements to obtain single-
domain and well-decoupled magnetic centres.

X-ray diffraction of the produced powders shows
mainly the magnetic iron oxide phases magnetite and
maghemite with a low content of non-magnetic hem-
atite (Fig. 21). The specific surface area of the com-
posite (BET) was varied from 114 m2/g to 214 m2/g
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by adjusting process parameters. A SQUID magne-
tometer was used for magnetic characterisation. The
particles display superparamagnetic behaviour above
50 K and the iron oxide domains are magnetically
well decoupled. The so far highest saturation mag-
netisation achieved was 18 Am2/kg.

The advantage of the described superparamagnetic
nanocomposites is their high chemical, mechanical
and thermal stability, which is often well beyond that
of traditional superparamagnetic materials with organic
coatings.

6. Conclusion

Gas-phase synthesis is a well-known technique for
the production of an extensive variety of nano-sized
particles. The “original” commercial nanopowders
generated by this method comprise the largest share
of the market, e.g. as reinforcing fillers, for rheology
control and as pigments. The growing need for multi-
functional materials (scratch-resistant�transparent,
transparent�conductive, etc.) drives the transition
from powders to highly specialised functional materi-
als. 

Based on fundamental research, the detailed analy-
sis of particle size and morphology together with a
good understanding of the particle formation mecha-
nisms, it is possible to design reactors and to pre-
cisely control the processes. Results thereof are
technical innovations consisting of new synthesis
routes and new forms of nanoparticles with custom-
tailored characteristics which provide distinct perfor-
mance advantages for specific applications. 

The development of such technical innovations,
however, comprises only the first step of the route to
successful commercialisation of new nanoscale prod-
ucts. The real challenge lies in the discovery and
development of markets and applications that can
benefit from the technology. In practice, this requires
a focused and dedicated marketing and applied tech-
nology effort, coupled with the willingness and ability
to precisely fit your product to the needs of the cus-
tomer. Degussa plans to implement such an approach
in order to fully realise the commercial potential of
their innovative nanomaterials and synthesis tech-
nologies resulting from their strategic research.
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Fig. 19 Magnetisation curves of ferro-, para- and superparamag-
netic materials. 

Fig. 20 TEM of iron oxide/ silica nanocomposite.

Fig. 21 XRD graph of iron oxide/ silica nanocomposite.
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Nomenclature

BET specific surface area (m2/g)
CFD computational f luid dynamics
DFG Deutsche Forschungsgemeinschaft 

(German Science Foundation)
DITO doped indium tin oxide
dprim primary particle diameter (nm)
ITO indium tin oxide
LII laser-induced incandescence
LPDS liquid precursor delivery system
nprim particle number (�)
pmin minimum pressure (kPa)
RF radio frequency
SMPS scanning mobility particle sizer
SQUID superconducting quantum interference device
t residence time (ms)
T Temperature (°C)
TEM transmission eletron microscopy
TPCVD thermal plasma chemical vapour deposition
TPPVD thermal plasma physical vapour deposition
XRD x-ray diffraction
YSZ yttria-stabilised zirconia
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1. Introduction

The invention of the Dorr thickener in 1905 and its
introduction in the mining concentrators of South
Dakota can be regarded as the starting point of the
modern era of thickening research. Therefore, the
history of thickening can be associated with the
beginning of the 20th century. Thus the beginning
of the 21st century provides a good opportunity to
review the steps of progress of those almost one hun-
dred years of research and development of industrial
thickeners. A second prominent reason for publishing
this review just now is the 50th anniversary of the
publication of Kynch’s celebrated paper A theory of
sedimentation in 1952, which can be considered as the
origin of modern sedimentation and thickening re-
search in numerous disciplines.

Thickening is not a modern undertaking and was
certainly not discovered as a process in the Americas.

Whenever an ore was dressed to obtain a concentrate,
two processes were used in an unseparable form:
crushing and washing. There is evidence that in the IV
Egyptian dynasty, some 2500 years BC, the ancient
Egyptians dug for and washed gold. There is also evi-
dence of gold washing in Sudan in the XII dynasty.
Nevertheless, the earliest written reference for crush-
ing and washing in Egypt is that of Agatharchides, a
Greek geographer who lived 200 years before Christ.
Ardaillon, author of the book Les Mines du Laurion
dans l’Antiquité, described in 1897 the process used in
the extensive installations for crushing and washing
ores in Greece between the V to the III century BC.
A.J. Wilson (1994) describes in his book The Living
Rock mining of gold and copper in the Mediterranean
from the fall of the Egyptian dynasties right to the
Middle Ages and the Renaissance. 

The development of mineral processing from un-
skilled labor to craftsmanship and eventually to an
industry governed by scientific discipline is largely
due to the Saxons in Germany and Cornishmen in
England in the beginning of the 16th century. An
international exchange of technology began between
these two countries and continued for a long time.
However, it was in Saxony where Agricola wrote his
De Re Metallica, the first major contribution to the
development and understanding of the mining indus-
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try, published in Latin in 1556, and shortly after trans-
lated to German and Italian.

Agricola’s book describes several methods of wash-
ing gold, silver, tin and other metallic ores. He
describes settling tanks used as classifiers, jigs and
thickeners and settling ponds used as thickeners or
clarifiers, see Figures 1 and 2. These devices oper-
ated in a batch or semi-continuous manner. A typical
description is as follows: “To concentrate copper at the
Neusohl mine in the Carpathians the ore is crushed and
washed and passed through three consecutive washer-
sifters. The fine particles are washed through a sieve in
a tub full of water, where the undersize settles to the bot-
tom of the tub. At a certain stage of f illing of the tub

with sediment, the plug is drawn to let the water run
away. Then the mud is removed with a shovel and
taken to a second tub and then to a third tub where the
whole process is repeated. The copper concentrate which
has settled in the last tub is taken out and smelted.”

It is evident from these references that, by using
the washing and sifting processes, the ancient Egyp-
tians and Greeks and the medieval Germans and Cor-
nishmen knew the practical effect of the difference in
specific gravity of the various components of an ore
and used sedimentation in operations that can now be
identified as classification, clarification and thicken-
ing. There is also evidence that in the early days no
clear distinction was made between these three oper-
ations. 

Agricola’s book had a tremendous impact, not only
in the mineral industry but also on society in general,
and continued to be the leading textbook for miners
and metallurgists outside the English speaking world
for at least another three hundred years. Apart from
its immense practical value as a manual, the greatest
inf luence of De Re Metallica was in preparing the
ground for the introduction of a system of mining
education which, with various modifications to suit
the local conditions, was later to be adopted interna-
tionally. 

While in Russia the first mining school was opened
in 1715 in Petrozavodsk, the most important mining
academic institution, the Freiberg Mining Academy,
was founded in Germany in 1765. Twenty years later
the Ecole des Mines was established in Paris, but it did
not become an important institution until several
years later. Regardless of the intense and prolonged
technological transfer that was established between
Saxony and Cornwall, the British were backward in
technical mining education and in the 19th century
could virtually offer no facilities for the study of this
discipline. The Royal School of Mines was founded in
London in 1851 and the Camborn School of Mines,
whose prospectus was presented in 1829, was not
established until 1859. The irony is that by that time
the school was properly established, the mining pro-
duction of Cornwall was declining and emigration of
miners was in full swing to North America, Australia,
and later to South and Central Africa (Wilson 1994).

The discovery of gold in California in 1848 and
in Nevada a few years later caught Americans ill-
equipped to make the best of these resources. They
worked with shovels and pans, digging out gravel
from the stream-beds and washing it in much the
same way as Egyptians had done five thousand years
before them. The only professional mining engineers

KONA  No.20  (2002) 39

Fig. 1 Settling tanks described by Agricola (1556).

Fig. 2 Washing and settling according to Agricola (1556).



found in the North American continent until after the
civil war were those which came from Freiberg or
other European schools. The first American univer-
sity to establish mining was the Columbia University
in New York in 1864 (Wilson 1994). 

It is the purpose of this review to describe the
development of the science and technology of thick-
ening during the 20th century, and to present the cur-
rent accepted theory. This paper is therefore organ-
ized as follows: in Section 2, we present an overview
of the most important contributions to thickening
research that were made during the 20th century.
This period can be subdivided into five phases: that
of the invention of the Dorr thickener and initial
research of thickener design (1900-1940, Sect. 2.1),
that of the discovery of the operating variables in a
continuous thickener (1940-1950, Sect. 2.2), the Kynch
Era, during which the theory of sedimentation was
developed (1950-1970, Sect. 2.3), the phase of the phe-
nomenological theory (1970-1980, Sect. 2.4), and the
current one of the mathematical theory (1980-pre-
sent, Sect. 2.5). The year numbers are of course to a
certain degree arbitrary and not meant in a precise
sense. We shall discuss a few example of research
work that either lagged behind or was far ahead of its
surrounding current status of knowledge, and would
therefore have merited to fall within a prior or subse-
quent phase than determined by the respective publi-
cation year. We will also mention a few instances in
which historic achievements have turned out to be
still important to contemporary research. In Sections
3 and 4, the authors’ contribution to thickening re-
search are summarized. In Section 3, results relat-
ed to ideal suspensions, including the extension of
Kynch’s theory to continuous sedimentation and poly-
disperse mixtures are presented, while Section 4
focuses on the recent phenomenological theory of
sedimentation of f locculated suspensions. In Section 5,
we comment some of the results of Sections 3 and 4,
and discuss approaches by other current research
groups. This paper closes with a concluding remark
(Section 6).

2. Historical perspective

2.1 The invention of the Dorr thickener and
thickener design (1900-1940)

Classification, clarification and thickening all in-
volve the settling of one substance in solid particulate
form through a second substance in liquid form, but
the development of each one of these operations has
followed different paths. While clarification deals with

very dilute suspensions, classification and thickening
are forced to use more concentrated pulps. This is
probably the reason for which clarification was the
first of these operations amenable to a mathematical
description. The work by Hazen in 1904 was the first
analysis of factors affecting the settling of solid parti-
cles from dilute suspensions in water. It shows that
detention time is not a factor in the design of settling
tanks, but rather that the portion of solid removed
was proportional to the surface area of the tank and
to the settling properties of the solid matter, and
inversely proportional to the f low through the tank.
At the beginning, classification equipment mimicked
clarification settling tanks, adding devices to dis-
charge the settled sediment. Therefore, the first
theories of mechanical classification were based on
Hazen’s theory of settling basins. The introduction of
hydraulic classifiers led to theories of hindered set-
tling in gravitational fields, and finally the introduc-
tion of the hydrocyclone moved away from gravity
settling and used hindered settling in centrifugal
fields as a mechanism. 

The invention of the Dorr thickener in 1905 (Dorr,
1915) can be mentioned as the starting point of the
modern thickening era. John V.N. Dorr, D.Sc., a
chemist, cyanide mill owner and operator, consulting
engineer and plant designer, tells (Dorr, 1936): “The
first mill I built and operated was turned into a prof-
itable undertaking by my invention of the Dorr classi-
fier in 1904 and, in remodeling another mill in the
same district, the Dorr thickener was born in 1905.
[…] Its recognition of the importance of mechanical
control and continuous operation in fine solid-liquid
mixtures and the size of its units have opened the way
for advances in sewage and water purification and
made wet chemical processes and industrial mineral
processes possible.”

The invention of the Dorr thickener made the con-
tinuous dewatering of a dilute pulp possible, whereby
a regular discharge of a thick pulp of uniform density
took place concurrently with overf low of clarified
solution. Scraper blades or rakes, driven by a suitable
mechanism, rotating slowly over the bottom of the
tank, which usually slopes gently toward the center,
move the material as fast as it settles without enough
agitation to interfere with the settling.

It is well known that in many mineral processing
operations, applications appear and are utilized far
ahead of their scientific understanding. This is the
case in thickening. The first reference on variables
affecting sedimentation is due to Nichols (1908).
Authors who studied the effects of solids and elec-
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trolytes concentration, degree of f locculation, and
temperature in the process also include Ashley
(1909), Forbes (1912), Mishler (1912, 1918), Clark
(1915), Ralston (1916), Free (1916), and the fre-
quently cited work of Coe and Clevenger (1916). 

Several of these studies introduced confusion in the
comprehension of the settling process and Mishler
(1912), an engineer and superintendent at the Tigre
Mining Company in the Sonora desert in Mexico, was
the first to show by experiments that the rate of set-
tling of slimes is different for dilute than for concen-
trated suspensions. While the settling speed of dilute
slimes is usually independent of the depth of the
settling column, a different law governed extremely
thick slimes, and sedimentation increases with the
depth of the settling column. He devised a formula by
means of which laboratory results could be used in
continuous thickeners. These formulas represent
macroscopic balances of water and solids in the thick-
ener and can be written as

F�D, (1)
FDF�DDD�O, (2)

where F and D are the solid mass f low rates in the
feed and the discharge respectively, O is the water
mass f low rate in the overf low, and DF and DD are
the dilutions of the feed and the underf low, respec-
tively. The volume f low rate of water at the overf low
QO�O/ρf, where ρf is the mass density of water, is
given by

QO�F(DF�DD)/ρf . (3)

Mishler (1912) assumed that the f low rate of water
per unit area in a continuous thickener should be
equal to the rate of formation of the column of water
in a batch column, where a suspension with the same
concentration as the thickener feed is allowed to set-
tle. Since this rate of water formation is equal to the
rate of descent of the water-suspension interface,
Mishler equated this rate, QO/S, with the settling
rate, which we denote by sI(DF). Then the cross-sec-
tional area S of the thickener required to treat a feed
rate of F is

S� . (4)

Clark (1915) carefully measured concentrations in a
thickener with conical bottom, a configuration that
clearly gives rise to at least a two-dimensional f low.
Clark’s note unfortunately is little more than half a
page long but displays three diagrams of thickeners
with the sample locations and the respective mixture

F(DF�DD)
ρf sI(DF)

densities. The brevity of the note ref lects that at the
time of its writing the phenomena of settling were far
from being understood, let alone in more than one
space dimension. This also becomes apparent in
Clark’s introductory statement: “Whatever interest
they may possess lies in the fact that few determinations
[the specific gravity of pulp] of this nature have been
recorded, rather than in any unusual or unexpected
conditions developed by the determinations themselves.”
Clark’s measurements have received little attention
as presented in his note, but it seems that they in
part stimulated the well-known paper by Coe and
Clevenger, which appeared in 1916, since Coe and
Clevenger explicitly acknowledge Clark’s experimen-
tal support. 

Coe and Clevenger’s paper was importance in two
respects. On one hand, they were the first to recog-
nize that the settling process of a f locculent suspen-
sion gives rise to four different and well-distinguished
zones. From top to bottom, they determined a clear
water zone, a zone in which the suspension is present
at its initial concentration, a transition zone and a
compression zone, see Figure 3. Coe and Clevenger
reported settling experiments with a variety of materi-
als showing this behaviour.

On the other hand, they were also the first to use
the observed batch settling data in a laboratory col-
umn for the design of an industrial thickener. They
argued that the solids handling capacity, today called
solids f lux density, has a maximum value in the thick-
ener at a certain dilution Dk between the feed and dis-
charge concentration. They developed, independently
from Mishler, an equation similar to (4) but with the
feed dilution DF replaced by a limiting dilution Dk:

S� , (5)

where sI(Dk) is the settling velocity of a pulp with the
limiting dilution Dk. They recommend the determina-
tion of the limiting dilution by batch experiments for
the desired underf low dilution DD. Equation (5), with
minor sophistications, continues to be the most reli-
able method of thickener design to date. 

After the important contributions made in the de-
velopment of thickening technology in the first two
decades of the 20th century, the invention of the Dorr
thickener and the development of thickener design
procedures, the next two decades surely saw the
expansion of this technology. Several authors made
efforts to model the settling of suspensions by ex-
tending Stokes’ equation or postulated empirical equa-
tions (Adamson and Glasson 1925, Robinson 1926,

F(Dk�DD)
ρf sI(Dk)
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Egolf and McCabe 1937, Ward and Kammermeyer
1940, Work and Kohler 1940), but no further impor-
tant contributions were made until the forties. It is
interesting to note that Robinson’s paper was of minor
inf luence for the development of sedimentation the-
ory in the context of mineral processing, but that its
approach seems to have been of great interest to
investigators in the area of blood sedimentation half
a century later (Puccini et al. 1977). 

Stewart and Roberts (1933) give, in a review paper,
a good idea of the state of the art of thickening in the
twenties. They say: “The basic theory is old but limita-
tions and modifications are still but partially developed.
Especially in the realm of f locculent suspensions is the
underlying theory incomplete. Practical testing methods
for determining the size of machines to be used are
available, but the invention and development of new
machines will no doubt be greatly stimulated by further
investigation of the many interesting phenomena ob-
served in practice and as fresh problems are uncov-
ered.”

2.2 The discovery of the operating variables in
a continuous thickener (1940-1950)

The University of Illinois became very active in
thickening research in the forties, shortly after
Comings’ paper Thickening calcium carbonate slurries
had been published in 1940. It should be pointed out
that this paper is the first to recognize the importance
of local solids concentration and sediment composi-
tion for the thickening process, since it shows mea-
surements of solids concentration profiles in a
continuous thickener, while all previous treatments
had been concerned with observations of the suspen-

sion-supernate and sediment-suspension interfaces,
with the exception of Clark (1915). 

At least nine B.Sc. theses were made under
Comings’ guidance, mainly on the effect of operating
variables in continuous thickening. Examples of the-
sis subjects were: settling and continuous thickening
of slurries; continuous thickening of calcium carbon-
ate slurries; thickening of clay slurries and limiting
rates of continuous thickening. These theses were
summarized in an important paper by Comings,
Pruiss and De Bord (1954). 

The mechanism of continuous sedimentation was
investigated in the laboratory in order to explain the
behaviour of continuous thickeners. Comings et al.
(1954) show four zones in a continuous thickener: the
clarification zone at the top, the settling zone under-
neath, the upper compression zone further down and
the rake action zone at the bottom. The most interest-
ing conclusion, expressed for the first time, was that
the concentration in the settling zone is nearly con-
stant for a thickener at steady state, and that it
depends on the rate at which the solids are fed into
the thickener, and not on the concentration of the
feed suspension. At low feed rate, the solids settled
rapidly at a very low concentration, regardless of the
feed concentration. When the feed rate was in-
creased, the settling zone concentration increased
and approached a definite value when the maximum
settling capacity of the equipment was reached. If the
feed rate was increased further, the settling zone
stayed constant and the solids fed in excess of the set-
tling handling capacity left the thickener by the over-
f low. It was verified that in most cases the feed
suspension was diluted to an unknown concentration
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Fig. 3 Settling of a f locculent suspension as illustrated by Coe and Clevenger (1916), showing the clear water zone (A), the zone in which the
suspension is at its initial concentration (B), the transition zone (C) and the compression zone (D).
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on entering the thickener. Another finding was that,
for the same feed rate, increasing or decreasing the
sediment depth could adjust the underf low concentra-
tion. 

It is worth mentioning that the paper by Comings et
al. (1954) did not yet take into account Kynch’s sedi-
mentation theory published two years earlier (Kynch
1952), which is discussed below. 

Another contribution of practical importance is the
work of Roberts (1949), who advanced the empirical
hypothesis that the rate at which water is eliminated
from a pulp in compression is at all times proportional
to that amount left, which can be eliminated upto infi-
nite time:

D�D��(D0�D�)exp(�Kt), (6)

where D0, D and D� are the dilutions at times zero
and t and at infinite time, respectively. The equation
has been used until today for the determination of the
critical concentration.

2.3 Theory of sedimentation (1950-1970)
From the invention of the Dorr thickener to the

establishment of the variables controlling the equip-
ment, the only quantitative knowledge that was ac-
complished was Coe and Clevenger’s (1916) design
procedure. This method was solely based on a macro-
scopic balance of the solid and the f luid and on the
observation of the different zones in the thickener.
No underlying sedimentation theory existed. 

The first attempts to formulate a theory of sedimen-
tation in the sense of relating observed macroscopic
sedimentation rates to microscopic properties of solid
particles were made by Steinour in a series of papers
that appeared in 1944 (Steinour 1944a-c). But it was
Kynch, a mathematician at the University of Birming-
ham in Great Britain, who presented in 1952 his cele-
brated paper A theory of sedimentation. He proposed a
kinematical theory of sedimentation based on the
propagation of sedimentation waves in the suspen-
sion. The suspension is considered as a continuum
and the sedimentation process is represented by the
continuity equation of the solid phase:

� �0,   0�z�L, t�0, (7) 

where f is the local volume fraction of solids as a
function of height z and time t, and

f bk(f)�fvs

is the Kynch batch f lux density function, where vs is
the solids phase velocity. The basic assumption of

∂ f bk(f)
∂ z

∂f
∂ t

Kynch’s theory is that the local solid-liquid relative
velocity is a function of the solids volumetric concen-
tration f only, which for batch sedimentation in a
closed column is equivalent to stating that vs�vs(f).
Equation (7) is considered together with the initial
condition

0 for z�L,
f(z, 0)��f0 for 0�z�L, (8)

fmax for z�0,

where it is assumed that the function f bk satisfies

f bk(f)��0   for f�0 or f	fmax,
�0   for 0�f�fmax,

where fmax is the maximum solids concentration.
Kynch (1952) shows that knowledge of the function
f bk is sufficient to determine the sedimentation
process, i.e. the solution f�f(z, t), for a given initial
concentration f0, and that the solution can be con-
structed by the method of characteristics. 

Kynch’s paper had the greatest inf luence in the
development of thickening thereafter. The period of
twenty years after this paper may be referred to as
the Kynch Era. When Comings moved from Illinois to
Purdue, research on thickening continued there for
another ten years. Although Comings soon moved on
to Delaware, work continued at Purdue under the
direction of P.T. Shannon. A Ph.D. thesis by Tory
(1961) and M.Sc. theses by Stroupe (1962) and De
Haas (1963) analyzed Kynch’s theory and proved its
validity by experiments with glass beads. Their re-
sults were published in a series of joint papers by
these authors (Shannon et al. 1963, 1964, Tory and
Shannon 1965, Shannon and Tory 1965, 1966). 

Batch and continuous thickening was regarded as
the process of propagating concentration changes
upwards from the bottom of the settling vessel as a
result of the downward movement of the solids. Equa-
tions were derived and experimental results for the
batch settling of rigid spheres in water were found
to be in excellent agreement with Kynch’s theory.
Experiments aiming at verifying the validity of
Kynch’s theory have repeatedly been conducted up to
the present (Davis et al. 1991, Chang et al. 1997). 

Kynch’s paper also motivated industry to explore
the possibilities of this new theory in thickener de-
sign. Again the Dorr Co. went a step further in their
contribution to thickening by devising the Talmage
and Fitch method of thickener design (Talmage and
Fitch 1955). They affirmed that one settling plot con-
tained all the information needed to design a thick-
ener. Since the water-suspension interface slope (in a
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z versus t diagram) gave the settling rate of the sus-
pension, the slope at different times represented the
settling velocity at different concentrations. They
used this information in conjunction with the cited
Mishler-Coe and Clevenger method to derive a for-
mula for the unit area, that is, the thickener area
required to produce a sediment of given concentra-
tion at a given solids handling rate. Talmage and
Fitch’s method is described in detail in our previous
review article (Concha and Barrientos 1993) and in
Chapter 11 of Bustos et al. (1999), so the resulting for-
mulas and related diagrams are not explicitly stated
here. Although Kynch’s theory can not be regarded
as an appropriate model for f locculent suspensions,
thickener manufacturers still use and recommend
Talmage and Fitch’s method, which is based on this
theory, for design calculations (Outukumpu Mintec
1997). 

Yoshioka et al. (1957) and Hassett (1958, 1964,
1968) used the solid f lux density function to interpret
the operation of a continuous thickener and devise
a method for thickener design (see Concha and
Barrientos (1993) for details). 

Experience by several authors, including Yoshioka
et al. (1957), Hassett (1958, 1964, 1968), Shannon et
al. (1963), Tory and Shannon (1965), Shannon and
Tory (1965, 1966) and Scott (1968a,b), demonstrated
that while Kynch’s theory accurately predicts the sed-
imentation behaviour of suspensions of equally sized
small rigid spherical particles, this is not the case for
f locculent suspensions forming compressible sedi-
ments.

An interesting paper that seems to have been over-
looked by the thickening literature is that of Behn
(1957). This paper by its nature was ahead of its time
and would have been well received in the seventies.
Behn was the first writer to relate thickening com-
pression with the consolidation process. Therefore he
applies the following consolidation equation for the
excess pore pressure pe, that is, the pressure in the
pores of the sediment in excess of the hydrostatic
pressure:

� , (9)

where k is the average sediment permeability, ρs is
the solids density, ∆ρ is the solid-liquid density differ-
ence, and hc is the initial height of the consolidating
region. Unfortunately without explicitly mentioning
the boundary conditions or presenting any detail of
the derivation, Behn (1957) obtained the solution

∂ 2pe

∂ z2
k∆ρhc

ρs

∂pe

∂ t

D�D��(D0�D�)exp(�Kt),   K� . (10)

Equation (10) is identical to Roberts’ equation (6) and
gives some theoretical support to it, although Roberts’
equation is essentially empirical (Fitch 1993). 

Although Behn’s paper is valuable in providing a
concise review of the mathematical models of sedi-
mentation that had been advanced until 1957 and in
recognizing that the settling velocity formulas postu-
lated in some of them in fact furnish the Kynch batch
f lux density function f bk, it ref lects at the same time
that the implications of Kynch’s theory had still not
yet been well understood. This becomes apparent in
Behn’s conclusion that “ the Kynch theory does extend
into the compression zone, although Kynch did not so
indicate.” It has already been pointed out that Kynch’s
theory does not apply to the compression zone. This
becomes obvious by the fact that the compression
zone is characterized by rising curved iso-concentra-
tion lines, which finally become horizontal, while in
the framework of Kynch’s theory concentration val-
ues always propagate along straight lines if cylindrical
vessels are considered. 

To describe the batch settling velocities of particles
in a suspension several equations for vs�vs(f) or
f bk(f)�fvs(f) were proposed, all of them extensions
of the Stokes equation. The most frequently used was
the two-parameter equation of Richardson and Zaki
(1954):

f bk(f)�u�f(1�f)n,   n�1, (11)

where u� is the settling velocity of a single particle in
quiescent, unbounded f luid. This equation has the
inconvenience that the settling velocity becomes zero
at a solids concentration of f�1, while experimentally
this occurs at a maximum concentration fmax between
0.6 and 0.7. 

Michaels and Bolger (1962) proposed the following
three-parameter alternative:

f bk(f)�u�f�1� �
n
,   n�1, (12)

where the exponent n�4.65 turned out to be suitable
for rigid spheres. 

For equally sized glass spheres, Shannon et al.
(1963) determined the following equation by fitting
a forth-order polynomial to experimental measure-
ments, see Figure 4:

f bk(f)�f(�0.33843�1.37672f�1.62275f2

�0.11264f3�0.902253f4)
10�2 m/s.

f
fmax

k∆ρ
hcρs
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A paper that still belongs to the Kynch era, al-
though it was published later, is the one by Petty
(1975). He extended Kynch’s theory from batch to
continuous sedimentation. If q is defined as the vol-
ume f low rate of the mixture per unit area of the sedi-
mentation vessel, Kynch’s equation for continuous
sedimentation can be written as

� (qf�f bk(f))�0. (13)

Petty (1975) also discussed, for the first time, the
proper boundary conditions at the bottom of the set-
tling vessel, which is a non-trivial problem. 

2.4 The phenomenological theory (1970-1980)
Although Behn (1957) was the first writer to apply

consolidation theory for the settling of compressible
slurries, it was Shirato and his co-workers (1970) who
solved the consolidation problem taking into account
the effect of sediment growth and compression due to
deposition of solid particles from the hindered set-
tling zone. The latter is, however, not explicitly mod-
eled due to the use of material coordinates in the
compressible sediment. The result were sediment
concentration and excess pore pressure profiles. 

If Behn’s work had received greater attention, the
development of a phenomenological theory would
have started about fifteen years earlier. It took an-
other five years for Adorján (1975, 1977) to present
his ad-hoc theory of sediment compression, giving
the first satisfactory method of thickener design, and
for Smiles (1976a,b) to present his integral approach. 

At about the same time, a group of researchers in
Brazil made great efforts to give the phenomenologi-
cal sedimentation theory a proper framework. Strong
and important research on thickening, and in general
in the field of f low through porous media, was going
on in Brazil in the decade of the 1970s. At the Engi-

∂
∂ z

∂f
∂ t

neering Graduate School of the Federal University of
Rio de Janeiro, COPPE, several researchers and grad-
uate students, among them Giulio Massarani, Affonso
Silva Telles, Rubens Sampaio, I-Shih Liu, José
Teixeira Freire, Liu Kay, João D’Avila and Satoshi
Tobinaga, were involved in the application of a newly
developed mathematical tool, the Theory of Mixtures
of continuum mechanics, to particulate systems. Un-
fortunately these findings were rarely published in
mainstream international journals, but are well docu-
mented in local publications and conference volumes,
see for example D’Avila (1976, 1978), D’Avila and
Sampaio (1977), D’Avila et al. (1978), Liu (1978) and
Tobinaga and Freire (1980). 

With strong ties with the Brazilian researchers, a
group led by the first author of this review at the Uni-
versity of Concepción in Chile worked in the same
direction. Findings were presented in the B.Sc. theses
by O. Bascur (1976) and A. Barrientos (1978), at the
XII International Mineral Processing Congress in São
Paulo, Brazil in 1977 (Concha and Bascur 1977) and
at the Engineering Foundation Conference on Parti-
cle Technology in New Hampshire, USA, in 1980. 

Independently, Kos (1975) used the theory of mix-
tures to set up boundary value problems for batch
and continuous sedimentation. Thacker and Lavelle
(1977) used the same theory for incompressible sus-
pensions. 

2.5 Mathematical theory (1980-present)
At the end of the seventies and during the eighties

several papers, for example Concha and Bustos
(1985), Buscall and White (1987), Auzerais et al.
(1988), Landman et al. (1988), Bascur (1989) and
Davis and Russel (1989) show that the phenomeno-
logical model, based on the theory of mixtures, was
well accepted by the international scientific commu-
nity. 

In spite of the fact that the theory of mixtures did a
great job in unifying the sedimentation of dispersed
and f locculated suspensions and, once appropriate
constitutive equations were formulated, gave rise to a
robust framework in which the sedimentation of any
suspension could be simulated, the mathematical
analysis of these models did not exits. Furthermore
no adequate numerical method existed for solving the
initial-boundary value problems for batch and contin-
uous thickening. 

While it is common that mathematics is needed in
solving specific problems, many engineers regard the
basic principles of mineral processing as purely physi-
cal and mathematical treatment as belonging only to a
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Fig. 4 Flux density function for glass beads with two inflection
points a and b, after Shannon et al. (1963).
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later stage in the development of a theory. When
finally mathematics get started, it could be precise,
but setting up the theory is for them an extra-math-
ematical operation. Truesdell (1966) stated that the
characteristics of a good theory are that the physical
concepts themselves are made mathematical at the
outset, and mathematics is used to formulate the the-
ory and to obtain solutions. 

At the beginning of the eighties, following
Truesdell’s ideas and convinced that the only way in
establishing a rigorous theory of sedimentation con-
sisted in the cooperation of engineers with math-
ematicians, the first author, together with María
Cristina Bustos, then a staff member of the Depart-
ment of Mathematics at the University of Concepción,
and Wolfgang Wendland, professor of mathematics at
the University of Darmstadt, started a fruitful cooper-
ation on the topic of mathematical analysis of sedi-
mentation models. After Wendland moved to the
University of Stuttgart in Germany in 1986, first
Matthias Kunik and then the second author joined
this cooperation, which now also includes Elmer
Tory, Professor Emeritus at Mount Allison University
in Sackville, New Brunswick, Canada. The results of
this cooperation, which has lasted for two decades
now, are summarized in the following Sections 3 and
4.

3. Sedimentation of ideal suspensions

3.1 Kynch’s sedimentation model and 
mathematical preliminaries

For batch sedimentation, equation (7) is solved
together with the initial condition (8). Note that, due
to the assumptions on f bk, the initial condition (8)
could be replaced by the initial condition

f(z, 0)�f0(z)   for 0�z�L, 

combined with the boundary conditions

f(0, t)�fmax, f(L, t)�0   for 0� t�T. 

To construct the solution of the initial value prob-
lem (7), (8), the method of characteristics is employed.
This method is based on the propagation of f0(z0),
the initial value prescribed at z�z0, at constant speed
f ′bk(f0(z0)) in a z versus t diagram. These lines might
intersect, which makes solutions of equation (7) dis-
continuous in general. This is due to the nonlinearity
of the f lux density function f bk. In fact, even for
smooth initial data, a scalar conservation law with a
nonlinear f lux density function may produce discon-
tinuous solutions, as the well-known example of

Burgers’ equation illustrates, see Le Veque (1992).
On the other hand, one particular theoretically and
practically interesting initial-value problem for a
scalar conservation law is the Riemann problem where
an initial function

f0(z)��f0
� for z�0,

f0
� for z�0

(14)

consisting just of two constants is prescribed. Obvi-
ously, the initial-value problem (7), (8) consists of two
adjacent Riemann problems producing two ‘fans’ of
characteristics and discontinuities, which in this case
start to interact after a finite time t1.

At discontinuities, equation (7) is not satisfied
and is replaced by the Rankine-Hugoniot condition
(Bustos and Concha 1988, Concha and Bustos 1991),
which states that the local propagation velocity s(f�,
f�) of a discontinuity between the solution values f�

above and f� below the discontinuity is given by

s(f�, f�)� . (15)

However, discontinuous solutions satisfying (7) at
points of continuity and the Rankine-Hugoniot condi-
tion (15) at discontinuities are in general not unique.
For this reason, an additional selection criterion, or
entropy principle, is necessary to select the physically
relevant discontinuous solution, the entropy weak solu-
tion.

One of these entropy criteria, which determine the
unique entropy weak solution, is Oleı̆nik’s jump en-
tropy condition requiring that

	s(f�, f�)	

for all f between f� and f� (16)

is valid. This condition has an instructive geometrical
interpretation: it is satisfied if and only if, in an f bk ver-
sus f plot, the chord joining the points (f�,  f bk(f�))
and (f�, f bk(f�)) remains above the graph of f bk for
f��f� and below the graph for f��f�, see Figure 5.

Discontinuities satisfying both (15) and (16) are
called shocks. If, in addition,

f ′bk(f�)�s(f�, f�) or f ′bk(f�)�s(f�, f�) (17)

is satisfied, the shock is called a contact discontinuity.
In that case, the chord is tangent to the graph of f bk in
at least one of its endpoints.

A piecewise continuous function satisfying the
conservation law (7) at points of continuity, the initial
condition (8), and the Rankine-Hugoniot condition

f bk(f)�f bk(f�)
f�f�

f bk(f)�f bk(f�)
f�f�

f bk(f�)�f bk(f�)
f��f�
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(15) and Olĕınik’s jump entropy condition (16) at dis-
continuities is unique.

Consider equation (7) together with the Riemann
data (14). If we assume (for simplicity) that f0

��f0
�

and that f ′′bk(f)�0 for f0
��f�f0

�, it is easy to see that
no shock can be constructed between f0

� and f0
�. In

that case, the Riemann problem has a continuous
solution

f0
� for z�f ′bk(f0

�)t,
f(z, t)��( f ′bk)�1(z/t) for f ′bk(f0

�) t�z� f ′bk(f0
�)t, (18)

f0
� for z� f ′bk(f0

�)t,

where ( f ′bk)�1 is the inverse of f ′bk restricted to the
interval [f0

�, f0
�]. This solution is called a rarefaction

wave and is the entropy weak solution of the Riemann
problem.

For details on entropy weak solutions of scalar con-
servation laws, we refer to the books by Le Veque
(1992), Godlewski and Raviart (1991, 1996), Kröner
(1997) or Dafermos (2000).

3.2 Solutions of the batch sedimentation 
problem

We now consider entropy weak solutions for the
problem of equation (7) with the initial condition (8),
where we set f0≡const. corresponding to an initially
homogeneous suspension and consider a f lux density
function f bk with at most two inf lection points. Using
the method of characteristics and applying the theory
developed by Ballou (1970), Cheng (1981, 1983) and
Liu (1978), Bustos and Concha (1988) and Concha

and Bustos (1991) construct entropy weak solutions
of this problem in the class of piecewise continuous
functions, in which zones of constant concentrations
are separated by shocks, rarefaction waves or combi-
nations of these. Therefore, it is necessary to solve
the two Riemann problems given at t�0, z�L and at
t�0, z�0 and to treat the interaction of the two solu-
tions at later times. For f lux density functions with at
most two inf lection points, they obtain five qualita-
tively different entropy weak solutions or modes of sed-
imentation. 

Their classification turned out to be not yet com-
plete, since they had considered only functions with
two inf lection points similar to our Figure 4, and two
inf lection points can also be located in a different way,
producing two additional modes of sedimentation. In
these two new modes of sedimentation, the super-
nate-suspension interface is not a sharp shock but a
rarefaction wave. The mathematically rigorous, de-
tailed construction of the complete set of seven
modes of sedimentation MS-1 to MS-7 is presented in
Chapter 7 of Bustos et al. (1999). In this review, the
construction of the seven different entropy solutions
is outlined in Figures 6 and 7. 

The solutions constructed by Bustos and Concha
(1988) and Concha and Bustos (1991) were not
new and had been published decades earlier by
Straumann (1962) and Grassmann and Straumann
(1963). However, at that time the mathematical con-
cept of entropy solutions had not yet been developed,
and Grassmann and Straumann (1963) had to intro-
duce new physical arguments and insights in every
case in order to obtain their solutions of the sedimen-
tation process. Their paper certainly would have
deserved greater attention, and should have been
quoted by those who were active in thickening re-
search in the 1960s, such as P.T. Shannon and his
co-workers, but unfortunately was published in
German.

The simplest case is that of a mode of sedimenta-
tion (MS) MS-1, in which the supernate-suspension
and the suspension-sediment interfaces are both
shocks, see Figure 6 a). These shocks meet at the
critical time tc to form a stationary clear water-sedi-
ment interface. In an MS-2, the rising shock is
replaced, from top to bottom, by a contact discontinu-
ity followed by a rarefaction wave, see Figure 6 b).
In the f lux plot, the contact discontinuity is repre-
sented by a chord joining the points (f0, f bk(f0)) and
(f0*, f bk(f0*)) which is tangent to the graph of f bk in the
second point. If we take the same f lux function and
still increase f0, this chord can no longer be drawn
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Fig. 5 Geometrical interpretation of Olĕınik’s jump entropy con-
dition, applied to five jumps between f��fi

� and f��fi
�,

i�1, …, 5. For i�1, 3 the condition is satisfied (solid
chords), for i�2, 4, 5 it is violated (dashed chords).
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and the contact discontinuity becomes a line of conti-
nuity. This situation corresponds to an MS-3, see
Figure 6 c). Note that the modes of sedimentation
MS-2 and MS-3 can occur only with a f lux density
function f bk with exactly one inf lection point (we
recall that we always assume that f ′′bk(0)�0).

With a f lux density function f bk having exactly two
inf lection points, four additional modes of sedimenta-
tion are possible, which are collected in Figure 7.
Clearly, an MS-1 is also possible with two inf lection
points. Bustos and Concha (1988) and Concha and
Bustos (1991) obtained two of the four additional
modes of sedimentation, namely the modes MS-4 and
MS-5 shown in Figure 7 a) and b). These modes are
similar to an MS-2 and MS-3 respectively, but the sec-
ond inf lection point produces an additional contact

discontinuity, denoted by C2 in Figure 7 a) and by C1

in Figure 7 b), which separates the lower rarefaction
wave (R1) from the rising sediment.

Of course, the shape of a given f lux density func-
tion determines which modes of sedimentation are
actually possible. In Chapter 7 of Bustos et al. (1999),
a corresponding geometrical criterion to decide this
is presented. It is quite obvious that f lux density func-
tions that are similar to that shown in Figure 4 make
an MS-4 or MS-5 possible. However, it is also possible
to place the inf lection points a and b in such a way
that f ′bk(a)�0, f ′bk(b)�0, and that there exists a point
a�f̃t�b such that the tangent to the graph of f bk at
(f̃t, f bk(f̃t)) also goes through the point (0, fbk(0)�0).
This situation is shown in the f lux plots of Fig-
ure 7 c) and d). If the initial concentration f0 is then
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Fig. 6 Modes of sedimentation MS-1 to MS-3. From the left to the right, the f lux plot, the settling plot showing characteristics and shock lines,
and a representative concentration profile taken at time t�t* are shown for each mode. Chords in the f lux plots and shocks in the set-
tling plots having the same slopes are marked by the same symbols. Slopes of tangents to the flux plots occurring as slopes of charac-
teristics in  the settling plots are also indicated (Bürger and Tory, 2000).
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chosen between f̃t and the second inf lection point b, a
new mode of sedimentation, called MS-6, is produced,
see Figure 7 c): the supernate-suspension interface
is no longer sharp, that is, a shock; rather, an upper
rarefaction wave R1 emerges from z�L at t�0, which
is separated from the supernate by a contact discon-
tinuity and from the bulk suspension by a line of
continuity. That line of continuity meets the rising
sediment-suspension interface, the shock S1, at t�t1.

After that a curved, convex shock S2 forms, separat-
ing the rarefaction wave from the sediment. At the
critical time t�tc, the shock S2 meets the upper end of
the rarefaction wave, that is, the contact discontinuity
C1, and the stationary shock S3 forms, which denotes
the sediment-supernate interface located at the sedi-
ment height zc.

A similar construction applies if f0�b is chosen
such that there exists a point f̃t�f0*�b with f ′bk(f0*)�
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Fig. 7 Modes of sedimentation MS-4 to MS-7.
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s(f0*, f0), see Figure 7 d). The resulting entropy
weak solution is an MS-7, differing from an MS-6 in
that the bulk suspension is separated from the upper
rarefaction wave by a contact discontinuity instead of
a line of continuity.

All modes of sedimentation terminate in a station-
ary sediment of the maximum concentration fmax and
of height zc�f0L/fmax. This stationary state is at-
tained at the critical time tc.

3.3 Continuous sedimentation of ideal 
suspensions

Similar solutions of standardized initial-boundary
value problems can be constructed by the method of
characteristics for continuous sedimentation of ideal
suspensions (Bustos et al. 1990b, Concha and Bustos
1992). These solutions satisfy the equation (13) wher-
ever f is discontinuous. At discontinuities between
two solution values f� and f�, the Rankine-Hugoniot
condition

s(f�, f�)�q(t)� (19) 

and Oleı̆nik’s jump entropy condition

q(t)� 	s(f�, f�)

	q(t)� (20)

for all f between f� and f�

are satisfied. Conditions (19) and (20) are natural
extensions of conditions (15) and (16) to the case of a
f lux density function with a convection term q(t)f
added to the Kynch batch f lux density function fbk(f). 

The standard initial function for continuous sedi-
mentation, where q(t) is a negative constant, is

f(z, 0)�f0(z)��fL for A�z�L,
fmax for 0�z�A,

(21)

where 0�A�L is the initial sediment height and fL is
the concentration in the thickener to which the feed
f lux f F is diluted. The value fL is obtained ny solving
the equation

qfL�f bk(fL)� f F. (22)

In case Eq. (22) admits several solutions fL, the rele-
vant one is selected by the physical argument that the
feed suspension should always be diluted on entering
the thickener, as shown by Comings et al. (1954), see
Chapter 2 of Bustos et al. (1999). 

It is assumed that the feed f lux f F and the volume

f bk(f)�f bk(f�)
f�f�

f bk(f)�f bk(f�)
f�f�

f bk(f�)�f bk(f�)
f��f�

average f low velocity q are kept constant during the
continuous sedimentation process. This suggests for-
mulating the boundary conditions as

f(L, t)�fL,   t�0, (23)
f(0, t)�fmax,   t�0. (24)

However, the boundary conditions (23) and (24) can
be imposed only in that special case where no char-
acteristics carrying solution values intersect the
boundary z�L from below and z�0 from above,
respectively. This case is exceptional, since the usual
solution picture of the Riemann problem given by
Eq. (13) and the initial datum (21) will be a centred
wave, a so-called Riemann fan, emerging from (z�A,
t�0), consisting of characteristics and discontinuities,
which after some finite time reach z�L or z�0. If the
entire Riemann fan cuts the boundary z�L, we say
that the thickener overf lows; if it cuts z�0, the thick-
ener empties. 

When such intersections with the boundaries occur,
the boundary conditions (23) and (24) are no longer
valid. The appropriate mathematical concept to main-
tain well-posedness of the initial-boundary value prob-
lem is that of set-valued entropy boundary conditions.
This means that boundary conditions (23) and (24)
are replaced by

f(L, t)�εL(fL; f ),   t�0, (25)
f(0, t)�ε0(fmax; f ),   t�0, (26) 

where eL(fL; f )�[0, fmax] and e0(fmax; f )�[0, fmax]
are particular sets of admissible boundary values that
can be constructed using the graph of the composite
f lux function f defined by

f(f):�qf�f bk(f),

see Bustos and Concha (1992), Bustos et al. (1996),
Bürger and Wendland (1998b) and Chapters 6 and 8
of Bustos et al. (1999) for details. 

For a f lux density function f bk with exactly one
inf lection points (note that f bk and f have the same
inf lection points), there exist three different modes of
continuous sedimentation (Concha and Bustos 1992)
depending on the structure of the Riemann fan. The
solution is called a mode of continuous sedimentation
MCS-1 if it consists of two constant states separated
by a shock; an MCS-2 if it consists of two constant
states separated by a contact discontinuity; and an
MCS-3 if the solution is continuous and consists of
two constant states separated by a rarefaction wave. 

Note that we have to distinguish less modes of sedi-
mentation in the continuous than in the batch case
since we have to solve only one Riemann problem,
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and no wave interactions occur at positive times. How-
ever, in each of these modes the thickener can either
overf low, empty, or attain a steady state, i.e. approxi-
mates a stationary solution for t→�, so that there are
nine qualitatively different solution pictures. 

For a detailed construction of the complete set of
these solutions we refer to Chapter 8 of Bustos et al.
(1999), and for a particularly concise overview to
Concha and Bürger (1998). In this review, we present
three examples from Chapter 8 of Bustos et al.
(1999), see Figure 8, in which the left column shows
plots of the composite f lux function f, and the right
one the corresponding settling plots. In Figures 8
and 9, j≡f and j��fmax.

The construction method for exact entropy solu-
tions of the problem of batch and continuous sedi-
mentation of ideal suspensions with standardized
initial and boundary data, and in particular the fact
that the exact location and propagation speed of
the sediment-suspension interface level are always
known, have led Bustos et al. (1990b) to formulate a
simple control model for continuous sedimentation. It
is shown that steady states corresponding to an MCS-
1 can always be recovered after a perturbation of the
feed f lux density f F�qfL�f bk(fL) by solving two ini-
tial-boundary value problems at known times and
with parameters q and fL that can be calculated a pri-
ori, see Figure 9. 
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Fig. 8 Modes of continuous sedimentation (Bustos et al. 1999). Top: MCS-1 with emptying ICT; Middle: MCS-2 attaining a steady state; Bot-
tom: MCS-3 causing the ICT to overf low.
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3.4 Sedimentation of polydisperse suspensions
of spheres

In this section we consider polydisperse mixtures,
i.e. suspensions of rigid spheres with particles be-
longing to a finite number of species differing in size
or density. For simplicity, the mathematical model is
outlined here for the case of different sizes only; see
Bürger et al. (2000a) for the general case. 

If we denote by vi and fi�fi(z, t) the phase velocity
and the local volumetric concentration of particle
species i, respectively, the mass balances for the
solids can be written as

� �0,   i�1, …, N, (27)

where

f i�fivi,   i�1, …, N.

These balances lead to a solvable system of N scalar
equations if either the solid phase velocities vi or the
solid-f luid relative velocities ui�vi�vf, where vf

denotes the f luid phase velocity, are given as func-
tions of f1 to fN. The former approach is due to
Batchelor (1982) and Batchelor and Wen (1982),
while the latter has been advocated by Masliyah
(1979). For sake of brevity, we present here only the
model due to Masliyah, and refer to Concha et al.
(1992), Bürger et al. (2000a) and Bürger et al. (2001c)
for extensive treatments. 

The settling of a polydisperse suspension in a col-
umn of height L can be described by a system of N
conservation laws

� �0,  0�z�L, t�0;  f(Φ)�( f 1(Φ), …, fN(Φ))T,
(28)

∂ f(Φ)
∂ z

∂ Φ
∂ t

∂ fi

∂ z
∂fi

∂ t

where Φ�(f1, …, fN)T denotes the vector of concen-
tration values, together with prescribed initial concen-
trations and the zero f lux conditions

fi(z, 0)�fi
0(z),  0�z�L,  0�f1

0(z)�…�fN
0(z)�fmax;

f �z�0�0, f �x�L�0.

It is well known that solutions of equation (28) are dis-
continuous in general. The propagation speed of a dis-
continuity in the concentration field fi is given by the
Rankine-Hugoniot condition

si(Φ�, Φ�):� ,   i�1, …, N, (29)

where Φ�, fi
�, Φ� and fi

� denote the limits of Φ and
fi above and below the discontinuity, respectively.
This condition can readily be derived from first princi-
ples by considering the f lows to and from the inter-
face. 

For batch sedimentation in a closed column, the
volume average velocity

q:�(1�f)vf�f1v1�…�fN vN

vanishes, which can be seen easily by summing equa-
tion Eq. (27) over i�1, …, N and by taking into
account the continuity equation of the f luid,

� ((1�f)vf )�0, (30)

and that q�0 at z�0. In terms of the relative velocities
ui:�vi�v f, i�1, …, N, we can rewrite q�0 as

vf��(f1u1�…�fNuN). 

Noting that

f i�fi(ui�vf),

we obtain

fi�fi(Φ)�fi(ui�(f1u1�…�fNuN)).

Including in his analysis the momentum equations for
each particle species and that of the f luid and using
equilibrium considerations, Masliyah (1979) derived
that the constitutive equation for the solid-f luid rela-
tive velocity ui should be

ui�ũ�iV(f),   

where ũ�i denotes the Stokes settling velocity of a
single particle of species i with respect to a f luid of
density

ρ(f)�fρs�(1�f)ρf ,

i.e.,

∂
∂ z

∂f
∂ t

fi(Φ�)�fi(Φ�)
fi

��fi
�
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Fig. 9 Control of continuous sedimentation, after Bustos et al.
(1990b) and Chapter 8 of Bustos et al. (1999).
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ũ�i�� �� ,  i�1, …, N,
(31)

and where V(f) can be chosen as one of the hindered
settling functions known in the monodisperse case,
for example as the ubiquitous Richardson and Zaki
(1954) formula V(f)�V RZ(f)�(1�f)n, with parame-
ters n�1, for 0�f�fmax. With the parameters

m�� ,   di� ,   i�1, …, N,

we finally obtain

f i(Φ)�m(1�f)V(f)�fi

N
∑
j�1

djfj�difi�. (32) 

The mathematical theory of systems of conserva-

di
2

d1
2

gd1
2

18mf

2(1�f)∆ρgr i
2

9mf

2(ρs�ρ(f))gr i
2

9mf

tion laws is significantly more complicated, and much
less developed, than that of scalar equations. For ini-
tial-boundary value problems of nonlinear coupled
systems such as that given by (28), supplemented
with the f lux density function (32), no general exis-
tence and uniqueness result is available. In fact, the
analysis of these polydisperse sedimentation equa-
tions is just starting. It is, however, possible to obtain
numerical solutions of these equations by the appli-
cation of modern shock-capturing finite difference
schemes for systems of conservation laws. 

We present here a numerical example from Bürger
et al. (2000a). Consider the experiment performed by
Schneider et al. (1985) with glass beads of the same
density ρs�2790 kg/m3 and of the diameters d1�
0.496 mm and d2�0.125 mm in a settling column of
height L�0.3 m. The f luid density and viscosity are
ρf�1208 kg/m3 and mf�0.02416 kgm�1s�1, respec-
tively. The initial concentrations are f1

0�0.2 and f2
0�

0.05, and the simulated time here is T�1200 s. Fol-
lowing Schneider et al. (1985), we employ Richardson
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Fig. 10 Settling of a bidisperse suspension of heavy particles of
two different sizes: iso-concentration lines (a) of the
larger particles and (b) of the smaller particles, corre-
sponding to the values of fi 0.02, 0.04, 0.06, 0.08, 0.1,
0.15, 0.25, 0.3, 0.4, 0.5 and 0.6. The circles and the
dashed lines correspond to experimental measurements
of interface locations and shock lines, respectively,
obtained by Schneider et al. (1985). Concentration pro-
files taken at the times t1, t2 and t3 are given in Figure 11.

Fig. 11 Settling of a bidisperse suspension of heavy particles of
two different sizes: concentration profiles (a) of the
larger particles and (b) of the smaller particles (index 2)
at t1�51.9 s, t2�299.8 s and t3�599.7 s.
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and Zaki’s f lux density function with n�2.7, which is
cut at fmax�0.68, see Concha et al. (1992). 

Figure 10 displays the simulated iso-concentra-
tion lines for each species, together with the exper-
imental measurements of interface locations and
computed shock lines made by Schneider and co-
authors, while Figure 11 shows concentration pro-
files of both species at three selected times.

4. Phenomenological theory of thickening

4.1 The Theory of Mixtures
The Theory of Mixtures (Bowen 1976) states that a

mixture of continuous media with components α may
be described by the following quantities: the apparent
component density�ρα , the component velocity vα , the
component stress tensor Tα , the component body
force, and the interaction force between components
mα . These quantities constitute a dynamic process if,
in regions where the field variables are continuous,
they obey the following f ield equations:

�∇ ·(�ραvα)�0, (33)

�ρα � �∇ vα · vα��∇ ·Tα��ραb�mα. (34)

In regions with discontinuities, the field equations
must be replaced by the following jump conditions:

[�ρα vα ·e I]�[�ρα vI ·e I], (35)
[�ρα vα vα · e I]�[�ρα vα vI · e I]�[Tα ·e I], (36)

where e I is the normal vector of a jump discontinuity
and [ · ] (bold square brackets) denotes the jump of a
quantity across a discontinuity. The jump balances
(35) and (36) can be derived from the appropriate
integral or macroscopic mass and momentum bal-
ances (33) and (34) and do not involve nor provide
supplementary information. More details can be
found in Chapter 1 of Bustos et al. (1999).

4.2 Solid-fluid particulate systems
A particulate system, consisting of a finely divided

solid in a f luid, can be regarded as a mixture of con-
tinuous media if the following assumptions are met
(Concha et al. 1996):

1. The solid particles are small with respect to the
containing vessel, and have the same density,
size and shape.

2. Particles and f luid are incompressible.
3. There is no mass transfer between the solid and

the f luid.

∂ vα

∂ t

∂�ρα

∂ t

4. Gravity is the only body force.
For such a system, we let α�s denote the solid com-
ponent and α�f the f luid component. Equations (33)
and (34) then produce the following balance equa-
tions: the solid mass balance

�∇ · (fvs)�0, (37)

the f luid mass balance

�∇ · ((1�f)vf)�0, (38)

the solid linear momentum balance

ρsf� �∇ vs · vs��∇ · Ts�ρsfb�m (39)  

and the f luid linear momentum balance

ρf(1�f)� �∇ vf · vf��∇ · Tf�ρf(1�f)b�m. (40)

Here f denotes the local volume solid concentration, t
time, vs and vf the respective solid and f luid phase
velocity, ρs and ρf the respective solid and f luid mass
densities, Ts and Tf the corresponding Cauchy stress
tensors, b the body force and m the solid-f luid inter-
action force per unit volume. 

In the cases of practical interest, the acceleration
terms are small and can be neglected; the solid-f luid
interaction force m can be decomposed into a static
term mb and a dynamic term md; and both stresses
can be written as a pressure term and a viscous extra
stress. For sake of simplicity, we limit the treatment
here to one space dimension, in which the viscous
extra stress tensors are unimportant, and introduce
the constitutive assumption 

5. Particles and f luid are contained in an impervi-
ous vessel with frictionless walls, in which all
variables are constant across any cross-sectional
areas.

The viscosity terms of the extra stress tensors play,
however, a decisive role for the stability of the result-
ing model equations in two or three space dimensions
(Bürger and Kunik 2001, Bürger et al. 2001d), see
also the discussion in Section 5 of this review. Details
on the justification of these assumptions and on the
following deduction can be found in Concha et al.
(1996) and Bürger and Concha (1998) for one space
dimensions and in Bürger et al. (2000e) for several
space dimensions. 

Inserting the present assumptions into the linear
momentum balances (39) and (40), we obtain

∂ vf

∂ t

∂ vs

∂ t

∂f
∂ t

∂f
∂ t
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�ρf(1�f)g�mb�md, (41)

�ρsfg�mb�md. (42)

The quantities ps and pf are theoretical variables
which we now express in terms of measurable vari-
ables, namely the pore pressure p and the effective
solid stress se. Assuming that the local surface poros-
ity of every cross section of the network formed by
the solid f locs equals the volume porosity, we can
express pf and ps in terms of p and se via the formulas

pf�(1�f)p�(1�f)[pe�ρf g(H�z)],
ps�f[pe�ρf g(H�z)]�se(f), 

where pe is again the excess pore pressure, that is,
the pore pressure minus the hydrostatic pressure,

pe�p�ρf g(H�z). (43) 

It can be shown (Concha et al. 1996) that the hydro-
static interaction force is proportional to the pore
pressure and the concentration gradient:

mb�p , (44)

and the hydrodynamic interaction force may be mod-
eled by a Stokes-like (or Darcy-like) equation as a lin-
ear function of the solid-f luid relative velocity:

md��α(z, t)(vs�vf), (45)

where α(z, t) is the resistance coefficient of the sus-
pension or the sediment. 

Collecting all these results, and introducing them
into equations (41) and (42), reduces Eqns. (37)-(40)
to

� �0, (46)

� �0, (47)

�∆ρgf� (vs�vf), (48)

� ��∆ρgf. (49)

At discontinuities, equations (46)-(49) have to be
replaced by the appropriate jump conditions. 

Three important steps have to be taken to trans-
form Equations (46) to (49) into a usable mathemati-
cal model. First, observe that we consider six scalar

∂se

∂ z
∂pe

∂ z

α(f)
1�f

∂se

∂ z

∂(1�f)vf

∂ z
∂f
∂ t

∂(fvs)
∂ z

∂f
∂ t

∂f
∂ z

∂ps

∂ z

∂pf

∂ z

variables, but have only four scalar equations avail-
able to specify them. Thus two quantities should be
specified by constitutive equations. We therefore as-
sume that the resistance coefficient α and the effec-
tive solid stress function se are given as constitutive
functions of the types α�α(f) and se�se(f). 

Second, we observe that the volume average veloc-
ity of the mixture,

q:�fvs�(1�f)vf≡vs�(1�f)(vs�vf ) (50)

satisfies the simple equation

�0 (51)

obtained from summing Equations (46) and (47). It is
useful to replace Eq. (47) by (51). 

Finally, we express the solid-f luid relative velocity
vs�vf from (50) in the form 

vs�vf� (vs�q). (52) 

Substituting (52) into (48) and (49), we can now
define a Dynamic Process for a Particulate System as a
set of four unknown field variables: the volumetric
solids concentration f, the excess pore pressure pe,
the volume average velocity q and the solids volume
f lux

f :�fvs, (53)

if in any regions of continuity, these four variables sat-
isfy the four scalar field equations

� �0, (54)

�0, (55)

��∆ρgf� ( f�fq), (56)

� ��∆ρgf, (57)

where se and α are given as functions of f. At discon-
tinuities Equations (54)-(57) have to be replaced by
the appropriate jump conditions. 

4.3 Kinematical sedimentation process
An ideal suspension can be defined as a suspension

of equally sized rigid spherical particles, such as glass
beads, for which the effective solid stress is constant,
i.e.

∂se

∂ z
∂pe

∂ z

α(f)
f(1�f)2

∂se(f)
∂ z

∂q
∂ z

∂f
∂ z

∂f
∂ t

1
1�f

∂q
∂ z
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≡0. (58)

Introducing (58) into (56), we obtain

f�qf� .

Defining the Kynch batch f lux density function f bk

�f bk(f) by

f bk(f)�� , (59)

we can rewrite f in the form

f�f (f, t)�fq�f bk(f),

and Eq. (54) turns into the equation (13) of a continu-
ous sedimentation process of an ideal suspension.

4.4 Dynamic sedimentation processes
In applying the phenomenological model of a par-

ticulate system to the sedimentation of a f locculent
suspension forming compressible sediments, the fol-
lowing two assumptions are made:

6. The suspension is entirely f locculated at the
beginning of the sedimentation process.

7. The solid and the liquid can perform a one-
dimensional simple compression motion only.

For f locculent suspensions we consider again the
equations (54)-(57) defining a Dynamic Process for
a Particulate System, together with two constitutive
equations for the resistance coefficient α�α(f) (or,
equivalently, for the Kynch batch f lux density func-
tion f bk�f bk(f)), and for the effective solid stress
se�se(f). 

Isolating f from Eq. (56) and using the definition of
q yields

f�qf� �1� �.
In view of Eq. (59), this can be rewritten as

f�qf�f bk(f)�1� �, (60)

hence the solids mass balance equation can be writ-
ten as

� (q(t)f�f bk(f))� �� �. (61) 

Observe that f is now a function of f(z, t ), (∂ f/∂ z)
(z, t) and t. However, for the definition of boundary
conditions, it is more convenient to simply refer to
f�f(z, t). 

∂f
∂ z

f bk(f)s′e(f)
∆ρgf

∂
∂ z

∂
∂ z

∂f
∂ t

∂f
∂ z

s′e(f)
∆ρgf

∂f
∂ z

s′e(f)
∆ρgf

∆ρf2(1�f)2

α(f)

∆ρgf2(1�f)2

α(f)

∆ρgf(1�f)
α(f)

∂se

∂ z

Defining the diffusion coefficient

a(f):��

and its primitive 

A(f):��0

f
a(s)ds, 

we can rewrite Eq. (61) in the form

� (q(t)f�f bk(f))� . (62)

We assume here that the effective solid stress is given
as a function of the volumetric solids concentration f
satisfying

se(f)��const. for f�fc,
s′e(f)��0 for f�fc,

�0 for f�fc, �0 for f�fc,

where fc is the critical concentration or gel point at
which the solid f locs begin to touch each other. A
common constitutive equation is the power law (Tiller
and Leu 1980, Landman and White 1994)

se(f)�� 0 for f�fc,
s0 [(f/fc)n�1] for f�fc,    

n�1, s0�0. (63)

Due to the constitutive assumptions concerning the
functions f bk and se, we see that

a(f)��0 for 0�f�fc and  f�fmax,
�0 for fc�f�fmax.

(64) 

Consequently, Eq. (61), or equivalently Eq. (62) is of
the first-order hyperbolic type for f�fc and f�f� and
of the second-order parabolic type for fc�f�fmax.
Summarizing, we say that (62) is a quasilinear strongly
degenerate parabolic equation, where the attribute
strongly states that the degeneration from parabolic to
hyperbolic type not only takes place at isolated val-
ues, but on the whole interval [0, fc] of concentration
values. 

4.5 Initial and boundary conditions
In one space dimension, we see that the volume

average velocity of the mixture is given by boundary
conditions, and we are left with the quasilinear
strongly degenerate parabolic equation (62) for (z, t)
�(0, L)
(0, T ), together with the equation (57). 

Obviously, only Eq. (62) has actually to be solved,
since by Eq. (57) the excess pore pressure can always
be calculated from the concentration distribution. It is
therefore sufficient to consider initial-boundary value
problem of Eq. (62) only. 

For batch sedimentation of a f locculated suspen-

∂ 2A(f)
∂ z 2

∂
∂ z

∂f
∂ t

f bk(f)s′e(f)
∆ρgf
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sion of initial concentration f0 in a closed column we
consider the initial-boundary value problem of Eq.
(62) with q≡0 on QT and the initial and boundary con-
ditions f(0, t)�f(z, t)�0, that is

f(z, 0)�f0(z),   z�[0, L], (65a)

� f bk(f)� �(L, t)�0,   t�[0, T], (65b)

�f bk(f)� �(0, t)�0,   t�[0, T]. (65c)

For continuous sedimentation we assume that the
solids f lux at z�0, f(0, t) reduces to its convective
part q(t)f(0, t), and that the concentration does not
change when the concentrated sediment leaves the
thickener. This implies the equation

f(0, t)≡�q(t)f�f bk(f)� �(0, t)�q(t)f(0, t),

from which we deduce that boundary condition (65c)
is valid also in the continuous case. At z�L, we pre-
scribe in the continuous case a solids feed f lux fF(t),
i.e. f(L, t)�f F(t), which leads to the following bound-
ary condition replacing (65b):

� f bk(f)�q(t)f� �(L, t)� fF(t),  t�[0, T]. (66)

4.6 Mathematical analysis of the initial-
boundary value problems

It is well known that, due to both the type degener-
acy and to the nonlinearity of the function f bk, solu-
tions of (62) are discontinuous and have to be defined
as entropy solutions. The basic ingredient of the
appropriate solution concept of entropy weak solu-
tions is an entropy inequality, which can be formu-
lated by suitably modifying the well-known results of
the pioneering papers by Kružkov (1970) and Vol’pert
(1967) for first-oder partial differential equations and
by Vol’pert and Hudjaev (1969) for second-order par-
tial differential equations. 

By the vanishing viscosity method using a mollifier
technique, Bürger et al. (2000c) showed that an en-
tropy solution of the initial-boundary value problem
(62), (65) exists, even if the function a�a(f) has a
jump at f�fc, which in turn is a consequence of the
fact that the vast majority of effective solid stress
functions se�se(f) suggested in the literature have
discontinuous derivatives s′e at f�fc. In that case, the
integrated diffusion coefficient A(f) will only be con-
tinuous, but not differentiable at f�fc. 

The existence proof for this case is a fairly straight-

∂A(f)
∂ z

∂A(f)
∂ z

∂A(f)
∂ z

∂A(f)
∂ z

forward extension of the previous proof presented by
Bürger and Wendland (1998a). However, to show
uniqueness of entropy solutions for a discontinuous
diffusion function, new arguments have to be in-
voked. In fact, the uniqueness proof by Bürger and
Wendland (1998a) is based on a particular jump con-
dition derived by Wu and Yin (1989), which is valid
only for Lipschitz continuous diffusion functions a(f)
and is limited to one space dimension. Fortunately, a
recent result by Carrillo (1999) made it possible to
avoid these limitations. He utilized a technique known
as “doubling of the variables”, introduced by Kružkov
(1970) as a tool for proving the L1 contraction prin-
ciple for entropy solutions of scalar conservation
laws, in order to establish the uniqueness result.
Most notably, Carrillo’s approach is not based on
jump conditions and only presupposes that A(f) is
Lipschitz continuous, i.e. a(f) may have discontinu-
ities. Carrillo’s results were employed by Bürger et al.
(2000c) to show uniqueness of entropy solutions of
the initial-boundary value problem (62), (65).

4.7 Numerical methods for sedimentation-
consolidation processes

A numerical scheme that approximates entropy
solutions of the initial-boundary value problem (62),
(65) (or one of its variants) should have the built-in
property to reproduce discontinuities of the entropy
solutions, most notably the suspension/sediment
interface where the equation changes type, appropri-
ately without the necessity to track them explicitly,
i.e. the scheme should posses the shock capturing
property. Moreover, an obvious requirement is that
the scheme should approximate (converge to) the
correct (entropy) solution of the problem it is trying
to solve. This clearly rules out classical schemes
based on naive finite differencing for strictly parabolic
equations, which otherwise work well for smooth
solutions, see Evje and Karlsen (2000). 

In this section we present an example of a work-
ing finite difference scheme having all these desired
properties, and which is moreover easy to implement.
This scheme is presented for the application to batch
or continuous sedimentation. There also exist vari-
ants of the scheme for the simulation of batch cen-
trifugation of a f locculated suspension (Bürger and
Concha 2001) or of pressure filtration (Bürger et
al. 2001b). For alternative schemes, in particular
schemes that are based on operator splitting and front
tracking, that are equally suitable for the sedimenta-
tion-consolidation model we refer to Bürger et al.
(2000d) and the references cited therein. 
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The scheme considered here can be referred to as
generalized upwind scheme with extrapolation. We
consider a rectangular grid on QT with mesh sizes
∆z�L/J, ∆t�T/N and let fj

n�( j∆z, n∆t). The calcul-
ation starts by setting

fj
0�f0( j∆z),   j�0, …, J. 

The partial differential equation to be solved, Eq.
(62), is approximated by the explicit scheme

�q(n∆t) �

� , j�1, …, J�1. (67)

The boundary condition at z�0 is inserted into Eq.
(67) for j�0:

�q(n∆t) � � .

For boundary condition (65b), we obtain for j�Jfj
n�

f1(n∆t), while boundary condition (65c) turns the
interior scheme (67) into the boundary formula

�q(n∆t)

� � . 

The numerical f lux function of the generalized up-
wind or Engquist-Osher method (Engquist and Osher,
1981) is given by

fbk
EO(u, v):�fbk(0)��0

u
min{ f ′bk(s), 0}ds��0

v
max{ f ′bk(s), 0}ds.

The quantities fj
L and fj

R are given by extrapolation:

fj
L :�fj

n� sj
n,   fj

R:�fj
n� sj

n,  

which makes the scheme second order accurate in
space. The slopes are given by s0

n�s1
n�s n

J�1�s n
J �0 and

are otherwise calculated using a limiter function, e.g.

s n
j � MM�θ(fj

n�fn
j�1), , θ(fn

j�1�fj
n)�,

θ�[0, 2],  j�2, …,  J�2

using the so-called minmod limiter function

min{a, b, c} if a, b, c�0,
MM(a, b, c)��max{a, b, c} if a, b, c�0,

0 otherwise, 

in order to ensure that the total variation of the

fn
j�1�fn

j�1

2
1
∆z

∆z
2

∆z
2

A(f J
n
�1)�A(fn

J )
∆z2

fbk
EO(f j

R, fL
j�1)�fbk

EO(f J
n
�1, fn

J )
∆z

Ψ(n∆t)�fJ
n

∆z
fJ

n�1�fJ
n

∆t

A(f1
n)�A(f0

n)
∆z2

fbk
EO(f0

n, f1
n)

∆z
f1

n�f0
n

∆z
f0

n�1�f0
n

∆t

A(fn
j�1)�2A(fn

j )�A(fn
j�1)

∆z2

fbk
EO(f j

R, fL
j�1)�fbk

EO(f j
R
�1, fL

j )
∆z

fL
j�1�f j

R

∆z
fj

n�1�fj
n

∆t

numerical solution is bounded. The scheme con-
verges to the entropy solution if the following stability
condition is satisfied:

� max
t�[0, T]q(t) �  max

f�[0, fmax] f ′bk(f)� �  max
f�[0, fmax]a(f) �1.

The Engquist-Osher method has also been used by
other authors for the simulation of sedimentation pro-
cesses, see e.g. Amberg and Dahlkild (1987). 

4.8 Numerical examples
4.8.1  Simulation of batch sedimentation

As a first example of the use of the numerical tech-
nique, we present in the sequel four different simu-
lations of batch sedimentation in which published
settling experiments were utilized to compare the
numerically predicted settling behaviour with the
respective experimental findings. In every case, the
required model functions se and f bk had to be deter-
mined or constructed from the published experimen-
tal information. We refer to Bürger et al. (2000b) and
Garrido et al. (2000) for details. 

The simulation of a settling experiment by Holdich
and Butt (1997), as presented by Bürger and Karlsen
(2001b), shall be discussed here in detail (Figures
12 and 13). For simulations of experiments per-
formed by Shirato et al. (1970), Shih et al. (1986) and
Bergström (1992), we present here only the numeri-
cal results (Figures 14, 15 and 16), and refer to the
paper by Garrido et al. (2000) for details.

Holdich and Butt (1997) performed sedimentation
experiments with a suspension of talc in tap water
(∆ρ�1690 kg/m3) and obtained settling plots from
conductivity measurements. From the published ex-
perimental data, Garrido et al. (2000) obtained the fol-
lowing constitutive functions:

v�(a2f2�a1f) for f�fM:� ,

f bk(f)��v� for fM�f�fmax:�b1/b2,

se(f)�
0 for f�fc:�0.04,�2.14
107f7Pa for f�fc,

where the constants have the values v���4.4
10�6

m/s, a1�3.0693, a2��28.5004, b1�12 and b2�32.5.
The remaining parameters are L�0.331 m and ∆z�
L/300. We considered three different initial concen-
trations, f0�0.052, 0.072 and 0.112. Figures 12 and
13 show the corresponding numerical simulations.
Observe that essentially due to the presence of the
diffusion term, the settling process can be simulated

(1�f)3

b1�b2f

3b1�b2

2b2

2∆t
∆z2

∆t
∆z
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Fig. 12 Simulation of batch sedimentation of a talc suspension in a column (Bürger and Karlsen 2001, Garrido et al. 2000, Holdich and Butt
1997): concentration profiles at different times for three different initial concentrations.

Fig. 13 Simulation of batch sedimentation of a talc suspension in a column, after Bürger and Karlsen (2001): settling plots for three different
initial concentrations (0.052, top left, 0.072, top right, and 0.112, bottom). The symbols denote the measured iso-concentration lines.
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by the numerical algorithm although the f lux density
function has a singularity at f��0.3692.

The simulations of these four experimental cases
illustrate that the phenomenological model is able
to predict the most important features normally
observed during batch settling of initially unnet-
worked suspensions in a column, which are the fol-
lowing:

• Before sedimentation begins, the suspension is
homogenized by stirring to obtain a homoge-
neous concentration. When sedimentation starts,
all the solid f locs have the same settling velocity

so that they form a sharp water-suspension inter-
face in the upper portion of the column. This
stage is called hindered settling.

• Particles at the bottom of the column rapidly
occupy the entire surface available. Immediately,
new f locs start to accumulate over the deposited
sediment pressing over them and, in that way,
squeezing out some of its retained water. From
that point on the sediment is under compression
or consolidation. The sediment surface, that is the
suspension-sediment interface, moves upward as
new particles incorporate into the sediment.
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Fig. 14 Simulation of the experiment by Shirato et al.: comparison of simulated with measured concentration (left) and excess pore pressure
profiles (right); after Garrido et al. (2000).

Fig. 15 Comparison of concentration profiles measured by Shih
et al. (1986) with numerical simulation of the settling
experiment, after Garrido et al. (2000).

Fig. 16 Comparison of concentration profiles measured by
Bergström (1992) with numerical simulation of the set-
tling experiment, after Garrido et al. (2000).
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• In the case of suspensions with f�fc, at each
point in the column under the supernate-suspen-
sion interface the concentration either stays con-
stant or increases.

• Utilizing X-ray, γ-ray or conductivity measure-
ment instruments, one can generate data from
which it is possible to track determined concen-
tration values as they move upward in the col-
umn. For dilute concentrations, that is in regions
where f�fc, these iso-concentration curves form
straight lines which in cylindrical vessels are
identical to the characteristics of the scalar conser-
vation law (7). In the compression zone, that is in
the sediment, the iso-concentration lines for con-
centrations greater than the critical emerge from
the bottom z�0 at positive slope, and become
horizontal as the consolidation process proceeds.
Experiments in which this behaviour is particu-
larly well visible have been reported by Scott
(1968a), Been and Sills (1981) and Tiller et al.
(1990).

• At a given instant and a certain height in the col-
umn, the water-suspension and the suspension-
sediment interfaces meet, leaving an area of
approximately triangular shape to their left in a
settling plot, in which the concentration equals
the constant initial concentration f0. The coordi-
nates of this event are the critical time tc and the
critical height zc, forming the critical point at
which simultaneous hindered settling and consol-
idation end and only consolidation perdures. The
new suspension-sediment interface moves down-
ward at a diminishing (in absolute value) speed.

• After a sufficiently large finite time, consolidation
ends and a constant concentration gradient is
established from the critical concentration at the
top to a greater concentration at the bottom. Con-
sequently, the entire sedimentation-consolidation
process terminates after a finite time. In spite of
the fact that this observation has been made by a
series of numerical experiments, it is still to be
shown that it is an inherent property of the math-
ematical model.

4.8.2  Continuous thickening of f locculated suspensions
The second example presents a simulation of the

dynamic behaviour of a f locculated suspension an
Ideal Continuous Thickener from Bürger et al.
(2000d). The numerical algorithm employed for this
simulation is not based on the one presented in Sec-
tion 4.7, but rather on an equally suited three-step
operator splitting method, see Bürger et al. (2000d)

and Chapter 9 of Bustos et al. (1999) for details. 
We use a Kynch batch f lux density function of the

well known Richardson and Zaki type (1954),

f bk(f)��6.05
10�4f(1�f)12.59 m/s,

and the effective solid stress function

se(f)� 0 for f�fc�0.23,
5.35
exp(17.9f) Pa, for f�fc

determined by Becker (1982) based on experimental
measurements on Chilean copper ore tailings. Note
that this choice of the function se(f) leads to a diffu-
sion function a(f) that is discontinuous. Further-
more, we use the parameters ∆ρ�ρs�ρf�1500 kg/m3

and g�9.81 m/s2. 
We consider continuous sedimentation with piece-

wise constant average f low velocity q(t) and feed f lux
f F(t). We start with a steady state, that is, a stationary
concentration profile, and then attain two new steady
states by manipulating f F and q appropriately. Steady
states are obtained as stationary solutions of equation
(62). It is assumed that a desired discharge concen-
tration fD is prescribed. Then the discharge f lux is
f D�qfD. The requirement that at steady state the dis-
charge f lux must equal the feed f lux, f D�f F, leads to
an equation from which the concentration value fL at
z�L can be computed:

qfL�f bk(fL)�qfD. (68)

The sediment concentration profile is then calculated
from

� ,   z�0,   f(0)�fD. (69)

The boundary value problem (69) is solved until the
critical concentration is reached at a certain height zc

denoting the sediment level. Above this level, the con-
centration assumes the constant value fL calculated
from (68). The choice of fD is subject to the require-
ment that the concentration increases downwards.
See Bürger et al. (1999) and Bürger and Concha
(1998) for details. Consider the three steady states
with parameters given in Table 1. We now prescribe
the steady state f1(z) as the initial concentration pro-

qf(z)�f bk(f(z))�qfD

a(f(z))
df
dz
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i qi[10�4 m/s] f i
D fi

L f i
F[10�4 m/s] zc[m]

1 �0.10 0.41 0.0072993552 �0.041 3.10

2 �0.15 0.38 0.0104589127 �0.057 1.77

3 �0.05 0.42 0.0036012260 �0.021 2.49

Table 1 Parameters of the steady states considered  in Figure 17.



file. After operating the ICT at this steady state for
some time, we then change successively to the steady
states f2(z) and f3(z). The changes in fL(t) and q(t)
will be described in detail now. 

The ICT is operated at the steady state f1(z) for
0�t� t2�50000 s. At t�t2, we change the volume
average velocity q to the next smaller value q2. How-
ever, the value of the feed f lux density should remain
constant during this operation, therefore the bound-
ary concentration value fL

1 has to be changed to a new
value f12

L , which is calculated from the feed f lux conti-

nuity condition

q2f12
L � fbk(f12

L )� f F
1,

yielding f12
L �0.0076397602. The change from fL

1 to
f12

L should be performed at such a time that the new
value f12

L is present above the sediment level at t�t2.
The change propagates as a rarefaction wave into the
vessel. This rarefaction wave is marked by R1 in Fig-
ure 17 b). We assume that the relevant speed is

s2�q1�f ′bk(f12
L )��5.0607
10�4 m/s,
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Fig. 17 Simulation of transitions between three steady states in an ICT: a) prescribed values of fL, b) settling plot (the iso-concentration lines
correspond to the annotated values), c) prescribed values of q(t), d) the numerically calculated discharge concentration, together with
the discharge concentrations of the target steady states, e) the numerically computed solids discharge f lux, compared with prescribed
values of the feed f lux.
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therefore the change from fL
1 to f12

L is performed at

t1�t2� �48222 s�13.4 h.

It should be noted that the feed f lux does not remain
precisely constant; it is different from f F

1 in the small
time interval [t1, t2], during which we have

f F� f F
12�q1f12

L �f bk(f12
L )�f F

1�(q1�q2)f12
L

��0.04138
10�4 m/s.

From Figure 17 e) it becomes apparent that for t�t2,
the actual solids discharge f lux density f D(t )�q2f
(0, t) is larger than the feed f lux f F prescribed. This
leads to a slow emptying of the vessel and the sedi-
ment level falls at almost constant speed. It may there-
fore be estimated that it will have fallen to the height
z c

2 of the next target steady state by t�316560 s�87.9
h. At that time, the concentration value fL

2 corre-
sponding to the new feed f lux density f F

2 should have
propagated to the sediment level. Again, this change
propagates downwards as a rarefaction wave (marked
by R2 in Figure 17 b)). The relevant propagation
velocity may be taken as

s4�q2�f ′bk(fL
2)��4.7746
10�4 m/s,

hence we change fL again from f12
L to fL

2 at

t3�316560 s� �311854 s�86.6 h.

For t�t3, both the value of q and the feed f lux fF

correspond to the steady state f2(z) given in Table 1.
Although this value is not prescribed explicitly, we
observe in Figures 17 d) and e) that both the dis-
charge f lux and the discharge concentration converge
to the appropriate values pertaining to the target
steady state f2(z). At t5�600000 s�166.7 h we wish to
change to the next steady state by changing q from q2

to q3. The feed f lux above the sediment is assumed to
remain constant. Therefore fL

2 is changed to the value
fL

23�0.0113417003 which is calculated from

q3fL
23�f bk(fL

23)�f F
2.

Again, the change from fL
2 to fL

23 propagates as a rar-
efaction wave into the vessel (marked by R3 in Fig.
17 b)). The value fL

23 propagates at speed

s6�q2�f ′bk(fL
23)��4.6338
10�4 m/s,

hence the change is performed at

t4�t5� �595182 s�165.3 h.

Similar to the change from fL
1 to f12

L , the feed f lux

L�z c
2

s6

L�z c
2

s4

L�zc
1

s2

assumes a value in the time interval [t4, t5] which is
slightly different from f F

2; namely, there we have

fF�f F
23�q2fL

23�f bk(fL
23)� f F

2�(q3�q2)fL
23

��0.0559
10�4 m/s.

After t�t5, the feed f lux exceeds the discharge f lux
in absolute value, as can be conceived from Fig. 17
e). This causes a rise of the sediment level, again tak-
ing place at apparently constant speed, and it will have
attained the last desired level z c

3 when t�672240 s�
186.7 h. At that time, the last value of the feed flux f F

3

should be valid above the sediment level. In contrast
to the previous changes of fL, the change from fL

23 to
fL

3 propagates as a shock (marked by S1 in Fig. 17
b)) with the speed

s7�q3� ��5.1391
10�4 m/s.

This discontinuity reaches the sediment level at the
desired time if the change from fL

23 to fL
3 is done at

t7�672240 s� �669301 s�185.9 h.

After t�t7, no more changes are made. Figures 17
b), d) and e) indicate convergence to the third steady
state. The simulation is terminated after a simulated
time of T�300 h�1080000 s.

5. Discussion

We now comment some of our results that are out-
lined in Sections 3 and 4, and put them in the appro-
priate perspective of current research efforts, both
our own and those of other groups. We begin with
a remark related to the way Petty (1975) extended
Kynch’s theory to continuous sedimentation by mod-
eling feed and discharge by boundary conditions.
This description was the starting point for the treat-
ment presented in Section 3.3 and gave rise to the
investigation of conservation laws with boundary con-
ditions. However, this model still has severe short-
comings, among them the neglected clarification
zone, that is the zone above the feed level to which
solids may pass in the case of overf low, and the viola-
tion of conservation of mass principles due to the
choice of boundary conditions, since entropy bound-
ary conditions lead to mathematical well-posedness,
but may be physically incorrect. More appropriate
models for continuous sedimentation within Kynch’s
theory were studied by Diehl in a recent series of
papers (Diehl 1995, 1996, 1997, 2000, 2001), in which
he analyses a model of continuous sedimentation in a

L�zc
3

s7

f bk(fL
23)�f bk(fL

3)
fL

23�fL
3
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so-called settler-clarifier, in which the feed, discharge
and overf low mechanisms are merely expressed by
discontinuities of the f lux-density function at the bot-
tom, at the (intermediate) feed level and at the top of
the vessel, and an additional singular source term at
the feed level. Conservation of mass yields jump con-
ditions valid across these discontinuities. The appar-
ent advantages of this elegant model consist in the
completeness of the treatment (since the overf low
zone above the feed level, z�L, has so far not been
considered in our work) and in the avoidance of
boundary conditions, such that only initial conditions
need to be considered. Although exact solutions can
be constructed for all practically relevant cases, a
global existence and uniqueness result is not yet
available, so we do not yet wish to elaborate on this
sedimentation model here, but recommend studying
Diehl’s original papers. 

We now discuss some issues related to the phenom-
enological theory of sedimentation. It should be men-
tioned that the postulate of a constitutive equation of
the type se�se(f) follows widespread usage in the
engineering literature, see Bustos et al. (1999) and
the references cited therein and recent handbooks on
solid-liquid separation such as Rushton et al. (2000),
Wakeman and Tarleton (1999) and Concha (2001).
One should, however, bear in mind that this relation-
ship is a strong (albeit in many cases useful) simplifi-
cation, and that different approaches for se, although
altering the nature of the resulting model equation,
could possibly describe better observed consolidation
behaviour. In fact, several researchers recently pro-
posed alternate equations for the effective solid stress
function. Some of them suggest expressing se as an
integral (with respect to height) of a new concentra-
tion-dependent phenomenological function (Dreher
1997, Toorman and Huysenstruyt 1997, Toorman
1999). It can be easily seen that in the present model
framework this will lead again to a first-oder equation,
i.e. one essentially falls back to the equation (7) of
Kynch’s kinematic sedimentation theory, with all its
well-known shortcomings. A different, and to our
view potentially more promising approach was ad-
vanced by Zheng and Bagley (1998, 1999), who pro-
posed an effective stress equation (Eq. 18 of Zheng,
1998) that depends on both the value of the local
solids concentration and its rate of change. Thereby
the necessity to refer to a critical concentration is re-
moved. However the appropriate mathematical frame-
work, in which the resulting mathematical model
should be studied, still remains to be explored. 

Another natural question arising from the presenta-

tion of Section 4 is whether the phenomenological
model extends to several space dimensions and if so,
under which extensions. The constitutive assump-
tions introduced in Section 4 remain valid if the one-
dimensionality of the motion is no longer imposed,
that is, if a truely multidimensional framework is con-
sidered. It is then straightforward to derive the follow-
ing field equations, which replace (54)-(57):

�∇ · (fq�f bk(f)k)�∇ ·(a(f)∇ f), (70)

∇ ·q�0, (71)

∇ pe��∆ρgfk�∇ se(f). (72)

In two or three space dimensions, the unknown f low
variables are the concentration j, the volume average
f low velocity field q and the excess pore pressure pe.
The latter can be calculated a posteriori from the con-
centration distribution. In one space dimension, how-
ever, q�q(t) is determined by a boundary condition,
and only solving the scalar equation (62) for f re-
quires computational effort.

Schneider (1982, 1985) was the first to observe a
remarkable property of equations (70)-(72): taking
the curl of equation (72) reveals that f depends only
on the vertical space coordinate and on time wher-
ever it is continuous. The same will then be true for
the vertical component of q. Under specific assump-
tions on the geometry of the vessel considered, the
velocity field q can be determined from suitable
boundary conditions. However, since equation (72)
does not depend on q, equations (70)-(71) are in most
circumstances not sufficient to determine that quan-
tity, and in any case the resulting mathematical model
is not well posed and seems to be of little practical use
(Bürger and Kunik 2001). 

The independence of equation (72) from q is, of
course, a result of the simplifications performed
based on the dimensional analysis. As mentioned
before, the more general phenomenological sedimen-
tation-consolidation theory, in the sense that not only
several space dimensions but also viscous stresses
are considered, and that fewer terms are neglected, is
developed by Bürger, Wendland and Concha (2000e).
That analysis leads to a set of equations that are simi-
lar to (70)-(72), but in which the analogue of equa-
tion (72) contains additional viscous and advective
acceleration terms. That equation, together with (71),
represents a nonlinear version of the well-known
Navier-Stokes equations for an incompressible f luid,
to which (in the proper sense) they reduce in the case
of a pure f luid (f≡0). The model equations derived

∂f
∂ t
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by Bürger et al. (2000e) (see also Bürger 2000) are
sufficient for the computation of f, q and pe. However,
some new source terms describing the interaction
between the evolution of the concentration distribu-
tion, or kinematic waves, and the average f low field
appear. In one space dimension, these terms affect
only the excess pore pressure distribution, so that the
interaction they describe becomes effective only in
a truly two- or three-dimensional setup. Schneider
(1985) pointed out that this interaction makes the
two- or three-dimensional treatment qualitatively dif-
ferent from what is known in one space dimension. 

The significance of these terms and their actual
magnitude has not yet been analysed. Moreover, if
the viscous stress tensors are not neglected, addi-
tional difficulties arise from the necessity to relate the
solid and f luid phase viscosities, which are theoretical
variables, to the effective viscosity of the mixture,
which can be measured experimentally. Obviously
additional steps of progress in the theoretical under-
standing of the phenomenological framework have to
be made before a definite multidimensional model for
sedimentation with compression can be advocated.
Having said this, some recent results by Bürger et al.
(2001d) are available. 

Finally, we mention that the phenomenological
framework has led to a variety of similar mathemati-
cal models of spatially one-dimensional solid-liquid
separation processes of f locculent suspensions such
as centrifugation (Bürger and Concha 2001, Bürger
and Karlsen 2001a) pressure filtration (Bürger et al.
2001b, Garrido et al. 2001) of f locculated suspensions,
and can be regarded as the foundation of a robust and
unified theory of solid-liquid separation of f locculated
suspensions (Bürger et al. 2001a, Garrido et al. 2002). 

6. Concluding remark

This paper has outlined the development of re-
search in sedimentation and thickening during the
last century from the invention of the Dorr thickener
in 1905 onwards. The development that took place in
the first half of that period was perhaps best charac-
terized in the introduction of Roberts’ paper (1949):
“Prior to 1916, thickening was an art, and any accu-
rate decision as to what size of machine to install to
handle a given tonnage of a specific ore must have been
one of those intuitive conclusions, based on both inti-
mate and extensive acquaintance with thickeners and
ore pulps. Then in 1916 “knowledge of acquaintance,”
became “knowledge about” with the publication of the
Coe and Clevenger paper. The unit operation of thicken-

ing had graduated to the status of an engineering sci-
ence.” He concludes that “Thickening has long held the
status of an engineering science but it is still long way
from being an exact science. On the other hand there is
considerable “art” involved in deciding certain points;
namely, what safety factor to specify to take care of pos-
sible changes in feed characteristics; whether to use the
compression depth indicated or to increase the area to
get a lower compression depth; how to prophesy island
formation; what to do about island formation if it does
occur, and so on. Careful, planned observation and re-
porting on part of operators is needed before some of
these items can be reduced to the engineering science
status.”

Roberts’ statements show that the title of his paper,
Thickening � Art or Science?, must be understood as
a serious question thrown up from the status of
knowledge of 1949. He could not foresee that only
three years later, Kynch’s paper would definitely turn
sedimentation and thickening not only into an engi-
neering science, but eventually also into a topic of
profound and still very active research in a variety of
disciplines, such as chemistry, biology medicine and,
most notably from the authors’ viewpoint, mechanics
and mathematics. 
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1. Introduction

Recent advances in biotechnology have made it pos-
sible to use macromolecules such as peptides and
proteins as therapeutic agents. At this time intra-
venous, intramuscular, and subcutaneous injections
are the practical routes for administering such macro-
molecules. One would expect peroral administration
to be the most convenient for patients, but the peroral
bioavailability of macromolecules is extremely low
due to their large molecular size and high susceptibil-
ity to enzymes in the gastrointestinal tract. Mean-
while, it has been suggested that the lungs are useful
for administering macromolecules, which are poorly
absorbed from the intestines.

So far, inhalation therapy has been used with low-
molecular-weight drugs to treat local lung diseases
such as asthma and infections. Recombinant human
deoxyribonuclease (rhDNase) is the first protein ap-
proved for inhalation therapy (1). Patients with cystic
fibrosis are given 2.5 ml of a 1 mg/ml solution of
rhDNase by nebulization (2).

In the area of systemic therapy, insulin is the pep-

tide that is expected to be the first approved for
inhalation therapy. Exubera® is a rapid-acting dry
powder insulin being developed through a collabora-
tion between Pfizer Inc. and Aventis Pharma. The six-
month Phase III studies involving 328 patients with
type 1 diabetes and 309 patients with type 2 diabetes
were completed in 2002 (3, 4). The AERx® Pulmonary
Drug Delivery System is a broadly applicable tech-
nology platform that converts large or small mole-
cules into fine-particle aerosols. AERx®iDMS (in-
sulin Diabetes Management System) was developed
through a collaboration between Novo Nordisk and
Aradigm Co. A 12-week-long Phase II study including
107 non-smoking patients with type 2 diabetes has
been completed (5).

The three main delivery systems used for aerosol
inhalation in humans are pressurized metered-dose
inhalers (MDI), nebulizers, and dry powder inhalers
(DPI) (6). DPIs appear to be the most promising of
these for future use because the device is small and
relatively inexpensive, no propellants are used, and
breath actuation can be used successfully by many
patients with poor MDI technique (6, 7).

This review will focus on the dry powder peptides
and proteins for inhalation. The success of inhalation
therapy with dry powders is determined by the active
ingredient’s biological aspects, by the physicochemi-
cal aspects of formulation, and by inhaler perfor-
mance (Fig. 1). Here we brief ly review some of the
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biological and physicochemical aspects of inhalation
therapy with dry powder peptides and proteins. Ex-
tensive reviews on inhalers are available elsewhere
(8, 9).

2. Biological aspects of the pulmonary 
absorption of peptides and proteins

This section summarizes the histological features of
the lungs, drug permeability through the lung epithe-
lium, the metabolism of proteins and peptides in lung
tissue, and the safety of peptides and proteins admin-
istered through the lungs. It also reviews how chemi-
cals and enzyme inhibitors enhance the pulmonary
absorption of peptides and proteins.

2.1 Histological features of the lungs
The respiratory tract can be divided into upper air-

ways (the nose, mouth, larynx, and pharynx) and
lower airways (from the trachea to the alveoli) (10).
The average weight of human lungs is 0.6 kg. Be-
cause the lungs receive the entire cardiac output, their
blood f low is as high as 5,700 ml/min, more than
five times that of the portal system (1,125 ml/min),
including the stomach and the small and large intes-
tines (11).

Airway diameter decreases and surface area in-
creases according to the successive branching of the
airways. The cross sectional area of the trachea is
about 2.5 cm2, while that of the respiratory zone is
much wider (10). The total cross sectional area of the
alveoli is about 104 cm2. The total surface are of the
airway tubes also increases and that of alveoli is more
than 100 m2 as large as that of the small intestine.

The epithelial layer of the trachea is composed
mainly of columnar ciliated cells. The thickness from
the airway surface to blood vessels is on the order of
30 to 40 µm (12). Particulates deposited in the upper
airways are rapidly carried away by mucociliary
transport, resulting in a short of residence time (13).

The alveolar surface is populated by two major
epithelial cell types: the terminally differentiated type
I cell and its progenitor type II cell (14). The alveolar
epithelium is quite thin. In the alveoli drugs have to
travel only 0.5 to 1.0 µm to enter the blood stream.
Total f luid volume in the human lungs is approxi-
mately 10 ml (15). Lung pH at the site of drug absorp-
tion has been estimated at about 6.6 using pulmonary
absorption data for several weak electrolytes in rats
(16). The alveolar surface is lined by a surface-active
material called the lung surfactant, which is a mixture
of lipids, proteins, and carbohydrates (17). Phospho-
lipids account for 75-80% of the total weight, and di-
palmitoyl phosphatidylcholine accounts for nearly half
of that. The lung surfactant reduces alveolar surface
activity and stabilizes alveolar structure.

Lavage of a normal adult lung yields a cell count
that is 93% macrophages, 7% lymphocytes, and less
than 1% neutrophils, eosinophils, or basophils (18).
Alveolar macrophages interact with microorganisms
or particulates, act as effector and accessory cells in
inf lammatory and immune reactions, and protect al-
veolar structures to form a protease attack (18).

2.2 Drug absorption through the lungs
The pulmonary absorption of small molecules basi-

cally obeys pH-partition theory, i.e., drugs are likely
absorbed by diffusion across a lipid membrane (19,
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20). In vivo rat lung absorption data for saccharides of
various molecular weights (122 to 75,000) showed
that the absorption rate constants were inversely re-
lated to molecular weight and directly related to the
diffusion coefficients of the compounds (21). The
transport of dextrans (4 to 150 kDa) across cultured
rat alveolar epithelial cell monolayers suggested that
macromolecules with radii under 5 µm traverse the
alveolar epithelial barrier via paracellular pathways,
while macromolecules with radii of 6 µm or larger
cross the barrier via other pathways such as pinocyto-
sis (22). The penetration of hydrophilic compounds
through excised rabbit trachea sacs also inversely
correlates to molecular weight (23). When several
hydrophilic and lipophilic drugs were administered
through rat trachea as aerosols, the absorption rates
were roughly twice as rapid as when administered by
the intratracheal injection of drug solutions. These
results suggest that drug absorption is more rapid
in the alveolar region than in the tracheobronchial
region of the lungs (24). The distal or deep lung is the
optimal site for the high absorption of proteins. In-
haler systems should be designed to maximize depo-
sition in this region (12).

It is known that peptides or proteins could be ab-
sorbed through the lungs (25, 26). The pulmonary
bioavailability of peptides can be easily evaluated
with small animals by the method proposed by Enna
and Schanker (21). The pulmonary bioavailability of
insulin administered as a pH 7.0 solution was 13 to
14% better than subcutaneous administration in rats
(27).

2.3 Metabolism in the lungs
In general, the metabolic activity of the lungs is

much lower than that of the intestinal wall and liver.
In the lungs there is no first-pass conjugation of
salbutamol, which undergoes extensive first-pass con-
jugation in the intestinal wall and liver. The systemic
bioavailability of orally administered budesonide is
11%, whereas that when inhaled is 73%. Fluticason
propionate’s hepatic first-pass metabolism is 99%, but
it is zero in the lungs (28).

However, it is known that peptides such as insulin
are subjected to enzymatic degradation in the lungs
(29-31). The degradation of insulin in lung cytosol
from diabetic rats was significantly less than in that
from normal rats (30). An experiment with synthe-
sized model peptides suggested that the lung has the
ability to metabolize peptides through pathways not
observed in the rat intestine. However, avoiding the
hepatic first-pass effect through the pulmonary route

would eliminate the disadvantage of pulmonary
metabolism (32). Type II cells have higher metabolic
activity than type I cells. The degradation rate con-
stant of luteinizing hormone releasing hormone
(LHRH) in type II cells was higher than that of type I
cells but lower than that of nasal and rectal epithelial
membranes. The transformation of type II cells into
type I cells resulted in a more than 10-fold decrease in
LHRH proteolytic activities (14).

2.4 Safety of inhaled proteins
Researchers have investigated the systemic toxicity

of therapeutic peptides and proteins following subcu-
taneous administration. When discussing the safety
aspect of inhaled proteins, interest focuses on local
toxicity to the lungs and on adverse immune reac-
tions. Assaying bronchoalveolar lavage is useful in
screening lung injuries from inhaled substances (33).
An increase in the extracellular activity of lactate de-
hydrogenase (LDH), a cytosol enzyme, indicates cell
lysis or cell membrane damage. An increase in the
number of phagocytic cells suggests an inflammation
reaction in the lungs. When a suspension of superfine
silica was intratracheally instillated in rats, the LDH
activity and number of cells recovered in the lavage
increased at 4 hr and reached a maximum at 24 hr.
The LDH activity and number of cells declined there-
after for a week, then gradually increased over the
succeeding two months (34, 35).

However, the local lung toxicity of soluble powder
seems to be minimal. When insulin dry powder for-
mulated with mannitol was intratracheally adminis-
tered in rats, the LDH level (36) and number of cells
(unpublished data) in the lavage did not increase over
24 hr. Clinical studies for inhaled DNase, insulin,
interferon α, interferon γ, leuprolide acetate, and α-1-
antitrypsin showed virtually no adverse lung reac-
tions (12).

2.5 Additives for improving bioavailability of
inhaled peptides and proteins

One of the reasons of the low bioavailability of large
molecules relates to low diffusivity through the epi-
thelial barrier. To overcome this, several chemicals
and enzyme inhibitors were examined as pulmonary
absorption enhancers. In the 1990s there were many
reports on the enhancement of the pulmonary ab-
sorption of peptides and proteins. These reports
examined bile acids, surfactants, fatty acids, citric
acid, and protease inhibitors (Tables 1 and 2).

Glycocholate and bacitracin had higher enhancing
activity for the pulmonary absorption of peptide so-
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lutions. Yamamoto et al. intravenously injected Evans
Blue and examined the leakage of Evans Blue in the
lung. Although increasing calcitonin activity, 5 mM
N-Lauryl-β-D-maltopyranoside increased Evans Blue
leakage, suggesting lung toxicity. On the other hand,
1 mM N-Lauryl-β-D-maltopyranoside, 10 mM glyco-
cholate, and 10 mM mixed micelles of linoleic acid

and HCO60 were safe and effective enhancers (42).
Citrate is a potent pulmonary absorption enhancer
for peptides formulated as dry powders. When insulin
dry powder containing 0.036 mg/dose of citric acid
was administered to rat lungs, bronchoalveolar lavage
was as low as that for saline administration, suggest-
ing that citric acid is a safe additive (36). Adding an
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Peptide/Protein Enhancer DFa ERb Ref.

insulin 50 mM glycocholate SL 5.1 27, 37

insulin 10 mM glycocholate SL 4.2 38

eel calcitonin 10 mM glycocholate SL 4.0 38

eel calcitonin 20 mM glycocholate SL 3.1 39

TSH 50 mM glycocholate SL 6.3 37

FSH 50 mM glycocholate SL 5.9 37

HCG 50 mM glycocholate SL 20 37

salmon calcitonin 250 µg/dose taurocholic acid SL 1.4 40

salmon calcitonin 250 µg/dose taurocholic acid DP 1.9 40

insulin 1% Span 85 SL 3.1 27

insulin 1% Span 85 SL 7.2 36

insulin 160 µg/dose Span 85 DP 0.7 36

insulin 10 mM MMc SL 2.5 38

eel calcitonin 10 mM MM SL 4.0 38

salmon calcitonin 250 µg/dose dimethyl-β-cyclodextrin SL 2.4 40

salmon calcitonin 250 µg/dose dimethyl-β-cyclodextrin DP 2.1 40

salmon calcitonin 250 µg/dose lecithin SL 1.5 40

salmon calcitonin 250 µg/dose lecithin DP 1.8 40

salmon calcitonin 250 µg/dose octyl-β-glucoside SL 1.4 40

salmon calcitonin 250 µg/dose octyl-β-glucoside DP 1.6 40

insulin 5 mM LMd SL 7.1 38

eel calcitonin 5 mM LM SL 5.7 38

salmon calcitonin 0.5% palmitoleic acid SL 2.5 41

salmon calcitonin 0.5% linoleic acid SL 2.4 41

salmon calcitonin 0.5% oleic acid SL 2.2 41

salmon calcitonin 250 µg/dose oleic acid SL 1.6 40

salmon calcitonin 250 µg/dose oleic acid DP 2.8 40

insulin 100 mM EDTA SL 0.6 27

eel calcitonin 10 mM EDTA SL 1.8 38

insulin 100 mM salicylate SL 0.5 27

insulin citrate (pH5.0) SL 3.4 36

insulin citrate (pH3.0) SL 4.5 36

insulin 36 µg/dose citric acid DP 2.1 36

insulin citrate (pH 3.0) SL 3.2 37

insulin 0.5 mg/dose citrate DP 2.7 37

TSH citrate (pH 3.0) SL 3.2 37

FSH citrate (pH 3.0) SL 3.9 37

HCG citrate (pH 3.0) SL 26 37

salmon calcitonin 250 µg/dose citric acid SL 1.5 40

salmon calcitonin 250 µg/dose citric acid DP 2.2 40

Table 1 Effect of absorption enhancers on pulmonary absorption of peptides and proteins

a Dosage form. SL�solution and DP�dry powder.
b Enhancement ratio. Ratio of AUC or biological response between a dosage form with absorption enhancer and

that without absorption enhancer.
c Mixed micelles of linoleic acid and HCO60 at a molar ratio of 30:4 in phosphate buffered saline.
d N-Lauryl-β-D-maltopyranoside.



absorption enhancer is a promising method for
increasing the systemic bioavailability of inhaled pep-
tides and proteins, but long-term safety should be
examined for application to humans.

It should be noted that the effect of absorption
enhancers depends on their formulation. Bacitracin
and Span 85 increased pulmonary insulin absorption
from solutions in rats, but were not effective when for-
mulated as dry powders with insulin (36).

In research on protease inhibitors, a relatively fa-
vorable correlation was observed between the cal-
citonin absorption-enhancing activity and membrane
enzyme inhibition activity of 18 protease inhibitors
(41).

3. Physical aspects of dry powder peptides and
proteins

Spray drying is a useful and widely applied tech-
nique to prepare powders for inhalation. Supercritical
f luids have recently been applied for producing pow-
ders for inhalation. In this section, we briefly review
these techniques, stability of the produced dry pow-
der peptides and proteins, and aerodynamic diameter
being one of the most critical factors to determine the
success of inhalation therapy.

3.1 Spray dry for preparation of dry powder
peptides and proteins

Spray drying is a useful and widely applied tech-
nique for one-step preparation of powders for in-
halation with a drug solution or suspension. The
independent variables of spray drying processes are
liquid feed rate, atomizing air f low rate, drying air

f low rate, and inlet air temperature. Outlet tempera-
ture linearly depends on each of these variables (43),
suggesting that it can be estimated if the regression
lines between outlet temperature and the independent
variables are available for a spray drier. The inlet tem-
perature is usually several tens of degrees higher
than the outlet temperature. Determining the temper-
ature variation within a drying chamber revealed that
the temperature at 5 cm below the nozzle was much
closer to the outlet temperature than the inlet temper-
ature, and that the temperature at 17 cm below the
nozzle, midway between the nozzle and outlet, was
approximately the same as the outlet temperature
(43). This means that during spray drying, droplets in
the drying chamber were exposed to the temperature
swayed by the outlet temperature.

It is likely that proteins are susceptible to degrada-
tion upon spray drying due to the relatively high tem-
peratures (44). Table 3 summarizes the effect of inlet
and outlet temperatures on spray-dried peptides and
proteins. Spray drying of a 5 mg/ml aqueous insulin
solution caused minor degradation of insulin at outlet
temperatures below 120°C. However, degradation of
high-molecular-weight proteins, A-21 desamido insu-
lin, and other insulin-related compounds increased
with outlet temperature above 120°C (47). β-galactosi-
dase activity is susceptible to spray drying tempera-
ture, and only half of its activity remained after spray
drying without additives at an outlet temperature of
50°C. When 6% β-galactosidase was spray-dried with
5% mannitol, no activity was lost at outlet tempera-
tures below 50°C, but it deceased above 50°C. Replac-
ing mannitol with trehalose stabilized the spray-dried
β-galactosidase, and its activity was maintained at
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Peptide/Protein Enzyme inhibitor DFa ERb Ref.

insulin 1 mM bacitracin SL 0.9 27

insulin 20 mM bacitracin SL 6.8 38

eel calcitonin 20 mM bacitracin SL 19 39

salmon calcitonin 0.2 mM bacitracin SL 2.2 41

insulin 10 mM bacitracin SL 7.0 36

insulin 420 µg/dose bacitracin DP 1.0 36

insulin 13 mM nafamostat SL 2.1 27

eel calcitonin 20 mM nafamostat SL 3.9 39

insulin 10 mM surfactin SL 6.1 27

insulin 10 mg/mL aprotinin SL 2.0 38

insulin 10 mg/mL STI SL 2.5 38

salmon calcitonin 0.2 mM chymostatin SL 2.1 41

Table 2 Effect of enzyme inhibitors on pulmonary absorption of peptides and proteins

a Dosage form. SL�solution and DP�dry powder. 
b Enhancement ratio. Ratio of AUC or biological response between a dosage form with absorption enhancer and

that without absorption enhancer.



100% at an outlet temperature of 100°C (45).
Surface denaturation at the air-liquid interface of

sprayed droplets may play a significant role in protein
degradation. Spray drying of mannitol-formulated
human growth hormone (hGH) at room temperature
resulted in increased protein degradation by increas-
ing the atomizing air rate, which suggested degrada-
tion at the air-liquid interface during spray drying
(48). Adding polysorbate-20 into the liquid feed signif-
icantly reduced the formation of insoluble hGH aggre-
gates, and adding divalent metal zinc ions effectively
suppressed the formation of soluble hGH aggregates
(49).

3.2 Application of supercritical fluids to 
preparation of dry powder proteins

Fluids at temperatures and pressures above critical
values are called supercritical f luids (SCFs). SCF den-
sities of similar to those of liquids, while their vis-
cosities and diffusivities are in the range of gases
(50). The application of SCFs to particle design has
recently emerged as a promising techniques for pro-
ducing powders for inhalation. Carbon dioxide is the
most widely used supercritical solvent because it is
cheap and nontoxic, and because of its easily accessi-
ble critical parameters (Tc�31.1°C and Pc�73.8 bar)
(50).

When a substrate has a reasonable solubility in a
SCF, dry powders are obtained by depressurizing
the SCF solution through an adequate nozzle. This
process is called the rapid expansion of supercritical
solutions (RESS). However, the solubility of many
peptides and proteins in SCFs is relatively low. When

a SCF is a poor solvent for the substrate, it can be
used as an anti-solvent to precipitate the substrate dis-
solved in a good solvent (51).

Dimethylsulfoxide (DMSO) is a good solvent for
lysozyme. When CO2 is put into lysozyme dissolved in
DMSO, and the CO2 mole fraction reaches a critical
value, the solution becomes saturated and causes
the catastrophic precipitation of lysozyme (52). This
process is called the gas-antisolvent (GAS) precipita-
tion process.

Other techniques to produce powders with SCFs as
anti-solvents are the aerosol solvent extraction sys-
tem (ASES) (53, 54), precipitation with a compressed
f luid antisolvent (PCA) (55, 56), the supercritical anti-
solvent technique (SAS) (57-60), and solution en-
hanced dispersion by supercritical f luids (SEDS) (61,
62). These techniques introduce protein solutions
through a nozzle at a relatively low f low rate into the
f low of a SCF in a vessel. The SCF removes the sol-
vent of the protein solution and precipitates the pro-
tein in the vessel.

Yeo et al. applied the SAS technique to a 5 mg/ml
insulin solution in DMSO. The slow CO2 injection rate
favored the growth of larger particles (57). A signifi-
cant increase in β-sheet content and a corresponding
decrease in α-helix content were observed for the
precipitated insulin relative to a commercial powder.
However, the precipitated insulin solution in 0.01 M
HCl yielded a solution structure similar to that of
the dissolved commercial powder (58). Intravenous
administration to rats revealed that the processed
insulin maintained its biological activity (57). The
increase in β-sheet content and the concomitant de-
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Peptide/Protein
Temperature (°C) Activity Degradation Moisture Da

Ref.
Inlet Outlet (%) (%) (%) (µm)

050 100
β-galactosidase 070 080 45

090 030

050 2.00
oxyhemoglobin 080 2.90 46

120 5.00

091 053 8.3 2.0
rhDNase 120 072 7.6 2.2 43

150 090 6.1 2.3

100 050 0.36b 5.1 3.2b

100 074 0.44 3.1 3.1
insulin 160 100 0.49 3.1 2.2 47

220 120 0.77 3.3 2.1
220 150 3.32 1.9 4.2

Table 3 Effect of inlet and outlet temperatures on spray-dried peptides and proteins

a Geometric or aerodynamic diameter.
b High-molecular-weight protein.



crease in α-helix content, which were reversible upon
reconstitution, were also observed in lysozyme and
trypsin precipitated by the SAS technique (60).

When the solubility of the solvent (for instance,
water) in the SCF (for instance, CO2) is very low, a
modifier (for instance, ethanol) is employed in the
system. Powders of lysozyme, albumin, insulin, and
recombinant human deoxyribonuclease (rhDNase)
were prepared by the ASES process. An aqueous
solution of a protein was put into a precipitation cham-
ber through the inside tube of a coaxial nozzle. Super-
critical CO2 modified by ethanol was fed through the
outside tube of the coaxial nozzle. The mole fraction
of ethanol in CO2 was 0.2 and the volumetric f low rate
ratio of the aqueous solution to CO2 was 0.4/12. The
ASES process at 35 or 45°C and at 80 to 90 bar pro-
duced lysozyme powder without activity loss. Some
aggregation was observed for insulin and albumin
powders. rhDNase was substantially denatured dur-
ing the processing (63).

A new supercritical CO2-assisted aerosolization cou-
pled with bubble drying was recently reported (64).
This process involves mixing a stream of drug solu-
tion and a SCF stream inside a low dead-volume tee.
The emulsion is allowed to expand out of a capillary
restrictor, resulting in the aerosolization of the drug
solution.

3.3 Stability of peptides and proteins
A crystalline solid of small molecule drugs is gen-

erally less prone to chemical decomposition than
the amorphous form. In some cases, however, the
crystalline state may not be more stable for protein
and peptide formulations (65). The primary degrada-
tion pathways of biosynthetic human insulin involve
deamidation at the AsnA21 site and covalent dimer for-
mation. When storing at 25°C and 40°C at relative
humidities between 0 and 75%, amorphous insulin was
far more stable than crystalline insulin under all con-
ditions (66).

The hydration state of proteins affects their solid-
state stability. The aggregation of humanized mono-
clonal antibodies and rhDNase in mannitol-for-
mulated spray-dried powders increased as storage
humidity rose (67). Deamidation at the AsnA21 site of
crystalline insulin increased sharply as moisture con-
tent increased, while that of amorphous insulin was
almost independent of moisture (66).

It is known that the chemical stability of proteins in
the solid state is enhanced by the presence of certain
amorphous sugars. Two hypotheses have been pro-
posed for the mechanism of protein stabilization by an

amorphous sugar (68). The water substitution hy-
pothesis supposes that sugar molecules form hydro-
gen bonds with dried proteins in place of water
molecules to maintain higher-order protein structure.
The glassy state theory supposes that the high viscos-
ity of an amorphous sugar prevents proteins from
degrading physically or chemically by retarding mole-
cular movement. Table 4 summarizes the effect of
sugars on spray-dried peptides and proteins.

Izutsu et al. examined the stabilizing effect of
mannitol during the freeze-drying of L-lactate dehy-
drogenase, β-galactosidase, and L-asparaginase. The
activities of the freeze-dried enzymes depended on
the content of amorphous mannitol in the cake. The
stabilizing effect of mannitol decreased as mannitol
crystallinity increased, suggesting that amorphous
mannitol protected proteins against degradation (72).

The physical state of sugars used as an excipient for
protein powder plays a role not only in maintaining
protein stability but also in providing suitable aerosol
performance. When recombinant humanized anti-
IgE monoclonal antibodies (rhuMAbE25) were spray-
dried with 10, 20, and 30% mannitol, the spray-dried
powders with 10 and 20% mannitol remained amor-
phous during storage, while the powder with 30%
mannitol crystallized. The fine-particle fraction (FPF)
for the powder with 10 and 20% mannitol was main-
tained at 30-40% during storage for 36 weeks at
30°C. However, the fraction of the powder with 30%
mannitol exhibited a dramatic decrease upon storage
due to mannitol crystallization and an increase in par-
ticle size (44).

Moisture mediates the crystal growth of sugars in
dry protein powders. Spray drying rhDNase with lac-
tose produced spherical powders with noncrystalline
substances. However, α-lactose monohydrate crystals
were identified in the powders stored at high humidi-
ties (73).

3.4 Mass median aerodynamic diameter
Particle size and its distribution affect particle

retention in the lungs (70, 74). Particles larger than
20 µm likely fail to go beyond the terminal bron-
chioles. Those larger than 6 µm fail to reach the alve-
olar ducts. The optimum particle size to reach and be
deposited in the alveolar region seems to be 1 to 5 µm
(70, 71, 74, 75). Submicrometer-size particles are
exhaled, deposited, or both by random Brownian
motion in distal regions. It should be noted that the
particle size referred to in this context is not geomet-
ric diameter but aerodynamic diameter.

The theoretical aerodynamic diameter, daer, of indi-
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vidual particles is calculated according to the follow-
ing definition (76):

daer�(ρ/F)0.5d (1)

Where:
d is mass median particle diameter as measured by
light microscopy,
ρ is particle density, and
F is the dynamic shape correction factor.

The F values for spheres and cubes are 1.00 and 1.08,
respectively (76). The tap density could be an esti-
mate of the particle density, ρ, although it remains an
approximately 20% systemic underestimate of ρ (15).

The experimental mass median aerodynamic diam-
eter (MMAD) of the particles is obtained as follows
with an Andersen cascade impactor (70, 71). The
cumulative mass of powder less than the stated size of
each stage of the impactor is calculated and plotted on
a log probability scale, as the percent of total mass
recovered in the impactor against the effective cut-off
diameter. The MMAD of the particles is defined from
this graph as the particle size at which the line
crosses the 50% mark. The geometric standard devia-
tion (GSD) is calculated as GSD�(X/Y)0.5, where X
and Y are the particle sizes at which the line crosses
the 84.13% mark and the 15.87% mark, respectively.

Fine particle fraction (FPF) is defined as the mass
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Peptide/Protein Sugara Activity Degradation FPF Moisture Db
Ref.

(%) (%) (%) (%) (µm)

nonec 042 4.5.. 03.9

β-galactosidase
10% mannitol 081 1.5.. 04.3

45
10% sucrose 102 2.8.. 04.3
10% trehalose 109 4.0.. 04.0

none 197d 05.8
catalase 50% lactose 153 06.4 69

50% mannitol 107 04.4

none 018d 02.9
insulin 50% lactose 024 03.9 69

67% mannitol 018 05.0

nonee 50

oxyhemoglobin
0.01M sucrose 40

46
0.10M sucrose 10
0.20M sucrose 02

Albumin/DPPC 20% sucrose 53.0 04.8c

(20/60) 20% mannitol 11.3 10.4
70

Albumin/DPPC
20% lactoseb 38.0 01.2

(20/60)
20% trehalose 34.0 01.1 71
20% mannitol 11.0 01.5

none 46.0 03.4
50% mannitol 14.0 06.1

rhDNase
20% trehalose 29.0 02.9

63
40% trehalose 36.0 02.6
60% trehalose 20.0 03.2
40% sucrose 27.0 02.8

none 27.0 03.3

anti-IgE MAb
10% mannitol 25.0 03.8

63
20% mannitol 29.0 04.0
40% trehalose 31.0 03.3

none 27.0 2.23f

10% mannitol 35.0 1.31
rhuMAbE25 20% mannitol 28.0 0.86 44

30% mannitol 27.0 1.00
40% mannitol 08.5 1.11

Table 4 Effect of sugars on spray-dried peptides and proteins

a Percentage stands for the sugar content in dry powder except for β-galactosidase and oxyhemoglobin.
b Geometric or aerodynamic diameter.
c Concentration in feed solution. β-Galactosidase concentration was 6%.
d Activity relative to that of raw material.
e Concentration in feed solution. Oxyhemoglobin concentration was 10%.
f Pseudo first-order degradation rate constant at 30°C.



fraction of particles smaller than a certain aero-
dynamic diameter (for instance, 5 µm). The twin
impinger is often used to estimate FPF values and is
valuable for the routine quality assessment of aerosols
during product development, stability testing, and for
quality assurance and comparison of products (77).
The particles captured in stage 2 are considered to be
the FPF. The aerodynamic cutoff diameter between
stages 1 and 2 of the twin impinger with an air stream
of 60 l/h is 6.4 µm (78). The cutoff size of the
impinger stage can easily be changed because it is
inversely proportional to the square root of the air
f low (79).

3.5 Hollow porous particles
Equation 1 predicts that a large and light particle

may have the same aerodynamic diameter as a small
and heavy particle. Edwards et al. showed in 1997
that the FPF for large porous particles was much
higher than that for small nonporous particles, even
though the aerodynamic diameters were nearly iden-
tical. Large porous particles also increased systemic
bioavailability of insulin in rats (80). The advantage of
large porous particles can be attributed to the smaller
surface-to-volume ratio for the porous particles,
which results in less particle aggregation.

Another benefit to the use of large particles is that
they can avoid phagocytic clearance from the lungs.
Radiolabeled polystyrene microspheres of 3, 9, and 15
µm in diameter administered into rat lungs were
cleared with biphasic patterns. The half lives for the
late phases of the 3 and 9 µm microspheres were 69
and 580 days, respectively, while that for the 15 µm
microsphere was found not measurable during the
106-day study (81).

Spray drying produced hollow porous powders con-
sisting of albumin, DPPC, and lactose. The solution
feed rate and pressure of the compressed air had little
impact on powder properties. Increasing the inlet
temperature tended to make the powders heavier
(15). The lower the bulk powder tap density, the
higher the FPF. Removing albumin or DPPC from the
composition led to denser and smaller particles.
Replacing lactose with mannitol resulted in a poor
FPF value. The FPF was maximized at albumin/
DPPC/lactose�10/60/30 (71).

Large porous particles composed of albuterol sul-
fate (4%), a short-acting bronchodilator, and human
serum albumin (18%), lactose (18%), and DPPC (60%)
were prepared by spray drying. Inhalation of the
albuterol particles obtained produced a significant
inhibition of carbachol-induced bronchoconstriction

for at least 16 hr in guinea pigs, while small non-
porous albuterol particles were effective for up to 5
hr. It is possible that the long-lasting action observed
in the large porous particles was at least partly due to
the slower clearance by phagocytosis (82).

PulmoSphere™ particles are hollow porous parti-
cles with geometric diameters between 3 and 5 µm
and tap densities of about 0.1 g/cm3 prepared by a
spray-drying method. A submicrometer f luorocar-
bon-in-water emulsion stabilized by a monolayer of
phospholipid at the f luorocarbon-water interface is
combined with a second aqueous phase containing
the drug and any wall-forming excipients desired.
Spray drying the aqueous dispersion produces hollow
porous powders. The f luorocarbon serves as a blow-
ing agent or inf lation agent during the spray-drying
step (83). Deposition of PulmoSphere™ particles of
albuterol sulfate in the human respiratory tract deliv-
ered by pMDI was double the deposition of a conven-
tional micronized drug pMDI formulation (84).

The spray freeze-drying technique has been pro-
posed as a method to produce light and porous pro-
tein particles (63). A protein solution with excipient is
sprayed in liquid N2. After spraying, the whole con-
tent of the liquid N2 was lyophilized to harvest pow-
ders. This technique produced powders of DNase and
anti-IgE MAb with a high FPF up to 70% (63).

When the GAS process with supercritical carbon
dioxide is used to produce protein powders, the oper-
ating temperature or rate of CO2 addition had a minor
effect on the morphology and size of the powders.
Large porous particles were obtained at a high con-
centration of proteins, while agglomeration of the pre-
cipitated particles occurs at dilute concentrations
(52). ASES processing at higher temperatures with
higher concentrations of the protein reduced the
agglomeration of primary particles due to a higher
degree of supersaturation and a higher nucleation
rate (85).

4. Conclusion

Although pulmonary absorption of peptides and
proteins is much better than that through the gas-
trointestinal tract, the bioavailability of inhaled pep-
tides and proteins is still below that administered
intravenously or subcutaneously. The success of in-
halation therapy with dr y powders is determined
by the biological aspects of active ingredients, the
physicochemical aspects of formulation, and inhaler
performance. The bioavailability of inhaled peptides
and proteins will be improved by considering these
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factors. The application of hollow porous particles
has opened a new avenue for inhalation therapy in
humans. We now expect groundbreaking success in
increasing permeability, reducing metabolic degrada-
tion, maximizing the FPF, and in other areas that will
make inhalation therapy with peptides and proteins
more effective and economical.
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Introduction

Porous materials are widely used in everyday life,
whether one is aware of them or not. The silica gel as
a dehumidifying agent and the activated carbon as a
deodorant are traditional porous materials. Another
example is traditional Japanese houses, which are
made of wood, earth, and paper. Such architecture
resulted from long years of innovation through in-
sights that these materials would function to insulate
and adjust humidity in Japanese climate, whose tem-
perature and humidity vary over broad ranges. It is
amazing how people unconsciously worked out the
use of materials with various pore sizes. Tightly
sealed modern housing holds in humidity, which has
created problems such as molds and bacteria, and
there are also concerns about the many illnesses that
could result from these. This has focused attention on
building materials that incorporate porous materials,
and many such materials are being developed. [1, 2]
As this shows, porous materials are closely integrated
into our lives. Here we shall attempt to classify the
porous materials reported to date while taking their
function expression mechanisms, and then, based on
that classification, describe the synthesis and fabrica-

tion methods for some representative porous materi-
als.

Functions and Classification of Porous 
Materials

Typical porous ceramics and the range of their pore
sizes are shown in Fig. 1, [3]. There are currently
many porous materials with pore sizes from about
0.1 nm to 10 mm. When considering these function
expression mechanisms of these materials, the level
at which we see pores is important. The function
expression of Angstrom-order pores is likely related
to interaction with ions, atoms, and molecules, while
those in micrometer and millimeter ranges are proba-
bly related to the adhesion of solid particles on filter.
It is assumed that pores size in the middle of this
range are related to molecular aggregates and con-
densed liquids.

In this session, the relationship between pore size
and function expression mechanisms is reviewed.
Fig. 2 shows the mechanisms of porous materials in
relation to gas permeation. [4] When pore size is 10
µm or larger, the mechanism can be regarded as the
f low passing through an equivalent packed bed, and
for that reason the relationship between a porous
material and function can be forecast from the Darcy
equation and other relational equations for f low veloc-
ity and pressure loss. Molecular diffusion controls the
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permeation mechanism of porous materials whose
pore sizes are in the approximate range of 0.1 to 10
µm. When pore size and molecular mean free path fall
below that range, they are governed by Knudsen dif-
fusion. Permeation f low velocity then is proportional
to molecular weight to the 0.5 power. At smaller pore
sizes below several nm, an activation process caused
by interaction between pore wall surfaces and mole-
cules contributes to the permeation phenomenon,
which is called “activation diffusion” or “surface
f low.” This is a pore size range in which capillary con-
densation governs when the gas is a condensing gas
such as water vapor. At still smaller pore sizes, perme-
ation selectivity is expressed due to difference in
molecule sizes, and one can expect the so-called
“molecular sieve effect.” From these examples, the
correspondence between pore size and function is
apparent. It is in fact clear that properties including
porosity, pore shape, interpore networks, pore open-
ing, and pore closing contribute to various func-
tion expressions. Table 1 presents the relationship
between these pore properties and functions. [5]
These are sufficient for considering rough design
guidelines of porous materials, but owing to the com-
plex connections between function expression and
pore properties such as pore size, porosity, and pore
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shape, or between function expression and material
properties, a method of cataloging them more care-
fully is desirable from the standpoint of material
design.

One method of classifying pores is the Internation-
al Union of Pure and Applied Chemistry (IUPAC)
method, which is internationally recognized. [6] It is
based on the Russel classification, in which pores are
classified mainly according to the results of nitrogen
adsorption experiments. [7, 8] One should be well
aware that classification is based on nitrogen adsorp-
tion, meaning that the relative sizes of nitrogen mole-
cules and pores must be taken into account. With
molecules larger than nitrogen, adsorption resem-
bling micropore filling will occur in the mesopore
range. Additionally, caution is needed when working
with molecules smaller than nitrogen molecules, such
as hydrogen and water. For example, even if materials
are non-porous to nitrogen molecules, it is often the

case that they are not necessarily non-porous to these
smaller molecules. Therefore we think that an index
such as the relative pore sizes shown in Table 2 is
needed in pore classification. However nitrogen mole-
cules are quadrupole interactive, generally in nitro-
gen adsorption they can be seen as often forming a
multilayer structure as in BET theory, but compara-
ble phenomena do not necessarily occur with other
molecules. Thus at this time classification by the
presence of molecules in pores is perhaps a practical
method.

Based on the foregoing, and using the IUPAC clas-
sification as the standard, Table 2 presents the classi-
fication based on the function expression discussed
above and the phenomena occurring in pores, as well
as the pore classification organized by considering
the synthesis methods for existing porous materials,
discussed below.
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Porosity dependence Examples of properties

No dependence on porosity Lattice parameter, unit cell volume, thermal expansion, heat capacity per unit weight, 
density

Dependence only on the amount of porosity Apparent density, dielectric constant, heat capacity per unit volume

Dependence both Flux or stress dominant Mechanical properties, Electrical and thermal conductivity at low to moderate 
the amount and in the solid phase temperature and porosity 
character of porosity

All f lux in the pore Surface area and tortuosity, e.g., for catalysis
phase and filtration

Flux in both pore and Thermal conductivity, with larger and more open pores at higher temperature
solid phase

Table 1 Inf luence of porosity on properties  (From Rice [5])

Pore 
State of atoms or Characterization

Relative 
Category radius Origin of pore pore 

range
molecules in pore methods

radius*

Atom and Micropore �2 nm Space among atoms or ions, Microporefilling, Atom, Gas adsorption, �6
molecule pore Crystal lattice, Trace of Ion, Molecule TEM, XRD

solvent molecules after drying

Aggregate Mesopore I 2-10 nm Micelle or liquid crystal Intermediate state of Gas adsorption, 6-30
Molecules pore templating microporefilling and TEM, XRD

condensation, Molecules 
interact with pore wall

Liquid phase Mesopore II 2-50 nm Phase separation, Space Capillary condensation, Gas adsorption, 30-141
pore among particles Liquid phase SEM, TEM

Spatial pore Macropore 50 nm� Bubble, Cavity, Space among The same on a f lat surface, Porosimetry SEM 141�
particles, Particle templating Pore is just a space

* Pore radius divided by diameter of nitrogen molecule (0.354 nm)

Table 2 Classification of porous materials



Synthesizing Atom and Molecule Pore

Zeolite is a typical material in this pore range. It
was in 1756 that the Swedish minerologist A. F.
Cronstedt was the first to observe that steam was
emitted when a mineral called stilbite was heated. On
account of this he coined the term “zeolite,” which is
a combination of the Greek “zeo” for boil and “lithos”
for stone. Since then about 40 kinds of such minerals
have been discovered. Today zeolite is understood
to be a hydrous crystallized aluminosilicate mineral.
Many of these materials are tectoaluminosilicates
which, as illustrated in Fig. 3, are MO4 tetrahedra (M
means the Si, Al, or other atom of a tetrahedron) that
share their apex oxygen atoms with a neighboring
tetrahedron. This means the atomic ratio O/M in the
frame is 2.

Zeolite is characterized by its uniform pores, which
are about the same size as its molecules. Because zeo-
lite can be classified by the size of its molecules, it is
also called a molecular sieve. [9] Many types of zeo-
lite have been synthesized, as seen in the industrial-
ization of ZSM-5 (MFI) as a catalyst. In addition to
aluminosilicate, zeolite with many different composi-
tions and structures have been synthesized. VPS-5,
with pore sizes between 1.2 and 1.3 nm, is the first
aluminophosphate zeolite with pore sizes over 1 nm.
Its pore walls have an 18-ring structure comprising 18
MO4 (M: Al, P) units. Gallium phosphate zeolite,
which has a 20-ring structure have been synthesized
recently. A characteristic is that although the pore
entrance size is about the same as that of VPI-5, crys-

tal interiors have voids called supercages as large as 3
nm.

Generally zeolite is made by hydrothermal synthe-
sis. Si and Al sources and crystallizing agents are put
into an autoclave, where the materials are dissolved
and recrystallized. Any number of different zeolite
types may result depending on the ingredient ratios,
crystallization temperature, and crystallization time.
Table 3 gives the conditions for synthesizing zeolite
membranes, which are of particular interest. [10-16].

At the center of attention in recent years is zeolite
that can change its pore size in accordance with exter-
nal fields. Reported types of variable-pore-size zeolite
that can adjust its pore size by temperature are alumi-
nosilicate of RHO type, and a type of titanosilicate
zeolite. In particular, the titanosilicate whose ETS-4
(Engelhard titanosilicate-4) counter cations have been
replaced by strontium is stable under heat treatment
and can reversibly and precisely adjust its pore size
between 0.427 and 0.394 nm. [17] Further, recent
environmental problems underlie frequent reports
including those on the synthesis of zeolite from
wastes, and there are expectations for increasing re-
search advances in the field of zeolite synthesis.

In contrast with the three-dimensional spaces of
zeolite, various attempts are underway to find ways to
use the unique two-dimensional spaces of stratified
substances, of which the clay minerals are representa-
tive. The water-caused swelling of montmorillonite,
which has long been known, is a phenomenon that is
closely connected to the plasticity of clay. While the
distance between layers in dry montmorillonite is
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about 0.95 nm, it changes by steps from 0.95, 1.24,
1.54, and 1.90 nm as relative humidity rises. [18]
These distances correspond to a compound in which
water molecule layers each about 0.3 nm thick make
their way between montmorillonite layers in numbers
of 0, 1, 2, and 3 water layers, respectively. The inter-
layer energy balance depends on: 1) inter-layer ions
and silicate layer coulomb energy, 2) hydration
energy of inter-layer cations, and 3) energy of water
adsorption between layers in relation to humidity.
[19] Hence, the behavior of change in inter-layer
distance is controlled by the types of inter-layer
cations and the nature of the silicate layers. [20]
Montmorillonite with Na ions between its layers
swells without limit under circumstances with much
water, as in aqueous solutions, [18, 21] and there are
reports that montmorillonite with Li ions between
its layers undergoes similar unlimited swelling. [22]
Additionally, various organic compounds become
the guests of inter-layer substances. There have
long been reports of attempts to obtain inter-layer
compounds with guest organic polymers by poly-
merizing monomers between layers. Bentonite,
montmorillonite, or other substances in which the
inter-layer ions of layer substances have been
replaced by ion exchange with cationic surfactant
ions are used to put nonpolar organic molecules
between layers. However, as illustrated in Fig. 4, lim-
itless swelling is not observed at times like this
because, in response to the size of the hydrophobic
portion of surfactant ions, the material does not sorb

an amount of guest molecules larger than that which
is held in the space formed between layers. [19]

In recent years there has been much research on
the synthesis of intercalation compounds that are
good at bringing various substances between layers,
as happens in this swelling. In particular there is
much research of great interest on providing various
functions through surface modification between lay-
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Fig. 4 Swelling model of toluene to montmorillonite intercalated
by trimetyldodecylammonium cations. (modified from
Fukushima [19]).

Molar ratio

Product Si source Al source
Crystallizing

SiO2 Al2O3 Na2O H2O
Crystallizing 

Time Temp. 
Ref.

agent
agent

(Day) (K)

MFI SiO2 Al(NO3)3 (C3H7)3HNBr 1 0.01 0.05 40-100 0.1 2-17 403-473 10)

MFI SiO2 Al(NO3)3 (C3H7)3HNBr 1 0.01 0.05 80 0.1 0.25-1 443 11)

SAPO-5 SiO2 Al(OCH(CH3)2 (C3H7)3HNBr 0.3 1.0 � 47 1.0 1-5.5 398-473 12)

H3PO4* γ-AlO(OH)

MFI SiO2 � (C3H7)3HNBr 1 � 2.2 2832 5.22 9 453 13)

GME SiO2 NaAlO2 Dab-4-Br** 1 0.067 0.6 26 0.16 4.17 368 14)

water glass 1 0.033 0.6 44 0.24

MFI SiO2 Al(NO3)3 (C3H7)3HNBr 1 0-0.02 0.05 40-400 0.11 0.08-2 393-453 15)

FUA SiO2 NaAlO2 � 1 0.09 0.7 30 0 1.25 353 16)

Table 3 Hydrothermal conditions for Zeolite membrane Synthesis

* As P souse
** Polymer from 1,4-diazabicyclo[2.2.2]octane and 1,4-dibromobenzene



ers for the purpose of achieving molecular recogni-
tion and reactions that select certain substances. [23,
24] And in view of aim of this paper, our interest is in
methods of synthesizing porous materials through
inter-layer bridging, which have been researched for
the purpose of molecular sieves. We have already
noted that various organic and inorganic molecules
are adsorbed between the layers of layered clay min-
erals, where they push the layers apart, but molecules
adsorbed between layers are easily desorbed by
washing or heating and exhausting. This makes it
hard to use inter-layer adsorption compounds as sta-
ble molecular sieves. In that regard, ion-exchanging
inter-layer compounds whose intercalated cations
maintain a balance with the negative charge of layers
will exist stably between the layers unless inter-layer
ions undergo exchange or separation reactions with
other ions. Shabtai et al. [25] and Mortland et al. [26]
reported on inter-layer compounds that made possi-
ble a molecular sieve effect by making pillars of ethyl-
enediammonium ions between montmorillonite layers
(Fig. 5). This inter-layer compound, whose distance
between layers is 0.53 nm, will not break down even if
heated to 350°C in air. But in consideration of the
usual catalytic reaction or catalyst preparation condi-
tions, organic cation pillars are actually not stable
enough as catalysts or carriers. For that reason cre-
ative efforts are being made to build sturdy pillars of
metal oxides between layers by intercalating inor-
ganic cations. Representative methods include inter-
layer bridging by polynuclear inorganic ions, and by
sol particles. Using the former method, dropping an
alkali into an aqueous solution of a metallic salt will
often result in the precipitation of a metal hydroxide.
Under conditions in which hydrolysis is insufficient,

and just before a precipitate is formed, a number of
metal ions gather by using OH group and are present
in water as a polynuclear hydroxide ion. [27] Al3�

forms a variety of hydroxide ions, sometimes even
bulky ions like Al13(OH)32

7�. And when ZrOCl2·8H2O
is dissolved in water, hydroxide ions of Zr4(OH)8

8�

form. A method has been proposed to obtain bridges
using metal oxide pillars by intercalating these large
metal hydroxide ions between the layers of clay min-
erals using ion exchange, then firing the compounds
between clay layers at high temperature. Brindley et
al. [28] and Lahav et al. [29] used this method to pre-
pare a montmorillonite bridge using alumina as pil-
lars. The distance between layers is about 0.75 nm.
The specific surface area of this pillared material is
about 400 m2/g, which is far larger than the 20 to 30
m2/g of montmorillonite before pillaring. It is also
reported that inter-layer distance is almost perfectly
maintained even at 500°C, showing that thermal sta-
bility is also good. Yamanaka et al. [30] created zir-
conia pillars between montmorillonite layers and
obtained an inter-layer compound with an inter-layer
distance of 0.84 nm and a specific surface area of
about 500 m2/g. Also reported is a bridge formation
method that selectively deposits metal hydroxides
only between clay mineral layers, without using ion
exchange. Yamanaka et al. [30] prepared nickel oxide
pillars between layers and inter-layer distances of 0.52
nm by causing the deposition of nickel hydroxides
between montmorillonite layers. Several methods
have been devised to intercalate unstable metallic
cations in water. For example, ions are introduced
between layers in the form of complexes, or first
organic materials are inserted between layers, and
then the desired ions are introduced. [32]

Synthesis of Aggregate Molecules Pore

From physico-chemical point of view, gas adsorp-
tion has a boundary region in which the micropore
filling phenomenon and the capillary condensation
phenomenon occur. Attention has focused on the
unique structure and synthesis method, making this
one of the hottest research fields at present. The
inter-layer compounds discussed above become pores
in this boundary region, depending on the pillar syn-
thesis method. Here we shall discuss a group of syn-
thesis methods for what are known as mesoporous
molecular sieves.

Pioneering mesoporous molecular sieves are FSM-
16 [33-35] and MCM-41 (M41S) [36, 37], which were
synthesized by an American group and a Japanese
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Fig. 5 Schematic model of montmorillonite pillared by ethylene-
diammonium ions (modified from Montland [37]).



group, respectively. It is very interesting that these
new substances were independently synthesized at
about the same time, and it would seem this is closely
related to these factors: technical levels had matured
to the point making synthesis possible, and there was
a strong need for the synthesis of large-pore zeolite.

Fig. 6 is a block diagram illustrating the synthesis
processes and conditions of these large-pore zeolite.
Basically they are synthesized in a series of opera-
tions in which layered silicate, tetraethyl orthosili-
cate, silica, or other Si feedstocks are heated for
several hours to several days at 70 to 150°C in a sur-
factant aqueous solution, after which the solid prod-
ucts are filtered out and fired at 550°C or higher.
When making FSM-16 the process of synthesizing
layered silicate comes in the first half. At first glance
this appears to be a useless process, but its advantage
is that one can obtain a highly crystalline product

with processing at lower temperature and shorter
time than MCM-41. Fig. 7 schematically models the
synthesis mechanism of FSM-16. [38] Kanemite is a
clay mineral consisting of single-layer silicate sheets
having Na ions between layers. [39] Ion exchange in-
troduces alkyltrimethylammonium (ATMA) between
kanemite layers, whereupon the silicate sheets bend
and form composites with ATMA. Next, dehydration
and condensation of silanol radicals bridge the layers,
resulting in a three-dimensional framework. This is
a new inorganic synthesis method that demolishes
the traditional concept of crystal synthesis methods
by crystal growth. By contrast, the MCM-41 synthe-
sis method is a process which, like the traditional
method of synthesizing zeolite, basically puts the raw
materials into a sealed reactor and heats them at a
temperature and for a time that are appropriate. This
method is illustrated in Fig. 8. [37] Varying the
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ratios of ATMA, Si, and NaOH in the ingredients
makes it possible to control the structure into hexa-
gonal, cubic, sheet, and mesostructures. [40, 41]
Micelles form when the surfactant exceeds the criti-
cal micelle concentration (CMC) in an aqueous solu-
tion. It is known that further raising the concentration
over the CMC forms self-organizing molecular aggre-
gates (liquid crystals) such as hexagonal, cubic, and
sheet forms. [42] This is probably the reason that
the mesopore family M41S synthesis mechanism, of
which MCM-41 is representative, is known as the “liq-
uid crystal templating (LCT)” mechanism, because
the liquid crystal structure of surfactant become as a
mold. [37] Like FSM-16, when synthesizing MCM-41
the pore size is controlled by changing the length of
the ATMA alkyl chains. [37] And instead of using
ATMA, the addition of mesitylene will further enlarge
pore size to a maximum diameter of 10 nm. [37]

Little time has passed since these substances were
first synthesized, but despite the many reports of
applied research, they have yet to see practical use.
We hope to see the industrial implementation of these
unique structures.

Synthesis of Liquid Phase Pore

Pores discussed in this section are those of the size
range in which capillary condensation occurs, and the
molecules trapped inside the pores generally behave
as liquid. Typical of the porous material manufactur-
ing methods in this area are those which use the
unique phenomenon called glass spinodal decomposi-
tion, developed by Dow Corning Corp. The typical
synthesis process is as follows. [43] SiO2, H3BO3, and
NaCO3 are used as the main ingredients to make
Na2O-B2O3-SiO2-based borosilicate glass, which is

made into forms such as tubes and plates. In these
forms it is the borosilicate glass shown in Fig. 9a. To
separate the phases, the product is then heat-treated
at several hundred degrees, which yields a B2O3-
Na2O-rich glass phase and a SiO2-rich glass phase
whose sizes are on the order of several nm (Fig. 9b).
The B2O3-Na2O phase is dissolved in an acid solution
or hot water, where dissolution is performed to yield
porous glass with a high SiO2 content (Fig. 9c). The
result is a porous material whose molded shape is
retained and which has countless perforations.

There is also a method of making porous silica
materials by inducing phase separation with a chemi-
cal trigger. Nakanishi et al. [43] report on a method
that uses water-soluble polymers to induce phase sep-
aration in a sol-gel silica system. Water-soluble poly-
mers can be classified into two groups. First, as is
typical of polyacrylic acid, polymers having compara-
tively weak attractive interaction with silica are mainly
partitioned into a different phase from silica when
phase separation occurs, and the polymer-rich phase
forms pores. Second, surfactants, and polymers that
include polyoxyethylene units are partitioned into the
same phase as silica owing to the formation of hydro-
gen bonds with silanol radicals. Therefore it is mainly
the phase comprising the solvent phase that becomes
pores. There are also reports that various pore
sizes and structures can be obtained by adjusting
hydrolysis conditions and solvent polarity. [45] Fig.
10 shows the steps in the synthesis method. Sili-
con alkoxide (tetramethoxysilane, TMOS or tetra-
ethoxysilane (TEOS)) is blended into a mixture of an
acid catalyst and a solution in which an organic poly-
mer is uniformly dissolved, and a hydrolysis reaction
yields a product which is then gelated and matured
under sealed conditions. After performing solvent
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Fig. 9 Production process for porous glass (modified from Makishima [43]).



exchange if necessary, it is dried to obtain a porous
material. The porous silica produced by this method
finds increasing use as monolithic HPLC columns
and in biology-related fields.

Synthesis of Spatial Pore

This is a group of porous materials with so called
macropores, a range of pore sizes in which the capil-
lary condensation phenomenon is no longer observed
physico-chemically. For that reason pore characteris-
tics are assessed mainly with the mercury porosime-
try. Additionally, such materials have been made for a
long time, and applied in many ways. There are many
industrially important materials. Diatomaceous earth,
which is the skeletons of diatoms, is well known as a
natural mineral of this group having uniform pores of
about 1 µm. The diatomaceous earth, after having
been fired organic contents, is applied to filtering
auxiliary for brewer’s yeast, and moisture-adjusting
building materials. [47] Various methods of mak-
ing artificial macroporous materials include primitive
methods that simply use the interstices between parti-
cles, methods that maintain the pores in a formed
material by low-temperature sintering, and methods
that impregnate organic objects having reticulate
structures with ceramic slurry, then firing to elimi-
nate the organic material and leave pores (replica
method). [48] Another method entails embedding a
ceramic or polymer matrix in the interstices of a
packed particle structure, then removing the particles
by either firing or using a solvent to dissolve them
out. [49-51] With this method, pore size and structure
are determined by the particle size and coordination
number. When a structure is uniformly packed with

particles of a uniform size, uniform macropores will
be formed. This method is spotlighted also as a
method of making gas sensors and bioceramics. [52]
A similar method is proposed that uses fibers in place
of particles. Here we shall discuss methods using new
and old forming agents, and the synthesis of porous
materials using an in situ solidifying method, which is
promising as a new porous material manufacturing
process.

Autoclaved lightweight concrete (ALC) is one
porous material made with blowing agents. ALC is a
material derived from the sand-lime bricks that were
long manufactured in Europe. It is made from about
the same raw materials as the bricks, and is impreg-
nated with bubbles for lightness. ALC was first made
in 1929 by the Swede Ytong, and similar techniques
then spread to other regions, primarily in Europe. In
1963 it came to Japan and its use widened. Common
to these manufacturing methods is autoclave process-
ing that uses siliceous and calciferous materials, but
raw materials vary from one company to another.

We shall describe A manufacturing process. [53]
The raw materials silica (50 to 70%), quicklime (5 to
20%), portland cement (10 to 40%), gypsum dihydrate
(2 to 10%), and metallic aluminum (under 0.1%) are
made into a slurry, which is put into molds after
kneading well. The quicklime slurry is digested and
becomes slaked lime, and the cement begins hydra-
tion. As this time, the metallic aluminum serving as
the blowing agent evolves hydrogen gas, resulting in
green body that are lightweight owing to the bubbles
produced by forming. After demolding, the green
body are cut to the prescribed thickness and treated
for 5 to 10 h in an autoclave at about 180°C and under
saturation vapor pressure, yielding finished ALC
products. In terms of chemical reactions, at the green
body formation stage the ALC manufacturing process
involves mainly the hydration of cement that forms
high-calcium-content calcium silicate hydrates and
Ca(OH)2. High-calcium-content calcium silicate hy-
drates are also formed at the autoclaving stage. It is
thought that hydrothermal reactions finish when the
CaO supply is completely consumed, which means
that some of the silicate in the SiO2 supply is left unre-
acted. Usually the silica reaction rate is thought to be
40 to 60%. A major drawback of ALC is its water
absorptivity. Its water retention has adverse effects
such as freezing damage. Recently innovative steps
are taken, such as making the product water-repel-
lent.

Of particular interest in recent years as a forming
metal manufacturing method is the slurry forming
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Fig. 10 Synthesis of porous glass by chemical phase separation
(modified from Nakanishi [45]).



method. [53] In this method, a surfactant and an
evaporating forming agent (a hydrophobic volatile
organic solvent) are added to a water-based slurry
containing metal powder. After formation, the forming
agent is volatilized and its vapor pressure directly
forms bubbles in the slurry. This is dried, degreased,
and sintered to yield the final product. The pore size
is controlled in the slurry forming process, whose
mechanism is pictured in Fig. 11. A slurry is created
with a water-based binder, and a surfactant and form-
ing agent are added in amounts sufficient to form
bubbles in the entire slurry. The surfactant makes
the forming agent dissolve into the slurry, and the
particles disperse (Fig. 11a). Raising the tempera-
ture causes the forming agent to gradually volatilize
and form bubbles (Fig. 11b). The aqueous surfactant
solution membrane makes the bubbles into isolated
bubble aggregates, and the metal powder agglomer-
ates in the spaces between bubbles. In the subse-
quent drying process the bubble aggregates arrange
themselves in a three-dimensional reticulate configu-
ration, and the solid components form a spongelike
structure (Fig. 11c). Exercising strict control over
slurry viscosity, surfactant types, forming agent
amount, forming time, drying time, and other factors
makes it possible to create various pore sizes and
pore structures.

There is also a unique method known as solid-gas
eutectic solidification that uses gas solubility to make
metallic porous materials called gasars. This method
takes advantage of the fact that when the solubility of
gas atoms in a molten metal is high, but their solubil-
ity in the same solid metal is low, the gas atoms that
could not completely dissolve when the metal solidi-
fied become bubbles. [55] Just as with the hydrogen
gas solubility in Mg, Ni, Fe, Cu, Al, Co, W, Mn, Cr,

Be, and Ti, or alloys of these, metals which have large
gas solubility differences between their solid and liq-
uid phases readily form bubbles and yield porous
products. It is also possible to control the orientation
in which pores are formed by making a certain part of
the mold cool, which cools the molten metal in a cer-
tain direction after it is put into the mold. Fig. 12
schematically illustrates a mold constructed so that
the bottom is partially cooled, and the product ob-
tained with that mold. Making porous products with
this method allows one to freely control pore orienta-
tion, pore size, and porosity by controlling a variety of
parameters including melting temperature, cooling
rate, pressure of ambient gas while being dissolved
into metal, mixing volumetric ratio and pressure of
inert gas, and gas pressure when solidifying. [56]

We shall now discuss methods of synthesizing po-
rous materials by using in-situ solidification, devel-
oped as a gel casting method by Oak Ridge National
Laboratory in the US. [57, 58] This method entails
preparing a ceramic slurry into which monomers

KONA  No.20  (2002) 93

(a) before forming
(Particles are dispersed in the surfactant 
solution with a blowing agent.)

(b) after forming
(The blowing agent generates the bubbles 
in slurry.)

(c) after drying
(Bubbles connect and pore is generated.)

Fig. 11 Generation mechanism of pore by using blowing agent (modified from Wada [56]).
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Fig. 12 Apparatus for solid-gas eutectic solidification and porous
material (modified from Nakajima [56]).



have been dissolved, putting the slurry into non-
porous molds, and then polymerizing the monomers,
resulting in the formation of a polymer network in the
dispersed medium, and yielding a molded wet prod-
uct. This method offers the following advantages.
[59] (1) Because slurry production is basically the
same as casting, the method can be used if a high-
concentration slurry is made; (2) molds of complex
forms can be used, and near-net shaping is possible;
(3) because the f luid and solidification processes can
be kept separate, and because the ceramic particles
are fixed in situ, unevenness and f laws occur in
molded products only with difficulty; and (4) the
small amount of organic binder in the molded product
makes degreasing easy.

The in situ solidifying method makes it possible
to obtain porous products because its series of
processes introduces bubbles into the pre-polymeriza-
tion slurry and then begins polymerization. [60] We
explored the use of this method in creating porous
ceramic materials which have high porosity and
whose pore structure is controllable, and we suc-
ceeded in raising porosity to 80% or more even
though it was limited to 50% with traditional methods.

We further reported that it is possible to control
porosity, pore size, and other properties by taking
into consideration the type of frother and the poly-
merization time. [61] In terms of strength as well, this
method is superior to low-temperature firing and the
replica method because in low-temperature firing the
matrix does not completely assume a minute struc-
ture, and because with the replica method small
cracks form in the matrix when the large amount of
organic material decomposes. Innocentini et al. [62]
report that porous materials made by gel casting have
higher strength than those made by the replica
method.

Fig. 13 shows the basic process of a porous mater-
ial synthesis method that employs in situ solidifica-
tion. First, a slurry of ceramic powder, distilled water,
monomers, and other ingredients is prepared. A sur-
factant is added as a frother, and foaming is induced
by mechanical stirring. A polymerization initiator and
a catalyst are then added to the bubble-impregnated
slurry, after which it is poured into molds. After hard-
ening, the molded wet product is demolded, dried,
degreased, and fired to yield a sintered porous prod-
uct.
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Fig. 14 shows a porous item made with this
method. Research and development are underway for
applications of these porous materials as high-temper-
ature filters and various ultra-light building materials.
It is also thought possible to create processes which
take into consideration resource-cycling systems that
include the productive use of wastes as raw materials,
and reduced energy use. We hope that in the near
future readers will find in their midst porous materi-
als made with this method.

Conclusion

Porous materials can be conceived as composites
whose first component is their solid portions, and
whose second component is the air phase in their
pores. Hence it is perhaps beneficial to incorporate
composite characteristics and function expression
mechanisms as guidelines for designing porous mate-
rials. While dispersed composites assume various
structures depending on the properties, state, and
form of their materials, two-phase composites are
classified by the structural models in Fig. 15. [63] As
this shows, the spatial connection state of each com-
ponent, which can assume the zero, first, second, or
third dimension, determines the type (m-n) of com-
posite by the connection order of each component.
Usually m is assigned to the functional component
and n to the inactive component. For example, in a (0-
3) type composite the functional component is iso-
lated and dispersed, and the matrix component is
connected in three dimensions. In other words, this
porous material can be seen as having closed pores.
Here we have shown only the structures, but readers
can see that many other findings on composite mate-
rials can be turned to use as shared concepts for the
development and manufacture of porous materials.

The functions of porous materials are affected not
only by pore size, but also by pore structure and
other attributes. Incorporating methods of analyzing
composites’ physical properties should bring about
progress in the assessment and analysis of porous
materials. While our insufficient efforts are partly
to blame for not being able to include these here,
another reason is that often a number of factors under-
lie the function expression mechanisms of porous
materials, and they have yet to be sufficiently ana-
lyzed. From another perspective this suggests the
possibility of discovering many as yet unknown po-
rous material properties.

This has been a review of porous materials that
interest the authors. We hope this explanation will
help people who are working on the design of new
porous materials.
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Fig. 14 Porous ceramics prepared by in situ solidification form-
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Introduction

The development of a number of batch and continu-
ous centrifugal separators over the past twenty years
has resulted in the widespread use of these instru-
ments in the gold mining industry [1]. Formerly, the
industry was faced with the problem of removing free
gold particles that entered the circuit of a typical gold
plant, causing increased gold hold-up, spiking and a
general drop-off in efficient recovery. There are many
examples of gold plants that have solved this problem
by the introduction of a centrifugal separator in a
bleed stream of the mill product circuit, effectively
scalping the free gold particles before they enter the
leach train. Base metal plants that use f lotation to
recover copper, zinc and lead concentrate tend to lose
trace amounts of gold that may enter the circuit if pre-
sent in the mine ore body. The heavier gold particles
tend to migrate to the tailings of the f lotation cells
and are lost, thus eliminating a potential source of rev-
enue for the mining company. There are a number of
examples where the use of centrifugal technology
effectively improved gold recovery [2]. In one case,
the improvement was so marked that the status of the
plant changed from that of a base metal to that of a
zinc/gold plant [3].

More recent publications have suggested that cen-
trifugal technology could also be used in the recovery
of less valuable synthesised minerals [4], i.e. ferro-

chrome from crushed slag dump material. The pro-
duction of ferro-chrome by reduction in a smelter
tends to generate a mixed stratum of matt and slag at
the interface. The amount of ferro-chrome present in
this stratum is sufficient to warrant processing and
recovery. This challenge is common in the ferro-alloy
industry and is topical at present. As comminution of
this stratum results in total ferro-chrome particle lib-
eration, the removal from the slag particles, which
are approximately half the density, should be achiev-
able by gravity/hindered settling techniques. Recent
successes in this regard have shown that by gravity
separation, most of the ferro-chrome particles larger
than 200 microns are easily removed [5]. The same
cannot be said for the fully liberated, sub-200-micron,
ferro-chrome particles, which is where the bulk of the
post-comminution ferro-chrome particles are found.
Figure 1 gives the mass percentage per size fraction
of ferro-chrome in a typical 750-g grab sample taken
from the tailings of a Titaco (slag dump material) pro-
cessing plant. We observe that some 60% of the ferro-
chrome particles are in the sub-200-micron range and
have not been removed by conventional gravity sepa-
ration, i.e. jigs. It is also apparent that approximately
two percent of the entire sample is ferro-chrome. At
an approximate market value of 1000 USD per tonne
of ferro-chrome, this represents a calculable loss to
the plant. It is reported that a similar loss occurs with
other ferro-alloy producing plants.

In this paper it is assumed that the hindered set-
tling zone found in a centrifugal separator is compara-
ble to a f luidised bed approaching steady state. Our
intention is to simulate the behaviour of such a bed
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using typical f luidised bed mathematical models,
accommodating the increase in gravity that would
be the norm in a centrifugal separator. The density
and general physical properties of chromium oxide
(Cr2O3), with an RD of approximately 7.0, was
deemed to be very similar to that of the majority of
ferro-alloys and therefore, in the theoretical study and
test work, this material was considered to be the valu-
able/recoverable material. Metal/silica oxides with
RDs of approximately 3.0 were considered to be the
gangue material. An algorithm was employed to simu-
late the f luidised mixed bed of these two species that
demonstrably showed the presence of three zones: an
upper zone, where only the lower density species is
present (metal/silica oxides); a middle zone compris-
ing a mixture of both species; and a lower zone con-
taining only the higher density species (ferro-alloy).
Having established this simulation in the form of a
software package, the effect of an alteration in gravity
could be observed. These results were then com-
pared to those achieved by a centrifugal separator in
chromium-oxide recovery duty.

Theory

The failure of gravity equipment to efficiently
recover the sub-200-micron ferro-chrome particles by
hindered settling can be attributed to two phenom-
ena. The first is that the system is clearly in Stokes-
laminar-settling regime. Calculation of the terminal
velocity Reynolds numbers in water of the sub-200-
micron ferro-chrome particles proves this. These can
be estimated using a simple terminal velocity relation-
ship proposed by Hartman et al [6], and are all less

than 14 for the sub-200-micron range. Classification
under normal gravity will therefore be inefficient.
The second challenge is the blinding effect of the free
settling ratio of the ferro-chrome to slag particles.
The presence of a skew distribution of particles
results in the probability that the hydrodynamic char-
acteristics of the sub-200-micron ferro-chrome parti-
cles are likely to be emulated by larger less dense
slag particles. Assuming Stokes regime and that the
ferro-chrome/slag particles are spherical, it may be
calculated that a slag particle in the 16 to 320-micron
range will emulate the terminal velocity of a ferro-
chrome particle in the 10 to 200-micron range.

Common knowledge holds that by increasing the
gravity forces (increasing terminal velocity of the par-
ticles) on a hindered settling system, the first chal-
lenge, i.e. the presence of Stokes settling regime, can
be overcome. This can be achieved by a centrifugal-
gravity separator. The blinding effect, as understood
from the perspective of Stokes’ or Newton’s hindered
settling equations, clearly shows that a sufficient
increase in gravitational force will cause the hydrody-
namics of a hindered settling system to change from
the laminar settling regime to the turbulent, effec-
tively altering the blinding ratio. It can be calculated
that in the case of a switch from Stokes’ to Newton’s
regime, the average ferro-chrome particle would now
be blinded by a larger slag particle than was the case
in the Stokes’ regime. The removal of larger slag par-
ticles by means of screening after the application of
conventional gravity separation ( jigs) should lead to
improved recoveries by subsequent treatment with
high-gravity centrifugal separation. Examination of a
centrifugal separator would indicate that the hindered
settling zone is comparable to a f luidised bed ap-
proaching steady state, under severe gravity. Figure
2 clearly shows how a mixture of particles of different
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Fig. 1 Mass of Ferro-Chrome in the tailings of a Titaco process-
ing plant
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densities moves through a centrifugal separator, with
the denser particles tending to move closer to the
rotating wall while the less dense tend to migrate over
the top of these particles under the inf luence of cen-
trifugal forces. Fluidising water enters the separator
through the rotating wall, effectively causing a f lu-
idised bed at higher gravity.

Traditional f luidisation expansion models for partic-
ulate f luidisation correlate the voidage (e) of a system
to the superficial f luid velocity (U ) and the Galileo
Number of the particles, which itself is closely related
to terminal velocity (Ut).

These correlations are summed up in the Richard-
son and Zaki equation [7]:

U�Uten Eq. 1

where n is a function of the Galileo Numbers of the
particles present.

The application of this model has traditionally been
by means of the averaging [8], serial [9], or cell
model [10] techniques. The model of Nesbitt and
Petersen [11] has been shown to effectively predict
the expansion of a f luidised bed of polysized spherical
particles, and relies entirely on the serial model phi-
losophy and an original technique for application. 

The model of Nesbitt and Petersen [11]:

Et�1� �
dp�l

dp�s

G(dp)� �1�d(dp) Eq. 2

where F(dp) is the terminal velocity function for
the particle size range

G(dp) is the function correlating particle
size to bed mass fraction, and

s,l refer to the smallest and largest par-
ticle present, respectively (m).

In application, this model validates the assumption
that a f luidised bed in an expanded state is a serial
combination of the expansion of each particle size
class. Each size class contributes to the overall extent
of expansion to the same degree as it would demon-
strate if isolated, with all other physical aspects
remaining unchanged. The cell model was proposed
by Patwardhan and Tien [10], where they show how
each particle demands a certain volume around itself
depending on its own physical properties and those of
the f luid. This combination of the mass of particle
and required void is said to act as a discrete finite ele-
ment with a volume and density. An element located
at the bottom will have the highest cell density of all
elements in the bed. Cell density decreases with
increased height in the bed, and the cell with the low-
est density is found at the top. The stratification of

1�efws

1�[U/F(dp)1/n]

particles on the basis of size for a large particle size
distribution was observed by Al-Dibouni and Garside
[12]. No reference could be found in the literature
effectively testing traditional f luidisation/bed expan-
sion mathematical models in a gravity field other than
that of g�9.81 m.s�2. However, for the purposes of
this study, the simulation of a change in gravity force
was deemed to be achievable by altering the g term in
the Galileo Number, for the purpose of determining
the n value in Eq. 1 and the terminal velocity of each
particle present. Assuming the models of Nesbitt and
Petersen [11] and of Patwardhan and Tien [10] to be
effective, it now becomes possible to define the verti-
cal position of a discrete cell relative to the total
height of the bed on the basis of its density. It has
already been stated that the discrete element density
decreases with bed height, and assuming perfect
stratification, which is reasonable for a large particle
size distribution [12], the density of a discrete ele-
ment is a function of particle size distribution and par-
ticle density, both of which are well defined.

An algorithm was produced in the form of a com-
puter program that simulated the separation of the
binary mixture of particles with each species possess-
ing two distinct particle size distributions. A sche-
matic diagram of the algorithm is given in Figure 3.
To calculate the mass of particles that would be pre-
sent in the mixed (central) zone, it is necessary to
establish its vertical boundaries. The steady-state
position of the largest of the less dense particles
(dp1L) would make up the lower boundary, while the
smallest of the more dense particles (dp2S) would
form the upper boundary of this mixed zone. At a
given f low rate the voidage for the largest particles of
the less dense species (dp1L) is calculated and conse-
quently the bulk density of the associated discrete
finite element is attained. The same calculation is
achieved for the smallest particle of the denser
species (dp2S). The density of the discrete finite ele-
ment in each case was thus judged to be the bound-
ary density for the lower and upper boundaries,
respectively. Once these boundaries were set, the
bulk density of the discrete finite element associated
with every particle class of both species present was
calculated. If it fell between the boundary limits, the
associated particle was judged to be part of the mixed
zone. The particle size distribution of each species
had to be defined and this was achieved by examining
typical raw data. The particle size distributions of the
two species were considered to be of a continuous
nature and hence spline routines were used to repre-
sent each. The spline routines developed were impor-
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tant for determining functions F(dp) and G(dp) for
each species.

The calculation of the bulk density of each discrete
finite element was achieved by using Eq. 3. Initially
the voidage (e) is calculated by applying Eq. 1 dis-
cretely to every particle size class.

rc�(1�e)rs�erf Eq. 3

where rc is the relative density of the discrete
finite element 

rs is the intrinsic relative density of the
solid particle 

rf is the relative density of the f luid.

Results and discussion

Figure 4a diagrammatically represents particles of
both species on a mass basis that will migrate to the
mixed zone � area between dotted lines � under a
gravity force of one. The vertical component in the
diagram refers to successive cell densities with the
highest density cell being at the bottom and the low-
est at the top. The simulation was then repeated at
higher gravity forces, primarily to observe the inf lu-
ence this had on the mass of particles migrating to
the mixed zone. Figure 4b shows the characteristic
reduction in the mass of particles migrating to the
mixed zone, observed for any increase in gravity. For
all simulated gravity forces in excess of normal grav-
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Fig. 3 The algorithm used to determine the mass of particles in the mixed (central) zone
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ity, less mass migrated to the mixed zone. The f luidis-
ing medium used in the simulation was given the
physical characteristics of water.

Certain parameters that would be present during
centrifugal separation could not be brought into the
simulation. An example is the mass pull of denser
material that is an independent setting likely to have
an inf luence on the efficiency of separation. An
increase in this setting is likely to move the system
away from steady-state f luidisation. The setting is nor-
mally presented as a “time duration” within a fixed
time cycle for which the concentrate valve remains
open, allowing denser material to leave the centrifugal
separator. This oscillation effectively controls the
changing ratio, at which the two species migrate
through the centrifugal separator, relative to each
other. In addition, the violent nature of the centrifugal
phenomenon could well cause a greater degree of
mixing than would be present in a steady-state f lu-
idised bed experiencing a mild increase in gravity

force. Figure 5 is a typical result developed by the
simulator. It assumes the mass of particles present in
the mixed zone at a gravity of one to be 100%, and
effectively shows how a mixed f luidised bed experi-
encing an increase in gravitational forces results in a
decrease in the mass of particles present in the mixed
zone. It is notable that perfect separation is achieved
relatively quickly at a gravitational force equivalent to
an acceleration of 24.81 m.s�2, and is an indication of
the level of efficiency that could be achieved by a cen-
trifugal separator.

From the results of test work carried out on a
chromium oxide/silica oxide mix passed through a
centrifugal separator, an improvement in separation
with increase in gravity was clearly observed.

Table 1 gives the percentage of chromium oxide in
the feed to migrate to the concentrate versus gravity.
The gravity acceleration was calculated from the rev-
olutions per minute of the centrifugal separator.

Conclusion

The simulation proves that existing f luidisation
models can be used to show the improvement in sepa-
ration under artificially increased gravity. However,
the lack of direct experimentation proving the effec-
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Fig. 4a shows the mixed bed under normal gravity
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tiveness of f luidisation models under these circum-
stances is notable and can form part of a new study.

The test work categorically shows that an increase
in gravity ultimately causes an improvement in clas-
sification efficiency for the process challenge pre-
sented in this paper. A process that consists of
applying conventional-pulse f luidised bed separators
( jigs) followed by a screening-off of the larger parti-
cles, almost all of which will be slag particles, and
finally recovery of the sub-200-micron ferro-alloy in a
centrifugal separator is suggested. Unlike gold parti-
cles, the low returns that are offered by ferro-alloys
on the open market will mean that optimisation of
such a process would be required. In addition, the
task will be made more complicated by the reality
that the mass pulls of the concentrate are much
higher than in gold recovery service.

Nomenclature

dp particle diameter (m)
dp1L particle diameter of the largest particle 

of the less dense species (m)
dp2L particle diameter of the largest particle 

of the more dense species (m)
dp1S particle diameter of the smallest particle 

of the less dense species (m)
dp2S particle diameter of the smallest particle 

of the more dense species (m)
e voidage
efws free wet-settled voidage
Et total bed expansion factor
F(dp) is the terminal velocity function for the 

particle size range
g is gravitational constant (9.81 m.s�2) 
G increased particle acceleration due 

to centrifugal forces (m.s�2)
G(dp) is the function correlating particle size 

to bed mass fraction
i particle size increment of one micron 

for the denser species (m)
j particle size increment of one micron 

for the less dense species (m)
l refers to the largest particle present (m)
MT is the total mass in the mixed zone for a 

particular gravity
MTi is the mass fraction of the less dense 

species in a mixed zone
MTj is the mass fraction of the more dense 

species in a mixed zone  
n empirical parameter of the Richardson 

and Zaki equation
s refers to the smallest particle present (m)
U empty tube linear f luid velocity (e�1) (m.s�1)
Ut is the terminal velocity of the particle 

derived from F(dp) (m.s�1)
rf is the relative density of the discrete f luid
rc is the relative density of the discrete finite 

element
rs is the relative density of the solid particle
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1. Introduction

Interest in granular materials behaviour has stead-
ily grown over the last few decades as the impor-
tance of powder technology has been increasingly
realised. The challenges to understanding the under-
lying fundamental mechanisms of granular f low are
considerable. Whether the granular materials have
been f luidised or are being stored, one finds new phe-
nomena that are not observable in the usual states of
matter. For example, in vibro-f luidised granular beds,
one finds that the kinetic theory approach is broadly
applicable under a range of situations [1], but that
important differences arise, principally due to the dis-
sipation and friction during particle collisions [2]. In
addition, it cannot be assumed a priori that a contin-
uum approach will be appropriate [3]. Much progress
has been made in predicting granular f low behaviour
using the kinetic theory approach, but until recently
however, there has been little experimental validation
of these studies at the single particle level. Neverthe-
less, in the past few years significant research has
been undertaken to investigate granular dynamics in
two dimensions, and more recently in three dimen-
sions.

Much of the progress in understanding granular
f lows has been through theoretical and numerical
approaches (e.g. see Ref. [4]). Recently though, a
number of experimental techniques have been devel-
oped to investigate two- and three-dimensional vibro-
f luidised granular beds. In two dimensions, a series of
experiments by Warr et al using high-speed digital
photography, demonstrated that highly vibro-f lu-
idised two-dimensional granular beds can operate
near to equilibrium, e.g., the granular velocities
broadly follow Maxwell distributions [5, 6], and the
local structure of the granular bed is similar to that
seen in a thermal f luid [7]. Later, a novel method of
calculating granular temperature was developed [8]
based upon the short-time behaviour of the mean
squared displacement, which does not require detec-
tion of the collision events. This method was used
to measure granular temperature concurrently with
determination of the self-diffusion coefficient [1], and
subsequently allowed simple kinetic theory ap-
proaches to granular beds to be validated [1].

The visualisation of the internal dynamics of three-
dimensional granular f lows is more challenging than
viewing two-dimensional arrays of grains. A number
of techniques have recently been developed to probe
f lows in three-dimensional geometries, including dif-
fusive wave spectroscopy (DWS) [9], magnetic reso-
nance imaging (MRI) [10, 11] and positron emission
particle tracking (PEPT) [12]. The authors have
recently demonstrated the suitability of PEPT for
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studies of highly f luidised granular beds [13]. In that
article, it was shown that variables such as the mean
squared displacement and self-diffusion coefficient
could be measured, and that for very dilute systems
(packing fractions � 0.05) the granular temperature
could be measured.

In this paper, we demonstrate that stochastic
approaches developed for near-equilibrium systems
may be employed to develop an improved understand-
ing of granular behaviour. We show that the displace-
ment probability density is a useful measurand and
leads naturally to the determination of variables such
as packing fraction, granular temperature and the dif-
fusion coefficient.

2. Stochastic Motion in Fluids

If we consider a gas of similar particles undergoing
rapid motion and successive collisions, and within
that gas we “tag” a small number of the particles, then
if the concentration of the tagged particles is negligi-
ble, the motion of the tagged particles is equivalent to
that of a single particle. In this case, the conditional
displacement probability density P(r,t) and the cur-
rent j(r,t) satisfy the continuity equation [14]

P
•

(r,t)�∇ .j(r,t)�0 (1)

and the Fickian constitutive relation

j(r,t)��D∇ P(r,t) (2)

where r is the position vector of a tagged particle, D
is the self-diffusion coefficient and t is the time. Solu-
tion of (1) and (2) in the low frequency limit, i.e. t >>
tE, where tE is the mean time between collisions,
leads to the result

P(r,t)� exp(� ). (3)

The mean squared displacement can be calculated
from this probability density function in the usual way
(see e.g. Ref. [14]) and leads to the well-known Ein-
stein relation

D�lim
t→� � r(t)�r(0)2�. (4)

However, this analysis is only true for unbounded,
homogeneous systems such as an unconstrained
thermal gas or f luid. In a granular system, the pres-
ence of gravity, as well as causing acceleration
between collisions, results in a varying packing frac-
tion profile in the vertical (y) direction, and so D is
actually a position-dependent quantity. In this situa-

1
6t

r2

4Dt
1

(4pDt)3/2

tion, the constitutive relation (2) is modified to

j(r,t)��D(r)∇ P(r,t)�u(r)P(r,t) (5)

and the combination of (5) with (1) results in the
Smoluchowski equation

P
•

(r,t)�∇ .{D(r)∇ P(r,t)�u(r)P(r,t)} (6)

where u(r) is the terminal velocity of a particle in a
resisting medium, when an external potential field is
applied.

In the case of a vibro-f luidised granular bed, u(r)
�u( y) only, as gravitational forces act only in the ver-
tical direction. Similarly D(r)�D( y), since the granu-
lar temperature and packing fraction distributions on
which D depends are only weak functions of x and z
[15]. Knowledge of the displacement probability den-
sity P(r,t) can lead to determination of D from inverse
analysis of (6), and as we shall see, a measure of the
packing fraction and the granular temperature. A sin-
gle particle tracking technique such as positron emis-
sion particle tracking is ideal for the determination of
P(r,t), and developments in this area will be dis-
cussed in the following section.

3. Experimental Procedure

In this paper we present results using the recently
upgraded Birmingham PEPT facility. Although PEPT
tracks only a single particle, the automated facility
allows experimental data to be logged for a consider-
able length of time (up to 6 hours), resulting in
pseudo whole-field data for steady state systems. The
technique has recently been used to investigate a
number of experimental situations, e.g., rotating beds
[12] and paste f low [16], and more recently it has
been used to successfully analyse three-dimensional
vibro-f luidised granular beds [17-21]. The technique
uses a radionuclide that decays by positron emission,
and relies on detecting the pairs of back-to-back
gamma rays produced when positrons annihilate with
electrons. These gamma rays are very penetrating
and an accurate location can be determined from
detection of a small number of back-to-back pairs.
Coincident detection of two gamma rays in a pair of
position-sensitive detectors defines a line passing
close to the point of emission without the need for col-
limation. The University of Birmingham Positron
Camera is a Forte dual-headed gamma camera (Adac
Laboratories, Ca., USA). Each head contains a single
crystal of NaI scintillator, 500�400 mm2, 16 mm
thick, optically coupled to an array of photo-multiplier
tubes. The current maximum count rate of 4�104 s�1
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enables an ideal temporal resolution of 2 ms with a
spatial accuracy of � 1 mm. In the following experi-
ments, a tracer particle was created by irradiating a
glass ballotini sphere with a beam of 3He, which leads
to a bead that is physically indistinguishable from the
remaining beads within the experimental cell. This
radiolabelling process converts the available O nuclei
to a radioisotope of F, which decays resulting in the
emission of positrons. In a dense medium such as bal-
lotini, a positron quickly annihilates with an electron,
producing two back-to-back 511-keV gamma rays.
These are detected in the pair of diametrically placed
camera heads (Fig. 1). Through triangulation of suc-
cessive location events, the position of the tracer par-
ticle can be located in three dimensions. 

A three-dimensional granular gas was generated
using a Ling Dynamic Systems (LDS) vibration sys-
tem. A sinusoidal signal was fed through a field power
supply [LDS FPS 1] and power amplifier [LDS PA
1000] into a wide frequency band electro-dynamic
transducer [LDS V651]. This system has a frequency
range of 5�5000 Hz, a maximum acceleration of 100g
and maximum amplitude of 12.5 mm. A cell of dimen-
sions 145 mm in diameter and 300 mm in height was
placed on the upper surface of the vibrating piston,
itself placed between the photon detectors (Fig. 1).
The cell was constructed of polymethyl methacrylate
(PMMA) to limit the attenuation of the gamma rays
as they travelled through the experimental apparatus,
and the walls were coated with conducting copper
tape to reduce electrostatic charging of the grains.
The cell was vibrated at a frequency of 50 Hz. The

amplitude of vibration A O was 1.74 mm. Initially, glass
ballotini balls of diameter d�5.0�0.2 mm (with an
inter-grain restitution coefficient, ε, measured using
high-speed photography, of 0.91 and mass m�
1.875�10�4 kg) were used as the granular medium
(the number of grains, N�700), though later 4 mm
grains were also employed (m�0.96�10�4 kg) in
experiments on binary mixtures.

At grain speeds of about –c �1 m s�1, the PEPT cam-
era has an accuracy in the x-y plane of about �1 mm.
However, the accuracy in the z direction is substan-
tially worse as the grain needs to be located in a direc-
tion normal to the faces of the detectors. When
calculating the granular temperature (Section 6), the
average behaviour in the z direction was therefore
assumed to be equivalent to that in the x direction,
due to cylindrical symmetry. During each experiment,
the motion of a grain was followed for about one hour,
resulting in up to twenty million location events. Each
location event was ascribed a coordinate in space and
time (x,y,z,t).

4. Displacement Probability Density

One expects that granular particles placed into a
highly agitated granular system will act very much
like a Brownian particle; the buffeting of the grain by
the external particles will result in a random walk,
causing diffusion of the displacement probability den-
sity according to Eq. (6). The displacement probabil-
ity density (DPD) is calculated experimentally by
apportioning location events to discrete height inter-
vals. The displacements of the grain at times after
these location events are then binned to create the
DPD. One then follows the development of the DPD
as a function of time. Figure 2 shows one example of
the evolution of the density function P(x,t) and P( y,t)
over 100 ms at steps of 10 ms, with the grain starting
at 22.5 mm above the base. Initially, P is a delta func-
tion (not shown), as the particle is considered to have
started at the same point every time it is located in
that region, but as time progresses, the particles dif-
fuse outward from this location. One can see this
behaviour when examining the function at times t	0.
At short times, the density function resembles the
Gaussian function expected from Eq. (3), but in the y
direction, as the particles move throughout the bed
the inf luence of the variations in density and the base
becomes apparent and distortions appear. The final
positions of particles starting from different altitudes
are shown overlaid onto Figure 3. This shows clearly
that the long-time probability density of the grains is
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Fig. 1 A schematic of the positron emission particle tracking
facility showing the placement of the vibration system
between the gamma ray detectors.
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Fig. 2 Evolution of the displacement probability density as a function of time for the mono-disperse case, up to 100 ms, (upper figure) in the x
direction and (lower figure) as a function of y.
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the same regardless of their initial position, lending
further credence to the assumption of ergodicidity
previously used [13]. Using such an assumption can
lead to a more accurate measure of the packing frac-
tion, h, and can be obtained by examining the resi-
dence time distribution of the grain. The assumed
ergodicity means that a temporal average is equiva-
lent to a spatial average leading to the following ex-

pression:

h� (7)

where Vi is the volume of the ith segment and Fi( y)
is the fraction of time spent by the particle in this
volume element. The packing fraction distribution
determined using this method is overlaid onto one
obtained from the DPD (Fig. 4) because at extremely
long times, the displacement density function is pro-
portional to the packing fraction density. It shows the
equivalence of the two methods but highlights the
greater accuracy obtained by calculating the packing
fraction from the residence time distribution.

5. Mean Squared Displacement

The mean squared displacement of the grains over
time may be expressed as an integral equation in
terms of P(r,t):

� r(t)�r(0)2���
�

��

(r(t)�r(0))2P(r,t)dr (8)

or in the discretised form

� r(t)�r(0) 2��∑
nr

i=1
(ri(t)�r(0))2P(ri,t)∆r. (9)

where i is the ith interval of displacement, nr is the
number of displacement bins and ∆r is the DPD bin
width. A typical result for the mean squared displace-
ment is shown in Figure 5. Here we can observe a
number of important features. The evolution of the
mean squared displacement is clearly partitioned into
a number of regions. At the shortest times (∆t
20
ms), we can see the quadratic toe characteristic of
ballistic motion [1, 8, 20]. At longer times, the system
becomes diffusive and the mean squared displace-
ment is linear with time. At the longest times, how-
ever, we see that the gradient of the mean squared
displacement reduces. This is the effect of the caging
of the particles in the cell. The walls confine the parti-
cles in the cell limiting the maximum mean squared
displacement that is possible.

The behaviour of the grain in the x and y directions
is somewhat similar. Nevertheless the density does
not vary significantly in the radial direction, and the
DPD in the x direction remains broadly Gaussian at
short times. As the boundary regions are reached,
clipping of the density function occurs, and this is
ref lected in the reduction of the gradient of the mean
squared displacement. In the y direction, the pres-
ence of gravity has a profound effect, but nonetheless

NFi( y)pd 3

6Vi
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Fig. 3 A comparison of the long-time displacement probability
curves for a range of grain start heights (y�2.5, 7.5, 12.5,
17.5 and 22.5 mm). This indicates that the long-time
steady state behaviour of the system is broadly indepen-
dent of the start location and suggests that an assumption
of ergodicity is likely to be appropriate.

Fig. 4 Comparison of the packing fraction profile determined
from the displacement probability density (start height
�22.5 mm) and one produced from the time residence dis-
tribution of the particles. The two curves should in princi-
ple be equivalent, though the time residence distribution
gives a more accurate picture of the solids distribution.



the saturation effect is similar; once the base is
reached or the particles reach the apex of their free
trajectories at the top of the cell, the DPD and the
mean squared displacement are constrained.

6. Granular Temperature

The granular temperature EO, or mean kinetic f luc-
tuation energy, is defined in the usual manner,

EO� (EX�EY�EZ)� (m
—
v2

X�m
—
v2

Y�m
—
v2

Z ) (10)

where m is the mass of the grain and vX, vY and vZ are
the f luctuating particle velocity components about
the mean, resolved in the x, y or z directions and EX,
EY, and EZ are the granular temperatures for each of
the respective directions. It is well known that due to
dissipation, the granular temperature in a vibro-f lu-
idised bed is anisotropic [1, 5, 8, 19, 20, 22], and that,
unlike the case of elastic spheres, equipartition of
energy does not hold. In most cases EY	EX� EZ

[20]. This is an important consideration when prob-
ing the spatial development of a system as it causes a
corresponding anisotropy in the self-diffusion coeffi-
cients [1, 23]. For simplicity, however, we treat D as a
scalar throughout this investigation.

We measure the granular temperature by analysing
the short-time behaviour of the mean squared dis-

1
3

1
3

placement curves [24]. At times of the order of or less
than the mean collision time, the random walk behav-
iour embodied in Eq. (4) no longer holds, and in the
limit t→0, one can deduce from the equation of
motion for a free particle that

� r(t)�r(0) 2���c2�t 2. (11)

By utilising the short-time mean squared displace-
ment one can extract the mean squared speed, and
thence the granular temperature. Bulk convection
currents in the granular bed are small and are
neglected in this procedure [21]. This method can be
applied here for extracting the granular temperature
from the particle DPDs. Figure 6 shows an example
of the granular temperature profile measured in this
way as a function of altitude. This is quite typical;
high kinetic energy is apparent at the base of the cell
that is dissipated as grains collide with those posi-
tioned above them. Boundary effects are visible close
to the bottom surface as the grain-base collisions lead
to deviations from the expected form of the mean
squared displacement versus time curve (Eq. (11))
[20].

The relationships between D, EO and packing frac-
tion h have been investigated in two dimensions [1].
The Enskog kinetic theory equation in two dimen-
sions was shown to be obeyed to within 10% for pack-
ing fractions up to about 0.6 and for the restitution
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Fig. 5 A typical mean squared displacement plot for grains with a
starting location of y�22.5 mm. This shows the three main
regimes in which the grain exists: (1) short time, the
grains are in free motion and the mean squared displace-
ment is quadratic with time; (2) intermediate times, the
grain undergoes random walk-type behaviour (at which
point the grains obey the unbounded diffusion and Smolu-
chowski equations); and (3) long times, boundary effects
become apparent.
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coefficient ε�0.92. In three dimensions, the corre-
sponding Enskog relation reads [14]

D� ( ) . (12)

where n is the number density and gO(d), the radial
distribution function at contact is given by

gO(d)� . (13)

At least two alternative expressions for D have been
derived in which the Enskog theory is modified to
take account of inelasticity [23, 25]. However, for the
case of reasonably elastic collisions (ε�0.91 in the
experiments described here), both modified expres-
sions for D agree with Eq. (12) to within about 10%.
The convective term in (6) can also be derived using
kinetic theory and Brownian motion methods [14]:

u( y)� ( )� (14)

where g is the acceleration due to gravity.

7. Self-dif fusion

It can be seen from Eq. (6) that the dispersion of
the grains in the system is effectively controlled by
the diffusion coefficient. Provided with experimental
values for the DPDs at given times, there are suffi-
cient equations to calculate D as the system is overde-
termined. This method will be presented in detail
elsewhere, but will be brief ly described here.

Equation (6) can be expanded into a form that is a
polynomial in the operator ∂/∂y. The coefficients of
these terms are functions of D and u, each of which
can be extracted by taking the experimental data and
estimating the 1st and 2nd derivatives of the DPDs
using a finite difference approach. There are as many
DPDs as there are time steps, and as a result the ran-
dom errors in using this method are reduced through
the long timescale over which experiments are per-
formed. This results in an overdetermined set of
equations that then allows the coefficients, and
thence D, to be extracted using non-linear regression
methods.

Figure 7 shows the values of the self-diffusion
coefficient extracted in this way. This compares rea-
sonably with an estimate of D which can be obtained
from the gradient of the mean squared displacement
in Figure 5 and predictions of D from Eq. (12), which
suggests that D � 0.005�0.01 m2/s. However, this
method tends to seriously underestimate D at high

1
2EO( y)

pm
gd

16h( y)gO(d)

(2�h)
2(1�h)3

1
2EO

pm
3

8nd 2gO(d)

altitudes and Eq. (12) shows that D is expected to
scale as 1/h which it clearly does not. This is most
likely an artefact of the boundaries of applicability of
the Smoluchowski equation. In rarefied systems,
such as those near or in the Knudsen regime, the
grains tend to move as if in free f light rather than as
in a random walk. Therefore, at large heights, one
sees a diffusion coefficient broadly independent of
packing fraction and dominated by wall collisions
rather than by grain-grain interactions.

One can attempt to quantify the conditions neces-
sary to be able to extract the self-diffusion coefficient
in this way as follows: Supposing that at least three
grain-grain collisions must have occurred in the
period it takes for a grain to return to its original
height under the inf luence of gravity (i.e., if less than
three occur then we assume that the grains are no
longer in the random walk regime), then using simple
kinetic theory predictions, one can estimate for a
mean speed of � 0.43 m.s�1 and particle diameter of 5
mm that a packing fraction of � 0.045 must exist for
the extraction of D from Eq. (6) to be successful, indi-
cating that the above method is only applicable at
heights of less than about 30 mm.

8. Binary systems

In reality, most granular systems do not consist of
mono-sized particles; but rather contain a distribution
of particle sizes. Therefore, in order to understand
true powder f low behaviour, one must go beyond
monodispersity and study systems containing more
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Fig. 7 Self-diffusion coefficient as a function of altitude, extracted
from the displacement probability functions using equa-
tion (6). Error bars, representing the standard deviation of
the mean, are shown for a sample of data points.
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than one particle size.
In the following experiments two grain sizes were

used, 5 mm and 4 mm. The number of 5 mm particles
N1 was 525, and the number of 4 mm particles, N2 was
270. The displacement probability density was mea-
sured for each phase by first using a 5 mm tracer par-
ticle, and then repeating the experiment using a 
4 mm tracer. This allowed the particle coordinates for
each phase in the shaker system to be determined
independently. Subsequently, the methods described
above for calculation of the granular temperature and
the DPDs (Fig. 8) were used to determine these
functions for each size phase. One can see systematic
deviations in the development of the DPDs as the
phases move towards their steady state distributions.
The packing fraction profiles are shown in Figure 9
and highlight the differences in the phase’s steady
state distributions of the two phases.

The granular temperature profiles for each phase
are shown in Figure 10. As previously observed
[17], the system does not normally relax towards a
single temperature [26, 27]. The balance between
energy introduced into the system by the vibrating

base and that lost during inter-particle collisions and
wall-particle collisions determines the granular tem-
perature in a vibrated system. Because of differences
in the mass and size of the particles, there are dif-
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Fig. 8 Evolution of the displacement probability density as a function of time for the bi-disperse case, up to 100 ms, showing the behaviour of
each phase as a function of y. Solid line is the 4 mm displacement probability density, dashed is that for the 5 mm grains.
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ferent solids distribution profiles for each phase,
resulting in significantly different collision rates and
dissipation rates. This has the effect that the particles
relax towards different granular temperatures, which
are coupled through the inter-phase particle colli-
sions. The differences in the granular temperature
and packing fraction propagate in turn due to differ-
ences in the diffusion coefficients.

The diffusion coefficients for each phase calculated
by the method described in Section 7 are shown in
Figure 11. Though the diffusion coefficient of a par-
ticle through particles of a different phase is usually
referred to as the mutual diffusion coefficient, in this
case it is a composite of both the mutual and self-dif-
fusion coefficients, since the particle collides with
other particles of both phases. The fact that the frac-
tion of each phase varies as a function of height
means that the relative dominance of the self-diffu-
sion and mutual diffusion components also varies. As
expected, the fact that each phase has its own packing
fraction and granular temperature profile results in
differing diffusion coefficients for the two phases.

Knowledge of the granular temperature and the
packing fraction, as well as enabling the determina-
tion of the self-diffusion coefficient, is vital for investi-
gating granular f low behaviour at the single particle
level, and provides a powerful route to validating
kinetic theory methods. The measurement of the par-
ticle displacement probability density provides both a
qualitative insight into the behaviour of grains in the
system, and a means by which the above variables

may be extracted, providing much required data for
the understanding of granular f low mechanisms.

Conclusions

Particles in a granular gas are often observed to fol-
low a random walk path. By investigating the motion
of a single tracer particle in a vibrated granular bed, it
is possible to estimate the displacement probability
density. This function provides us with information on
the system, both in a dynamic way, with the evolution
of the displacement density, and on the steady state
variables such as granular temperature and packing
fraction and on the self-diffusion coefficient when the
density is sufficiently high for the stochastic ap-
proach to be appropriate. Similar investigations on
binary systems were used to quantitatively compare
the diffusion coefficient for particles of different
diameters.
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INTRODUCTION

In filtration, vibration has been considered to be a
method to increase the rate of filtration. Ronningen-
Petter Div.1 introduced vibration as a means to pro-
duce slurry agitation to cut premature blinding of the
filter medium, and Russel Finex2 use vibration in their
sieves and filters to prevent blinding of the separator
medium. Sawyer3 suggested the use of vibration to
break up the cake deposited on the filter medium,
and Snowball4 has more recently patented a vibratory
filtration technique. Notwithstanding these applica-
tions, there has been very little published work that
set out to investigate how vibration affects the filtra-
tion process. The motion of particles settling towards
a vibrating filter medium has been analysed by
Wakeman et al 5. It was shown that the vibration of the
filter medium directly affects the motion of the parti-
cles in the suspension as they approach the medium,
and that critical vibration conditions exist when the
particle makes infrequent contact with the medium,
leaving a liquid layer above the medium and hence a
higher liquid f low rate through it. 

In order to investigate the effect of vibration on the
filtration velocity, Bakker et al6 studied the inf luence
of vibrations on the resistance of a polystyrene filter
cake. They found that vibrations caused an increase
of the cake resistance, which seems contradictory

with the known practical applications in filtration.
This suggests that if vibration is not applied properly
it may reduce the filtration rate rather than improve
it. Podkovyrin et al7 found that the use of vibration of
the filter medium improves the filtration rate with an
increase of the vibration amplitude, and Mellowes8

developed a filtration model for candle-type filters.
Further work on applications of vibration to separa-
tion problems has been reported by Metodiev et al9.

To start to understand the effects of vibration on
filtration rates, vibration filtration and permeation
experiments were carried out under different vibra-
tion conditions. The experimental data were pro-
cessed and analysed to determine the effects of
vibration on the filtration of coarse particles. This
paper reports the results from these experiments.

EXPERIMENTAL TECHNIQUES

The apparatus used for the measurements is shown
in Figure 1. The suspension to be filtered was pre-
pared and stored in vessel A. The suspension was
pumped into the filter B. The overf low on filter vessel
B ensured that the height of the suspension (and
hence also the static pressure) remained constant
during an experiment. The filter consisted of a filter
medium (with an area of 0.002 m2) attached to a rigid
support. The vibration was applied to the rigid sup-
port by a vibration generator (Model V406) driven by
a vibration control system (Model DVC 48) and a
power amplifier (Model PA500L), all supplied by Ling
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Dynamic Systems. The accelerometer (Endevco Mod-
el 7201-560) located between the filter medium and
the shaker measured the vibration acceleration of the
filter medium and provided the control signal to
ensure that the shaker outputted a constant accelera-
tion during vibration. The weighing scales and the
timer measured the cumulative mass of filtrate and
the filtration time.

In order to investigate the effect of vibration on fil-
tration, three groups of experiments were carried out.
The first was to investigate the effect of vibration on
the f low rate of liquid through the filter medium. The
second set of experiments investigated the effect of
vibration on the cake formation process and on the
resistance of the cake during its development. The
third set of experiments investigated the effects of
vibration on permeation after a cake had been
formed, to elucidate the relationship between cake
resistance and the dynamic characteristics of the fil-
tration system. In each experiment, vibration with a
fixed frequency and acceleration was exerted on the
filter medium.

A primary purpose of this initial investigation was
to establish that a vibratory force could assist filtra-
tion, before further investigations were carried out to
establish the mechanisms and interacting parameters
between feed properties and operating parameters. In
order to do this, PVC particles with the same size dis-
tribution were used in both filtration and permeation
experiments. The average diameter of the particles
was 126 µm and the size range (measured using a
Malvern MasterSizer) was 108 to 153 µm (105 to 125
µm by sieving).

EXPERIMENTAL RESULTS 

To measure the resistance of the filter medium,
clean liquid was pumped into the filter vessel. After
the vessel began to overf low, the cumulative mass of
permeate and the time were measured to give the liq-
uid f low rate. This procedure was repeated using dif-
ferent vibration characteristics. Some typical results
are shown in Figure 2. These show the linearity
between the permeate volume collected and the col-
lection time (the offset is a result of some liquid being
in the permeate receiver at the start of the test).
Changes in the gradients of the lines through the data
points are very small, indicating correspondingly
small variations in the medium resistance at different
vibration frequencies.

In the cake filtration experiments, vibration was
applied to the filter medium throughout. The PVC
suspension, with a concentration of 6.1 kg m�3, was
fed into the filter. When the suspension began to over-
f low the filter vessel, the cumulative mass of filtrate
and the corresponding filtration time were measured.
The experiment was repeated under different condi-
tions of vibration frequency and acceleration to give a
series of filtration curves. Figure 3 shows a typical
set of filtration curves measured at different vibration
accelerations when the vibration frequency was 500
Hz. The best achievable filtration rate is given by the
line measured when there is no vibration and no parti-
cles in the feed, that is, water is permeating through
the filter medium. Adding particles into the feed
reduces the filtration rate, and low accelerations
further reduce the filtration rate. Increasing the ac-
celeration leads to higher filtration rates, and at an
acceleration of 294 m s�2, the filtration rate is almost
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Fig. 1 Vibration filtration experimental system.

Fig. 2 The filtrate volume collected when passing a clean liquid
through the filter medium.
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as great as when only water was permeating through
the filter medium, which is a substantial increase over
the rate of filtration when no vibration is used.

In the cake permeation experiments, clean liquid
was passed through the filter cake after it had
formed. After the filter vessel started to overf low, the
permeation f low rate was measured. Then vibration
was applied to the filter medium. After about 30 min-
utes vibration, the f low of particles in the filter vessel
approached a quasi-steady state and the permeation
f low rate was measured. Figure 4 shows a typical
permeation f low rate curve under different conditions
of vibration acceleration. From this it is seen that
acceleration had little effect on the permeate f low rate
until a threshold value was reached, when the f low
rate was increased substantially. There is an accelera-

tion at which a peak f low rate is reached, and beyond
that the f low decreases gradually.

DISCUSSION

A method to analyse the data and enable compar-
isons to be drawn is outlined below, based on the
form of Darcy’s law that is usually used in filtration
analysis. Observations made during the experiments
are then described and the data is discussed with ref-
erence to these observations and the analysis of the
data.

Vibration filtration theory
In the analysis of constant pressure cake filtration,

the data is conventionally plotted as t/V versus V and
the straight line relation is used to estimate the av-
erage specific resistance of the cake and the medi-
um resistance, in which t is the filtration time and
V is the cumulative filtrate volume (Wakeman and
Tarleton10). The filtration experiments using vibration
show that it is very different from cake filtration. At
a fixed vibration frequency, when the acceleration
is below a particular value, the straight line relation
between t/V and V exists. Otherwise, the relation
breaks down as shown in Figure 5. This means that
the cake filtration theory cannot be used directly for
the analysis of vibration filtration data.

During the vibration filtration process, the vibration
affects the movement of particles above the filter
medium and may change the f lowing state of the liq-
uid as it passes through the filter medium, when com-
pared with filtration without vibration. This suggests
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Fig. 3 The filtrate volume collected with 500 Hz vibration applied
to the filter medium during cake filtration experiments.

Fig. 4 Filtrate permeation rate under conditions of different vi-
bration acceleration during cake filtration experiments.
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Fig. 5 Filtrate volume collected and the corresponding filtration
curve obtained during a vibration filtration experiment.
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that there needs to be an additional resistance term in
the conventional filtration equation. As a preliminary
approach, it is assumed that the resistance can be
broken down into the following terms:

Resistance to liquid f low caused by the medium:
Rm (constant)

Resistance to unidirectional liquid f low through the
cake: Rc

Resistance to liquid f low arising from vibration of the
medium and cake: Rv

According to Darcy’s law, the relation between the
filtrate f low rate Q and the resistances can be written
as:

Q� � (1)

where m is the viscosity of the filtrate, A is the area of
the filter medium, ∆p is the filtration pressure, V is
the cumulative volume of filtrate and t is the filtration
time.

The resistance Rv can be separated into two parts.
One part, Rvf, is caused by the change of the f lowing
state of liquid passing through the filter medium due
to the vibration. The other part, Rvp, is caused by the
change of particle movement in the filter vessel imme-
diately above the filter medium, which is defined as
the vibrating particle movement resistance. When no
particles are in the liquid, Rvp�Rc�0. Under these cir-
cumstances, the resistance R�Rm�Rvf is defined as
the vibrating medium resistance. When the vibration
is zero, Rv�0, and the equation represents normal
cake filtration.

It is difficult to estimate the Rc and Rv individually.
Here it is investigated how the vibration affects
Rcv�Rc�Rv, defined as the combined cake resistance.
Rcv can be obtained from equation (1) as:

Rcv� �Rm�( / )�Rm (2)

Rm can be estimated from the experimental perme-
ation data obtained without vibration and when only
liquid was being fed to the filter. If the filtrate f low
rate Q at time t is known, the relationship of Rcv with
filtration time t can be obtained if the pressure differ-
ence ∆p across the filter is assumed to be constant
during the vibration filtration process.

For the normal cake filtration, the resistance of the
cake is directly proportional to the mass of dry solids
deposited per unit area of filter w, and the proportion-
ality constant a is defined as the specific cake resis-

dV
dt

A∆p
m

A∆p
mQ

A∆p
m(Rm�Rc�Rv)

dV
dt

tance (Wakeman and Tarleton10). For the vibration
filtration, like normal cake filtration, the combined
cake resistance is related to the mass of dry solids
deposited per unit area of filter w. But the ratio be-
tween the combined cake resistance and the mass of
dry solids deposited per unit area of filter is not a con-
stant during the vibration filtration process, which
changes with the filtration time. It is defined as the
vibrating specific cake resistance av(t). During vibra-
tion-assisted filtration, suppose that the concentration,
c, of the feed suspension is a constant and ignore
the liquid in the cake. The combined cake resistance
has the relation with the vibrating specific cake resist-
ance and the cumulative filtrate as in equation (3)
(Wakeman and Tarleton6):

Rcv� av(t) (3)

Therefore, the average vibrating specific cake resis-
tance, aavv, can be obtained during the filtration time
T as in equation (4):

aavv� �
T

0

dt (4)

where Rcv and V were related to the vibration fre-
quency and acceleration and the filtration time.
Therefore, aavv is a function of the vibration charac-
teristic (intensity) and the filtration time. When no
vibration is exerted on the filter medium, aavv is equal
to the average specific cake resistance in conven-
tional cake filtration.

Vibration effects on medium resistance
The vibrating medium resistance was estimated

using the experimental data obtained from the me-
dium resistance measurements, using equation (1).
Some results are shown in Figures 6 and 7. When
no vibration exists, Rvf �0 and the medium resistance
is equal to that found for a normal filtration process. 

Figures 6 and 7 show that vibration changes to
only a small extent the f lowing state of liquid passing
through the filter medium, indicated by the vibrating
medium resistance being different from the medium
resistance (the medium resistance is the value at
zero frequency and zero vibration acceleration). The
change (R�Rm) is very small compared with Rm. In
further analyses of the data, Rvf is neglected and
considered to be zero in vibration filtration.

Vibration effects on cake formation 
The cake formation process (slurry thickening

above the filter medium is included in this context)

Rcv

V
A
Tc

cV
A
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depends on the vibration characteristics. Different
vibration accelerations lead to different cake forma-
tion processes. The qualitative state of the cake or
suspension in the filter chamber was observed visu-
ally through the perspex walls of the filter. When the
vibration acceleration was low at a particular fre-
quency, for example 49 m s�2 at 200 Hz, the cake for-
mation process was similar to that without vibration;
the particles progressed in a uniform direction
through the filter vessel in an orderly manner to form
the cake, as shown in Figure 8(b). The cake forma-
tion process changed with an increase of the vibration
acceleration. At the beginning of filtration, the state of
the particles was as shown in Figure 8(a), that is, the
particles were uniformly distributed above the filter
medium. Once the filtration had started, cake formed
on the filter medium but the morphology of the cake
was dependent on the vibration acceleration. For

lower vibration accelerations, the shape of cake was
as shown in Figure 8(b), whilst at higher vibration
accelerations, the form of the cake was as shown in
Figure 8(c). The “cake” in Figure 8(c) does not
cover the filter medium, but exists as a dense “cloud”
of particles lying just above the medium. There are
zones around the “cloud” through which liquid is able
to f low freely and which appear to have particle con-
centrations similar to the feed suspension. At 500 Hz,
for example, the formation characteristics of the cake
changed from that depicted in Figure 8(b) at 196 m
s�2 to that shown in Figure 8(c) at 294 m s�2.

Combined cake resistance (Rcv) during filtration
After filtration a typical thickness of cake was 27

mm. The pressure exerted on the cake was about
1638 Pa for a suspension with a depth of 196 mm in
the filter vessel, and the pressure change on the cake
from the beginning to the end of the filtration was
about 262 Pa. Therefore, the pressure difference ex-
erted on the cake was assumed to be constant in the
following analysis, and a value of 1800 Pa was used.

The combined cake resistance was estimated using
the data obtained in the filtration experiments, and is
shown in Figures 9, 10 and 11. These figures show
that the vibration characteristics strongly affect the
filtration velocity because the combined cake resis-
tance approaches zero when the vibration accelera-
tion exceeds a particular value, which we define as
the critical vibration acceleration (CVA). The CVA
depends on the vibration frequency. For example, at
200 Hz, an acceleration greater than 98 m s�2 caused
the combined cake resistance to reduce to zero (Fig-
ure 9), whereas an acceleration of 294 m s�2 at 300
and 500 Hz was required to produce a similar effect
(Figures 10 and 11, respectively).

The rate of increase of the combined cake resis-
tance depends on the vibration acceleration exerted
on the filter medium during the filtration process.
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Fig. 6 The variation of the medium resistance with vibration fre-
quency with clean liquid f lowing through the medium (no
filtration).
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Fig. 8 State of the cake and particles during vibration-assisted fil-
tration: the effect of increasing acceleration.
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Fig. 7 The variation of the medium resistance with vibration
acceleration with clean liquid flowing through the medium
(no filtration).
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Figures 9, 10, and 11 show that from the start of the
filtration a weak vibration acceleration, for example,
49 m s�2 at 200 Hz and 98 m s�2 at 300 Hz, increases
the combined cake resistance as compared with filtra-
tion without vibration. A stronger vibration accelera-
tion decreases the resistance at the beginning of
filtration, but as the filtration proceeds, all vibrations
below the CVA allow the combined cake resistance to
increase quickly compared with the filtration without
vibration. For example, use of 88.2 m s�2 at 200 Hz or
196 m s�2 at 500 Hz leads to a resistance during the
earlier stages of filtration that is lower than is the case
without vibration, but the resistance later increases
sharply to become greater. Higher accelerations de-
lay the time before the resistance starts to increase
quickly, as is shown in Figure 11 by comparison of
the curves for accelerations of 176.4 and 196 m s�2 at
500 Hz. When the vibration acceleration is greater
than the CVA, the resistance remains lower than is
the case in a normal filtration. There is some evi-
dence that the CVA may depend on the weight of cake
deposited on the filter medium; for example, the 196
m s�2 at 300 Hz curve lies below that measured for a
normal filtration but after some time starts to rise
towards it.

Average vibration specific cake resistance (aaavv)
during filtration

The average vibrating specific cake resistance
changes with the vibration characteristic. The aver-
age vibrating specific cake resistance was estimated
for vibration-assisted filtration at a filtration time of
150 seconds, using the experimental data and equa-
tion (4). The results are shown in Figure 12. The
resistance increases at low vibration accelerations and
reaches a peak value at a specific vibration accelera-
tion dependent on the vibration frequency. The peak
values are reached at 49, 98 and 68.6 m s�2 at 200, 300
and 500 Hz respectively. After the peak, the average
vibrating specific cake resistance reduces with the
increase of the vibration acceleration. The magnitude
of these peak values are expected to depend on the
size and density of the particles, a factor that will be
investigated in later experiments.

Beyond the acceleration corresponding to the peak
resistance values, the cake resistance falls sharply at
200 Hz and slowly at 500 Hz compared with that at
300 Hz. When the vibration acceleration at different
vibration frequency exceeds a certain value, the aver-
age vibrating specific cake resistance approaches
zero and remains fairly constant. In this region, the
vibration-assisted filtration behaves similarly to the
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200 Hz vibration frequency

Fig. 9 Variation of the combined cake resistance with time dur-
ing the vibration-assisted filtration process with the medi-
um vibrating at 200 Hz.

300 Hz vibration frequency

Fig. 10 Variation of the combined cake resistance with time dur-
ing the vibration-assisted filtration process with the medi-
um vibrating at 300 Hz.

500 Hz vibration frequency

Fig. 11 Variation of the combined cake resistance with time dur-
ing the vibration-assisted filtration process with the medi-
um vibrating at 500 Hz. 

0 100 200 300 400

0 100 200 300 400

0 100 200 300 400

9e�11

8e�11

7e�11

6e�11

5e�11

4e�11

3e�11

2e�11

1e�11

0

8e�11

7e�11

6e�11

5e�11

4e�11

3e�11

2e�11

1e�11

0

8e�11

6e�11

4e�11

2e�11

0

Filtration time (s)

Filtration time (s)

Filtration time (s)

No vibration
49 m/s2 vibration acceleration
68.6 m/s2 vibration acceleration
78.4 m/s2 vibration acceleration
88.2 m/s2 vibration acceleration
98 m/s2 vibration acceleration
196 m/s2 vibration acceleration
294 m/s2 vibration acceleration

No vibration
49 m/s2 vibration acceleration
98 m/s2 vibration acceleration
147 m/s2 vibration acceleration
176.4 m/s2 vibration acceleration
196 m/s2 vibration acceleration
294 m/s2 vibration acceleration

C
om

bi
ne

d 
ca

ke
 r

es
is

ta
nc

e 
(m

�
1 /

m
2 )

C
om

bi
ne

d 
ca

ke
 r

es
is

ta
nc

e 
(m

�
1 /

m
2 )

C
om

bi
ne

d 
ca

ke
 r

es
is

ta
nc

e 
(m

�
1 /

m
2 )

No vibration
49 m/s2 vibration acceleration
68.6 m/s2 vibration acceleration
98 m/s2 vibration acceleration
176.4 m/s2 vibration acceleration
196 m/s2 vibration acceleration
294 m/s2 vibration acceleration



permeation of a clean liquid (that is, filtration rates
are similar to permeation rates through the filter
medium). The filtration efficiency is then at a maxi-
mum, in the sense that a maximum filtrate f low rate is
being reached even though filtration is still being
achieved. The value of this vibration acceleration
corresponds with the CVA. 

Vibration effects on permeation
After a cake has formed, the vibration characteris-

tics strongly affect the state of the cake. Whereas
weak vibration compacted the cake, intense vibration
loosened or broke up the cake and dispersed the par-

ticles in the liquid. When the vibration acceleration
was low at a particular frequency, for example 98 m
s�2 at 600 Hz, the cake compacted as shown in Fig-
ure 13(b) compared with filtration without vibration
shown in Figure 13(a). There was a tendency, also,
for more intense vibration to densify the cake to a
greater extent. For example, the thickness of the cake
after vibration at 98 m s�2 and 300 Hz was 15 mm,
while at 49 m s�2 and 300 Hz it was 16.5 mm.

With a small increase in acceleration, the thickness
of “cake” in the centre zone of the filter just above
the medium increased and the thickness around the
boundaries of the cake reduced, as shown in Fig-
ure 13(c) (such a result was obtained at, for ex-
ample, 147 m s�2 at 300 Hz). When the vibration
acceleration was further increased, for example to
between 196 and 274 m s�2 at 300 Hz, a channelling
phenomenon occurred and some particles in the
“cake” started to f low as shown in Figure 13(d). The
change from the compaction to the channelling
phenomena was gradual, caused by the increasing
vibration acceleration. Increasing the vibration accel-
eration still further caused the particles to disperse
further into the liquid just above the filter medium, as
shown in Figure 13(e). At higher accelerations, for
example using 490 m s�2 at 300 Hz, the “cake” broke
up completely and the particles dispersed into the
liquid as shown in Figure 13(f ). The acceleration at
which each of the phenomena was prevalent depended
on the mass of solids in the cake (in the above, the
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Fig. 12 Average vibrating specific cake resistance under different
vibration characteristics.
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Fig. 13 State of the cake and particles during vibration permeation through a formed cake: the effect of increasing acceleration.
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mass of dry solids in the cake was 20 grams).

Combined cake resistance during permeation 
The critical vibration acceleration during perme-

ation (CVAP) depended not only on the vibration fre-
quency but also on the mass of cake, as shown in
Figure 14 obtained from the permeation experimen-
tal data. When the vibration frequency was 600 Hz,
the combined cake resistance increased with the
vibration acceleration applied to a 56.77-gram dry
cake. In comparison, a frequency of 200 Hz caused
the resistance to increase with acceleration until 98 m
s�2 was reached, beyond which the cake resistance
fell to almost zero at 196 m s�2.

When the cake contained 20 grams of dry solids,
vibration with 200 Hz and 147 m s�2 showed a similar
effect (that is, the combined cake resistance ap-
proached zero). Compared with the result for the
cake of 20 grams, resistances of cakes with masses of
30.06 and 56.77 grams increased to greater extents.
Beyond the CVAP, the cake resistance rose again with
the vibration acceleration for the 30.06- and 56.77-
gram cakes. The greater the mass of the cake, the
bigger the increase of resistance caused by the vibra-
tion.

The combined cake resistance was related to the
dynamic characteristics of the filtration system, as
shown in Figure 15 from the permeation experimen-
tal data. For a vibration with a fixed acceleration, a
higher frequency was associated with a lower vibra-
tion energy. Therefore, if the vibration acceleration
was unable to break up the cake, the resistance
should reduce with the increase of the vibration fre-
quency. Figure 15 further shows that the resistance

increases with an increase of the vibration frequency
at frequencies above 1600 Hz.

Comparing the filtration and permeation experi-
mental results, the conclusion can be obtained that
critical vibration accelerations for filtration and per-
meation are different. The critical vibration accelera-
tion during permeation is larger than that during
filtration (CVA�CVAP). For example, when a 200-Hz
vibration was applied, CVAP for a 20-gram cake was
147 m s�2 as shown in Figure 14, while CVA for a 31-
gram cake was 98 m s�2 as shown in Figure 9.

CONCLUSIONS

Vibration of the filter medium caused only a small
change to the resistance experienced by filtrate pass-
ing through it, which itself was small compared with
the resistances of the cakes formed. However, the
resistance of the cake could be reduced substantially
under the correct conditions of vibration.

Vibration can increase the rate of filtration, but its
intensity has to be greater than the critical vibration
acceleration. In turn, the critical vibration acceleration
is related to the vibration frequency, the weight of dry
solids in the cake and the dynamic characteristics of
the filtration system. Also, the critical vibration accel-
eration obtained during filtration is different from that
obtained during f luid permeation through an already
formed cake. If the vibration acceleration is smaller
than the critical vibration acceleration, the vibration
cannot improve the rate of filtration but will in fact
slow it.

122 KONA  No.20  (2002)

Fig. 14 Combined cake resistance for various masses of cakes
under different vibration acceleration and frequency con-
ditions during permeation experiments.

Fig. 15 Combined cake resistance under different vibration fre-
quency and acceleration conditions during permeation
experiments.
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NOMENCLATURE

A Filter area (m2)
p Pressure (Pa)
Q Filtrate f low rate (m3 s�1)
Rc Resistance of the filter cake (m�1)
Rm Resistance of the filter medium (m�1)
Rv Resistance arising from the applied vibrations 

(m�1)
Rvf Resistance of the vibrating filter medium (m�1)
Rvp Vibration particle movement resistance (m�1)
T Total filtration time (s)
V Filtrate volume (m3)
c Concentration of suspension (kg m�3)
t Time (s)
w Mass of dry solid unit area deposited 

on the filter (kg m�2)
av(t) Vibration specific cake resistance (m kg�1)
aavv Average vibration specific cake resistance 

(m kg�1)
m Filtrate viscosity (Pa s)
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1. Introduction

Experiments with bulk solids during silo f low show
a large effect of the wall inclination and wall imperfec-
tions on wall stresses [1]-[7]. In general, wall stresses
increase when silo walls become convergent, and
they decrease when silo walls are divergent. A signifi-
cant growth of wall stresses is usually observed at
the transition between bin and hopper (the so-called
“switch”). A wall imperfection directed to the inside of
the bulk solid causes an increase of wall stresses. In
turn, a wall imperfection directed to the outside of the
bulk solid diminishes wall stresses. 

The wall inclinations and wall imperfections inf lu-
ence wall stresses due to the fact that bulk solids are
very sensitive to every change in the direction of
shear deformation [8]-[11]. Thus, a realistic calcula-
tion of wall pressures due to the change of the wall
inclination and the occurrence of imperfections in a
silo is possible using a constitutive law taking into
account this important granular property.

The intention of the paper is to analyse numerically
the effect of the wall inclination and wall imperfec-
tions on the evolution of wall stresses in granular
materials at the beginning of confined granular f low
in a plane strain model silo with very rough walls.
The calculations were carried out for quasi-static

mass f low in a silo with a constant outlet velocity
along the entire bottom (inertial forces were neg-
lected). In a theoretical study, a finite element method
on the basis of a polar hypoplastic constitutive law
was used. The constitutive law can describe the
salient properties of granular bodies during deforma-
tion with allowances made for shear localisation [12]-
[15]. The effect of density, pressure, deformation
direction, mean particle diameter and particle rough-
ness is also captured. The FE calculations were carried
out within a silo research study aimed at determin-
ing an optimal shape and roughness of silo walls to
reduce an increase of wall stresses after outlet open-
ing. In the paper, compressive stresses were consid-
ered negative (as in soil mechanics).

2. Constitutive law for granular bodies

A polar hypoplastic law [12]-[15] is an alternative to
a polar elasto-plastic formulation [16]-[17] for contin-
uum modelling of granular materials. It was formu-
lated within a polar (Cosserat) continuum [18]. A
polar (Cosserat) continuum differs from a non-polar
one by additional rotations. For plane strain or axial
symmetry, each material point has three degrees of
freedom: two translations u1 and u2, and one rotation
ωc. The polar rotation ωc is related with the micro-
rotation and is not determined by displacements as in
a non-polar continuum

wij�0.5(ui, j�uj, i). (1)
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The gradients of the polar rotation are connected
with curvatures which are associated with couple
stresses. The deformation and stress tensor become
non-symmetric. As a consequence of the presence
of rotations and couple stresses, the constitutive
equation is endowed with a characteristic length
corresponding to the mean particle diameter. Thus,
numerical results are independent of the spatial dis-
cretisation, and boundary value problems remain
mathematically well posed. Due to the presence of a
characteristic length, a polar approach can model the
thickness of shear zones (which are inherent charac-
teristics of granular f low in silos) and related particle
size effects. The polar hypoplastic law can reproduce
essential features of granular bodies. It takes into
account such important properties as: dependence on
pressure level, on density, and on the direction of
deformation rate, dilatancy and contractancy during
shearing with constant pressure, and increase and
release of pressure during shearing with constant vol-
ume. The constitutive law is characterised by simplic-
ity and a wide range of applications. The material
constants can be found by means of standard element
tests and simple index tests. They are simply corre-
lated with particle properties. Thus, they can be esti-
mated from granulometric properties (encompassing
particle size distribution curve, shape, angularity and
hardness of particles) [11], [19]-[21]. The capability
of this law has been already demonstrated in solving
boundary value problems involving localisation such
as biaxial tests, monotonous and cyclic shearing of a
narrow granular layer, trap door, silo filling, silo f low,
furnace f low, footings, retaining walls and sand
anchors. A close agreement between calculations and
experiments was achieved. The FE calculations
showed also that the thickness of shear zones did not
depend upon the mesh discretisation if the size of
finite elements in the shear zone was not more than
five times the mean particle diameter when using tri-
angular finite elements with linear shape functions for
displacements and a Cosserat rotation [22]. 

Stress changes and couple stress changes during
the plane strain deformation of granular bodies are
expressed by 

s
o
ij�F(e, d50, skl, mk, dc

kl, kk), (2)

m
o

i�f(e, d50, skl, mk, dc
kl, kk), (3)

wherein σij and mi are the Cauchy stress tensor and
the Cauchy couple stress vector, respectively, e
denotes the void ratio, the Jaumann stress rate tensor,
and the Jaumann couple stress rate vector, dkl

c the

polar rate of deformation, kk the rate-of-curvatures
vector and d50 the mean particle diameter. The follow-
ing representations of the general constitutive equa-
tions (Eqs. 2 and 3) are used:

s
o

ij�f s[Lij(ŝkl,m̂k,dc
kl,kkd50)�fdNij(ŝij)BNdc

kldNckl�kNkkkdN250],
(4)

m
o

i/d50�f s[Lc
i(ŝkl,m̂k,dc

kl,kkd50)�fdNc
i(m̂i)BNdc

kldNckl�kNkkkdN250],
(5)

wherein the normalised stress tensor ŝij and the nor-
malised couple stress vector m̂i are defined by

ŝij� ,  m̂i� . (6)

The scalar factors fs�fs(e, σkk) and fd�fd(e, σkk) take
into account the inf luence of the density and pressure
level on the stress and the couple stress rates. The
stiffness factor fs is proportional to the granulate
hardness hs and depends on the mean stress and void
ratio:

fs� ( )(� )1�n, (7)

with

hi� � �( )a . (8)

The constant c1 is defined by Eq. 16. The granulate
hardness hs represents a density-independent refer-
ence pressure and is related to the entire skeleton. It
should not be confused with the particle hardness
which refers to single particles. The density factor fd,
a kind of a pressure-dependent relative density index,
is represented by

fd�( )a. (9)

Here e is the current void ratio, ec is the critical
void ratio, ed denotes the void ratio at maximum den-
sification due to cyclic shearing, ei is the maximum
void ratio, and α and n are constants. The void ratio e
is thus bounded by ei and ed. The values of ei, ed and
ec are assumed to decrease with pressure �σkk

according to the equations [21]:

ei�ei0exp[�(�skk/hs)n], (10)

ed�ed0exp[�(�skk/hs)n], (11)

ec�ec0exp[�(�skk/hs)n], (12)

wherein ei0, ed0 and ec0 are the values of ei, ed and ec

for σkk�0, respectively. For the tensor and vector

e�ed

ec�ed

1
c1M3

ei0�ed0

ec0�ed0

1
3

1
c1

2

skk

hs

1�ei

e
hs

nhi

mi

skkd50

sij

skk
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functions L ij, L i
c, Nij and Ni

c, the following representa-
tions are used

Lij�a1
2d c

ij�ŝij(ŝkldc
kl�m̂ikkd50),

Lc
i�a1

2kid50�a1
2m̂i(ŝkldc

kl�m̂ikkd50), (13)

Nij�a1(ŝij�ŝ*ij),   Nc
i�a1

2acm̂i, (14)

where

a1
�1�c1�c2

d'ŝ*klŝ*lk[1�cos(3q)], 

cos(3q)�� (ŝ*klŝ*lmŝ*mk), (15)

c1��� ,  c2� . (16)

φc is the critical (residual) angle of internal friction, θ
denotes the Lode angle, i.e. the angle on the devia-
toric plane σ1�σ2�σ3�0 between the stress vector
and the axis σ3 (σi is a principal stress component).
The coefficient a1

�1 determining the shape of the sta-
tionary stress surface lies empirically in the range 3
to 4.5. The dimensionless polar constant ac controls
the inf luence of the Cosserat quantities on the mater-
ial behaviour. It lies in the range of 1.0-5.0 and is cor-
related with the particle roughness; the higher the
constant ac, the smaller are the polar effects. σij

*

denotes the deviatoric part of σij. For an isotropic
stress state with σij

*�0, the expressions in Eq. 15
become cos(3θ)�0 and a1

�1�c1. The first terms are
linear and the second terms in Eqs. 4 and 5 are non-
linear in dkl

c and kd50, respectively. The second terms
in Eqs. 4 and 5 describe the modulus of the deforma-
tion. Thus, a polar hypoplastic law depends on the
direction of deformation.

The FE analyses of silo f low for the case of plane
strain were carried out with the following nine mater-
ial constants (for so-called cohesionless Karlsruhe
sand [21]): ei0�1.3, ed0�0.51, ec0�0.82, φc�30°,
hs�190 MPa, α�0.3, n�0.5, d50�0.5 mm and ac�a1

�1.
The parameters hs and n are determined from a sin-
gle oedometric compression test with an initially
loose specimen, hs ref lects the slope of the curve in a
semi-logarithmic representation, and n its curvature.
The constant α is found from a triaxial test with a
dense specimen. It ref lects the height and position of
the peak value of the stress-strain curve. The angle φc

is estimated from the angle of repose or measured in
a triaxial test with a loose specimen. The values of ei0,
ed0, ec0 and d50 can be obtained with index tests
(ec0�emax, ed0�emin, ei0�(1.1-1.5)emax). 

(3�sinfc)
sinfc

3
8

(3�sinfc)
sinfc

3
8

M6
[ŝ*klŝ*lk]1.5

3. Finite element data

The plane strain calculations of granular f low were
performed with a bin with a height of h�0.50 m and a
width of b�0.20 m (h/b�2.5, b/d50�400) [23]. The
FE mesh with quadrilateral finite elements composed
of four diagonally crossed triangles was applied to
avoid volumetric locking and spurious element be-
haviour. A total of 3000 triangular elements with lin-
ear shape functions for the displacements and the
Cosserat rotation were used. Symmetry with respect
to the centre line was taken into account. In order to
realistically describe the interface behaviour along
the wall, the FE mesh was strongly refined at the
wall. The width of three quadrilateral elements close
to the wall was equal to 0.5 mm, 1.5 mm, 3 mm and
the width of the next five elements was 5 mm, respec-
tively. The height of all quadrilateral elements was 10
mm. Quasi-static f low (without inertial forces) was
initiated through constant vertical displacement incre-
ments prescribed to all nodes along a smooth bottom.
Thus, mass f low was obtained in the silo.

The FE calculations were carried out mainly with
an initially dense solid (low initial void ratio) between
very rough walls (rw�d50). In this case, the largest
stress increments occur during silo f low after bottom
displacement [22]-[24]. The wall roughness rw is de-
picted as a relative height between the highest and
the lowest point along the surface at a length of (2-
3)�d50 [22]. For modelling of very rough walls in
silos, full shearing of the material along a wall was
assumed [22]:

u1�0,  u2�0,  wc�0. (17)

As a result of the assumed polar boundary condi-
tions along the wall (Eq. 17), the wall friction angle
can be derived and no special interface elements are
needed [22]. The remaining boundary conditions in
the silo fill were along the top traction and moment-
free, and in the symmetry axis: u1�0, ωc�0 and
σ21�0 (σ21 � vertical shear stress).

To investigate the inf luence of the wall inclination
and wall imperfection, the analyses were carried out
with the same initial stress state, namely with the so-
called Ko state (frequently used in soil mechanics):
σ22�γx2, σ11�σ33�K 0γx2, σ12�σ21�m1�m2�0 (σ11 �
horizontal normal stress, σ22 � vertical normal stress,
σ33 � normal stress perpendicular to the plane of
deformation, σ12 � horizontal shear stress, σ21 � ver-
tical shear stress, m1 � horizontal couple stress, m2 �
vertical couple stress, γ � initial unit weight of sand,
x2 � vertical coordinate measured from the top of the
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solid, K0�0.40 � pressure coefficient at rest). To
study the effect of the initial stress state on wall
stresses, a comparative calculation was also per-
formed with initial stresses after filling according to a
slice method by Janssen [6]: 

s22� [1�exp( )], (18)

s11�NKs22, (19)

s12�s21�s11tanjw(1�2x1/b), (20)

s33�s11, (21)

where NK is the mean pressure coefficient, ϕw denotes
the mean wall friction angle, x1 is the horizontal co-
ordinate measured from the wall, b denotes the silo
width, and σ33 is the normal stress perpendicular to
the plane of deformation. Both model experiments
[22] and numerical calculations [12] show that
stresses in silos during filling can be approximated
with a slice method provided that NK and ϕw are empiri-
cally estimated. The choice was made on the basis of
model tests [22]: NK�0.29 and ϕw�43° (initially dense
sand between parallel and very rough walls). 

Four different wall inclinations in a silo were
assumed: parallel walls (Fig. 1a), slightly convergent
walls with a wall inclination from the bottom equal to

�2NKtanjwx2

b
gb

2NKtanjw

α�88° (Fig. 1b), slightly divergent walls with a wall
inclination from the bottom equal to α�88° (Fig. 1c),
and parallel walls (h�0.25 m) and slightly convergent
walls (h�0.25 m) with a wall inclination from the bot-
tom equal to α�88° (Fig. 1d). 

Two different wall imperfections at the mid-height
of the wall (h�0.25 m) were taken into account: a
small imperfection directed to the inside of the bulk
solid (Fig. 1e) and a small imperfection directed to
the outside of the bulk solid (Fig. 1f ). The height of
both imperfections was h1�40 mm (h1/b�0.2) and
the width b1�2.5 mm (b1/b�0.0125).

The calculations were carried out with large defor-
mations and curvatures. In this case, an Updated
Lagrangian formulation was applied using both the
Jaumann stress rate and the Jaumann couple stress
rate [22]. At the same time, the changes of the ele-
ment configuration and the element volume were
taken into account. 

The integration was performed in 3 sample points
placed in the middle of each triangular element side.
The density of the silo fill was kept constant. For the
solution of the non-linear equation system, a modified
Newton-Raphson scheme with line search was applied
using an initial global stiffness matrix calculated with
only two first terms of the constitutive equations
(Eqs. 4 and 5). To accelerate the calculations in the
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Fig. 1 Different wall inclinations and wall imperfections assumed for FE calculations
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softening regime, the initial increments of displace-
ments and the Cosserat rotation in each calculation
step were assumed to be equal to the converged
increments from the previous step. In addition, to pre-
vent possible inadmissible stress states (in particular
in the corner of the wall at the bottom), a sub-step-
ping algorithm was used (deformation and curvature
increments were divided into smaller parts within
each step). The iteration steps were performed using
translational and rotational convergence criteria
(found by means of preliminary FE calculations). For
the time integration of stresses and couple stresses in
finite elements, a one-step Euler forward scheme was
applied.

4. Numerical results

Influence of initial void ratio and initial stress
state

Figure 2 shows the evolution of normalised hori-

zontal normal stresses σ11/(γb) at the mid-height of
the wall (h�0.20-0.30 m) during the normalised verti-
cal bottom displacement u2/h in a model silo with par-
allel walls of Figure 1a at the onset of quasi-static
granular f low. The onset of silo f low is crucial with
regard to maximum wall stresses [22]-[24]. Later,
wall stresses have a tendency to oscillate with wan-
dering small peaks due to the appearance of shear
zones along a wall and inside of the f lowing material
[22]-[24]. The presented range of u2/h for dense sand
(eo�0.60) and loose sand (eo�0.90) in Figure 2 is dif-
ferent.

The shear stresses were not taken into account dur-
ing filling (Ko � initial stress state), thus wall stresses
decreased at the beginning of f low (Fig. 2). The wall
element ‘21’ is located at a height of 0.20 m and the wall
element ‘30’ at a height of 0.30 m above the bottom
(Fig. 2). Other wall elements are located between ‘21’
and ‘30’ at a distance of 10 mm. The wall stresses in
dense sand decrease first, then they increase and
reach an asymptote or they reach an asymptote. The
wall stresses in loose sand decrease and very quickly
reach a residual state (u2/h�0.0005). The maximum
normalised horizontal stresses σ11/(γb)  in the mid-
dle of the wall are about 0.70 (dense sand) and 0.55
(loose sand). The stresses in loose sand increase with
increasing depth. However, the stresses in dense
sand are not distributed proportionally with a silo
depth due to interior shear zones inside the f lowing
solid [22]-[24]. The maximum horizontal wall stresses
for dense sand are higher by about 30% than those
calculated by the German Silo Code (plane strain,
dense sand, very rough walls): σ11/(γb) �0.55 kPa
(with γ�17.0 kN/m3, NK�0.70, tanϕw�0.60, b�0.20 m,
h�0.25 m). In large silos, the normalised wall
stresses become smaller due to a decrease of d50/b
and an increase of pressure (reduction of the internal
friction angle, dilatancy angle and stiffness) [23],
[24].

The effect of the initial stress state on the evolution
of stresses σ11/(γb) in a silo of Figure 1a is demon-
strated in Figure 3. The calculations were performed
with dense sand and initial stresses according to a
slice method by Janssen (Eqs. 18-21). The results
show that the initial stress state inf luences the hori-
zontal wall stresses only up to u2/h�0.0005. Later, the
evolution of stresses is the same, independent of the
initial stress state. The maximum normalised stress
increment after outlet opening is about ∆σ11/(γb)
�0.40 (dense sand). The stresses during f low
increase more than twice when compared to silo fill-
ing.
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Fig. 2 Evolution of normalised horizontal normal stresses σ11/
(γb) during normalised vertical bottom displacement u2/h
along the wall at height h�0.20-0.30 m in a silo with paral-
lel walls: 

a) dense sand (eo�0.60), b) loose sand (eo�0.90)
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Influence of wall inclination
The effect of the wall inclination on horizontal wall

stresses during f low (at different scales of u2/h) is
shown in Figures 4 and 5 (Ko � initial stress state).
Even a small change of the wall inclination influences
the stresses. The maximum normalised horizontal
normal stresses on the wall σ11/(γb) (Fig. 4) in the
middle region are 8% higher in a silo with slightly con-
vergent walls of Figure 1b, and by 2% lower in a silo
with slightly divergent walls of Figure 1c compared
to the silo with parallel walls (Fig. 2a). The increase
of horizontal normal stresses (Fig. 5) below the tran-
sition between a parallel and convergent part of the
silo of Figure 1d is similar to that in the silo with con-
vergent walls at mid-height (Fig. 4a).

Influence of wall imperfections
The evolution of normalised horizontal normal

stresses σ11/(γb) during vertical bottom displacement
in the middle region of the wall in a model silo with
parallel imperfect walls (dense sand with eo�0.60, Ko

� initial stress state) is depicted in Figure 6.
The FE results demonstrate that a small imperfec-

tion in the wall increases (by about 40%) or decreases
(by about 30-50%) the maximum horizontal wall
stresses compared to a perfect wall (Fig. 2a). The
stresses increase significantly on the convergent part
of the imperfection (α�75°) and decrease signifi-
cantly on the divergent part of the imperfection
(α�75°). They also increase directly above the diver-
gent part. Other stresses at imperfections are approx-
imately in the range of stresses for a silo with perfect
walls.
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Fig. 4 Evolution of normalised horizontal normal stresses σ11/
(γb) in dense sand (eo�0.60) during normalised vertical
bottom displacement u2/h along the wall at height h�0.20-
0.30 m:

a) silo with slightly convergent walls, b) silo with slightly
divergent walls 
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Fig. 5 Evolution of normalised horizontal normal stresses σ11/
(γb) in dense sand (eo�0.60) during normalised vertical
bottom displacement u2/h along the wall at height h�0.20-
0.30 m (silo with parallel and slightly convergent walls of
Fig. 1d) 
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5. Conclusions 

The following conclusions can be drawn from FE
calculations at the onset of granular f low in a silo with
very rough walls using a polar hypoplastic law:

Bulk solids during silo f low are sensitive to every
change in the direction of shear deformation. 

The effect of the initial void ratio has a large inf lu-
ence on horizontal normal stresses on the wall. The
wall stresses in a dense solid are larger during f low
than in a loose one. 

The initial stress state has an insignificant effect on
maximum wall stresses.

Horizontal wall stresses decrease along divergent
walls and increase along convergent ones.

Even small imperfections in a silo wall can cause a
significant increase of local horizontal stresses.

The wall stresses during f low of dense solids in
silos with very rough walls can be larger during f low
than standard values. 

The FE calculations will be continued. The inf lu-
ence of the wall roughness, the initial void ratio in the
solid, and the magnitude and shape of wall imperfec-
tions will be analysed. To realistically describe the
localisation of shear zones inside a f lowing solid, the
calculations will be performed for the entire silo. The
initial void ratio will be stochastically distributed in
the solid with a random generator.
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bottom displacement u2/h along the wall (h�0.25 m) in a
silo with:

a) inward wall imperfection, b) outward wall imperfection 
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1. Introduction

Non-invasive experimental techniques are invalu-
able for providing a detailed insight into the f low pat-
terns and general hydrodynamic characteristics of
multiphase systems. One such technique involves the
use of X-rays and is based on the same principles as
are used in diagnostic medicine to record the struc-
tures of body parts that are opaque to visible light.
The first recorded use of X-rays to study gas-solid f lu-
idized beds dates from the mid-1950s, and over the
subsequent fifty or so years, the technique has been
applied to a wide range of two- and three-phase f lu-
idized systems. The technique has enabled gas and
solids f low patterns to be observed and quantified
and has led to the improved design of internal struc-
tures such as gas distributors and heat transfer sur-
faces in industrial units.

2. Bubbling fluidized beds

Grohse [1] first reported the use of X-rays to deter-
mine the instantaneous and time-averaged bulk den-
sity of a finely divided powder f luidized at a range of
gas velocities and with three different designs of gas
distributor, namely a perforated plate, a mesh screen
and a porous plate. The X-ray source consisted of

standard components of an X-ray diffraction unit with
a tungsten target X-ray tube. The detection equip-
ment consisted of a modification of the rate meter in a
standard X-ray detector fed by a scintillation probe.
The rate meter response was logarithmic over most
of its range of sensitivity and in accordance with Eq.
(1) below, the reading varied approximately linearly
with the local bed density being measured. The f lu-
idized bed material was silicon powder with a mean
particle size of about 50 µm and was contained in a
cylindrical borosilicate glass column of diameter 8.5
cm.  The results were analysed in terms of the Beer-
Lambert law which for the attenuation of essentially
parallel, monochromatic X-rays may be written:

I�I0 exp(�mmrl) (1)

where mm is the mass attenuation coefficient of the
bed material, r is its density and l is the bed thick-
ness. In practice, polychromatic radiation is normal-
ly employed but Eq. (1) is generally considered an
adequate approximation. The term mmrl is called the
optical density of the absorbing material and for two
different materials A and B producing identical X-ray
attenuation, the two optical densities are equal:

mm
ArAlA�mm

BrBlB (2)

then the bulk density of A may be written:

rA�KlB (3)

Grohse [1] determined the value of K, which has
units of kg m�3m�1, by expanding the f luidized bed of
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powder at gas velocities between zero and the mini-
mum bubbling point and accurately measuring the
expanded bed height; then under knowledge of the
mass of powder in the bed, an average bed density
could be found for each gas velocity.  The value of lB
was the thickness of pure aluminium that gave the
same beam attenuation as a bed of solids of density
rA. The work clearly demonstrated the two-phase
nature of f luidized beds but gave little in the way of
detailed structure. It did, however, make the first
mention of the “bed collapse” technique which has
been applied more recently to investigate the effect of
operating parameters on dense-phase voidage (see
below).

Romero and Smith [2] used f lash X-ray radiography
to study the internal structure of f luidized beds and
obtained data not only on bed density distribution but
also on the shape, size and velocity of gas bubbles in
an air-f luidized bed of sand. Their unit consisted of
two f lash tubes, one operating at 300 kV and the other
at 600 kV, each producing a square pulse of energy at
1,000 amps for a duration of about 0.2 µs. The tubes
were mounted on opposite walls of a lead-lined room
which housed a 7.6-cm square plexiglass column con-
taining a f luidized bed of sand. After passing through
the bed, the X-ray beam was recorded on 20�25-cm
sheets of film, the 300-kV tube illuminating the lower
part of the bed and the 600-kV tube the upper part. To
measure bubble velocity, the two units were fired in
sequence a few tenths of a second apart.

To determine bed density, Romero and Smith mea-
sured the darkness of their films using an optical den-
sitometer, but in order to compensate for variations in
X-ray operating voltages and variations in the quality
and processing of the films, each photograph was
compared with a standard consisting of sand-filled
wedges made from plexiglass. These were mounted
on the side of the f luidization column so that an X-ray
photograph of them was obtained each time the X-ray
was fired. The wedge gave a film darkness gradation
that could be related to sand thickness, and by com-
paring film darkness in the wedge with darkness in
the bed, the local bed density could be obtained. 

Rowe and Everett [3,4,5] described the design and
operation of a f luidized bed X-ray system in which
the attenuated beam on passing through the bed was
registered on a 0.22-m diameter Mullard image in-
tensifier. The X-ray tube used was a Machlett Super
Dynamax 125 with a rotating anode and a fine or
broad focal spot of 1 mm or 2 mm diameter. It had a
rating of 200 mA at 120 kVp for 10�2 s on fine focus or
500 mA at the same voltage and duration on broad

focus. The image intensifier augmented the beam
intensity by a factor of 3�103 and was filmed by a 70-
mm cine camera at a rate of 6 or 8 frames/s, the X-ray
beam being synchronised with the camera and pulsed
for 2.5 ms. A series of rectangular section f luidized
beds were studied with thicknesses from 1.4 cm to
29.5 cm. Bubble sizes, their number and velocity
were measured at various heights up to 70 cm in
beds of alumina, carbon, quartz, glass ballotini and
crushed glass powder f luidized by ambient air; Fig. 1
shows a  typical image. Fig. 2 shows a sketch of the
X-ray imaging technique. 
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Fig. 1 X-ray image of a freely bubbling f luidized bed [3]

Fig. 2 X-ray imaging technique
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One result to come from these three seminal papers
related to the effect of the bed thickness on the mini-
mum f luidization velocity, Umf. It was found that Umf

remained constant for beds thicker than 15 cm but
decreased by up to 50% as the bed size decreased to
the smallest dimension of 1.4 cm.

A similar system to that of Rowe and Everett [3,4,5]
was used by Rowe et al. [6] to make detailed measure-
ments of the emulsion-phase voidage in f luidized
beds and its variation with the particle size distribu-
tion of the bed material. In this study the cine camera
was operated at 50 frames/s. As described above for
Romero and Smith [4], a calibrating wedge filled with
bed material was used to quantify the observations.
By comparing the optical density of a region on the
film with that at a given level of the wedge of known
dimensions, the powder voidage in that region could
be determined from:

ee�1�(1�ew)(DW/DB) (4)

where ee and ew are the powder voidages in the emul-
sion phase and the wedge, respectively, DW is the
wedge thickness with the same optical density as the
bed, and DB is the bed thickness. An example of such
a measurement is shown in Fig. 3. 

A series of powders with different contents of
“fines” was studied, fines being defined as the weight
percentage of particles with sieve sizes less than 45
µm. The experimental results are summarised in
Figs. 4 and 5 and consisted of measurements of the
dense-phase voidage in bubble-free regions of the bed
and measurements of the bed height. No variation

with height of the dense-phase voidage was observed.
Settled-bed voidages refer to the tapped, unf luidized
bed.

Theoretical considerations by Rowe et al. [6] led to
the following expression for the emulsion-phase gas
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Fig. 4 Variation of f luidized bed height with superficial gas veloc-
ity [6]
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f low rate:

Qe/A�Uge(3�4fb)ee/3 (5)

where all the quantities on the right-hand side of the
equation could be calculated from the experimental
results. Figure 6 shows the results of plotting Eq.
(5), and it is clear that the emulsion gas f low rate is
very much greater than the f low corresponding to
that at minimum f luidization of the powder containing
27.6% fines, 0.207 cm/s, and that it increases with
overall gas velocity and fines content. 

This is favourable from the point of view of f lu-
idized bed reactor operation, a conclusion that was
verified in a subsequent study by Yates and Newton
[7]. 

The X-ray technique was used by Hoffmann and
Yates [8] to study the effect of pressure on f luidized
beds of powders in Groups A and B of the Geldart [9]
classification. They found in the case of Group A pow-
ders that while the minimum fluidization velocity,
Umf, was unaffected, the region of bubble-free expan-
sion between Umf and Umb, the minimum bubbling
velocity, increased with increasing pressure. This
observation is in accordance with the theory of f luid-
bed stability developed by Foscolo and Gibilaro and
recently reviewed by Gibilaro [10]. For Group B pow-
ders, Hoffmann and Yates found that mean bubble
diameters increased slightly up to 16 bar and de-
creased thereafter up to 60 bar pressure. In addition,

the bubble velocity coefficient k in:

ub�k(gdb/2)1/2 (6)

was found to decrease up to 20 bar pressure but then
to increase quite markedly above 20 bar up to the
highest pressures at which observations were made.
This latter increase coupled with the observed de-
crease in bubble size meant that although bubbles
were becoming smaller, their rise velocities were
increasing, the reverse of the tendency observed at
ambient pressure. These results were subsequently
corroborated by Olowson and Almstedt [11] using a
combined capacitance and pressure probe to measure
bubble characteristics in a bed of Group B powder.

Other X-ray studies of the effects of system pres-
sure on f luidization were reported by Rowe et al. [12]
and Barreto et al. [13].

X-ray images of f luidized beds may be enhanced so
as to investigate solids volume fractions in the regions
close to the boundaries of bubbles. In one such study
[14], the X-ray source was pulsed for a period of 1 ms
and the pulses synchronised with a video recorder at
an equivalent speed of 25 frames/s. Both the radia-
tion source and the detector could be moved verti-
cally relative to the f luidized bed, thus allowing
different positions to be examined. The recorded
images were transferred off-line for processing and
analysis using a PC. The video signal was relayed to a
framestore board (Imaging Technology VP 1100) via
a timebase corrector, and the images processed using
Bioscan Optimas software operating in Windows 3.0.

As discussed above, when X-rays pass through a
solid material they are attenuated by processes of
absorption, ref lection and scattering, and the extent
of the attenuation is a function of the chemical nature
of the solid and of the quantity of material in the path
of the beam. The Beer-Lambert law (Eq. 1) may be
written:

I�I0�I0(mmrl)�… (7)

In many cases, the second order and higher terms
in the exponential may be neglected and Eq. (7) may
be used to an acceptable degree of accuracy. 

The attenuation of X-rays by ambient air is negligi-
ble and so for an air-f luidized bed we can express the
bulk density r in terms of the solids fraction of the
bed through which the beam passes:

I�I0�I0(mmrs)(1�e)l (8)

where rs is the solids density and e is the voidage of
the bed material. 

In order to relate the measured intensity of the
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transmitted beam to the voidage of the material
through which it passes, it is necessary to calibrate
the system according to Eq. (8) and this may be done
as before using a wedge filled with the powder to be
studied. The wedge is set up vertically in the X-ray
beam and the transmitted intensity measured on a
range of grey scales from 0 to 225 as a function of the
wedge thickness lw. The calibration for the Group B
alumina powder used in this study [14] gave an
explicit relationship between bed voidage, transmitted
intensity and path length l of: 

e�1�(655.2�I)/(55.47 l) (9)

The recorded X-ray images of single bubbles were
computer-enhanced to show coloured zones of vary-
ing voidage; such an image is shown in Fig. 7, where
the regions of expanded voidage surrounding the
bubble, the so-called “shell” region, are clearly visible.
The black area is the emulsion phase with an average
voidage of 0.445, the green with 0.495, the blue with
0.526, the cyan with 0.627 and the red area is the bub-
ble itself with a voidage of 1.0.

Two points must be emphasised about this image.
Firstly, the computer is programmed to calculate aver-
age values of voidage between any predetermined
range of intensity values and to colour-code that
range; there is in fact a continuous gradation in
voidage between one zone and the next. Secondly, the
image is a representation in two dimensions of a truly
three-dimensional object, in other words a silhouette.
This means that the voidage indicated is an average
value across a chord of the more or less spherical
region of the bed around the bubble. The deconvolu-

tion of these averages to give point values of porosity
will now be considered.

The X-ray intensity measured in the x-direction
across a section of such a sphere may be expressed
as:

I(x)�b���

��
[ε(x, z)�εmf]dz (10)

where b is a calibration factor, ε(x,z) is the space-aver-
aged voidage across a chord within the shell, and εmf

is the voidage of the background emulsion phase.

Now: z�(r 2�x2)1/2 (11)

and hence: dz� (12)

I(x) may be expressed in terms of the variation of
voidage in the radial direction, ε(r):

I(x)�2b���

x     
(13)

This is the Abel transform of [ε(r)�εmf] [15], and a
solution for the inverse transform of the function I(x)
will enable the radial variation in voidage to be found.
The Abel transform is useful for converting three-
dimensional images into two dimensions and vice
versa, and is based on the assumption that the three-
dimensional object being considered is axially sym-
metrical, e.g., a perfect sphere. Clearly, bubbles in
f luidized beds are not perfect spheres but they can be
considered as having to a first approximation a suffi-
cient degree of axial symmetry for the transform to
be applicable, i.e. it can be assumed that the voidage
around a bubble is a function of the radius of the
sphere centred on the bubble. The transform may be
reduced to a convolution integral and solved numeri-
cally to obtain ε(r) [15]. The method was applied to a
single bubble in the Group B powder observed 30 cm
above the distributor with the results as shown in
Fig. 8, and it is clear that no very sharply defined
boundary exists between the shell and the emulsion
phase.

Lettieri et al. [16] used the X-ray technique to study
changes in the behaviour of the dense phase of f lu-
idized beds with increasing temperature. The bed
container was constructed from Inconel with a wall
thickness of 3 mm, and was capable of being heated
to 650°C. Fluidized beds of a range of materials were
subjected to the “bed collapse test” in which the f lu-
idizing gas supply was abruptly cut off and the result-
ing collapse of the bed surface observed using X-rays.
Two solenoid valves were fitted to the equipment, one
to cut the gas supply to the bed, the other to vent the

[ε(r)�εmf]rdr
(r 2�x2)1/2

rdr
(r 2�x2)1/2
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Fig. 7 X-ray image of a bubble in a f luidized bed of a Group B
powder [14]



gas trapped in the windbox below the gas distributor.
From these observations, a number of quantities may
be derived for Group A powders, including the emul-
sion-phase voidage, εe, and the “standardised collapse
time” (SCT s/m) which gives a measure of the aera-
tion capacity of the powder [17]. The SCT is defined
as follows:

SCT�(tc�t0)/Hs (14)

where t0 and tc are the initial cut-off time and the time
for the bed to reach total collapse, respectively, and Hs

is the settled bed height. The longer the SCT, the
higher the aeration capacity of the powder and hence
the larger the void fraction of the emulsion phase.
Lettieri et al. [16] showed that for powders such as
f luidized cracking catalyst (FCC) that are free from
inter-particle forces, the SCT and hence the emulsion-
phase voidage increase markedly with increasing
temperature, whereas powders that were coated so as
to induce inter-particle adhesion showed the opposite
effect. Table 1 summarises these results for three
FCC powders and one silica powder coated with 10 wt
% of potassium acetate.

Bed collapse experiments using X-rays to follow the
process were also described by Chen and Weinstein
[18]. The X-ray image of the bed was projected onto a
0.23-m diameter image intensifier screen, the visible
light from which was focused onto another screen
equipped with 48 phototransistors. These were posi-
tioned such that three rows of 16 transistors scanned

the projected image of the bed across three elevations
at 1 cm intervals. The system is described in detail by
Feindt [19].  In this work, which also employed crack-
ing catalyst, a single solenoid valve was used to shut
off the gas supply to the bed. The bed collapse data
were used to calculate the solids stress modulus and
the drag coefficient for the catalyst powder in the
solid fraction range between minimum fluidization
and loose packing. The sedimentation wave velocity
for the bed material was 0.027 m/s, a figure in good
agreement with the SCT measurements of Lettieri et
al. [16].

3. Jet penetration

When gas first enters a f luidized bed from a sub-
merged orifice, it does so either in the form of dis-
crete bubbles or as a f lame-like jet which decays at
some point above the grid into a bubble stream.
Whether one or the other form seems to depend on
the properties of the bed material and the size of the
inlet nozzle. Rowe et al. [20] observed the point of
entry of gas into a bed of a Group B powder using X-
rays and saw only bubbles forming with a well-
defined frequency. 

Chen and Weinstein [21] carried out an X-ray study
of a horizontal jet into a 15�38-cm cross-section f lu-
idized bed of cracking catalyst. Instantaneous solids
volume fractions averaged along 15-cm chords were
measured for two jet diameters and three initial jet
velocities, and it was shown that there are three dis-
cernible regions in the area of the bed inf luenced by
the jet: a coherent void; bubble trains; and a sur-
rounding compaction zone. The jet penetration length
was found to agree well with the correlations devel-
oped by a number of earlier workers. Weinstein et al.
[22] have more recently studied the sudden injection
of a horizontal gas jet into a bed at just above the min-
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Fig. 8 Scan of X-ray intensity across a horizontal plane through
the equator of a single bubble in a Group B powder [14]

5 10 15 20

0

50

100

150

200

250

300

Distance / cm

In
te

ns
ity

SCT (s/m)
T(°C)

FCC 1 FCC 2 FCC 3
Silica powder

(10%wt KOAc)

018 27.3 38.2 32.6 16.7

100 36.1 44.4 39.6 24.7

200 42.9 54.4 43.3 16.0

300 47.4 59.8 48.1

400 50.1 66.0 52.2

500 51.7 67.5 55.1

640 52.7 72.8 57.5

Table 1 Experimental SCT for FCC powders and a silica powder
coated with KOAc



imum f luidization conditions, but no quantitative cor-
relation from the observations was given.  

Yates and Cheesman [23] and Yates [24] measured
jet penetrations, Lmax, in three-dimensional beds of
two Group B powders at pressures of up to 20 bar at
ambient temperature, and at temperatures of up to
800°C at ambient pressure. The results were corre-
lated with:

�9.77 � � �� �� �� 0.38
(15)

Rcf � (16)

Ucf being the velocity of complete f luidization of the
powder.

Newton et al. [25] reported results from an X-ray
study of upshot, downshot, horizontal and 30°-angled
upshot jet penetration lengths from multiple orifice
grid plates and nozzle spargers. Bed materials were
Geldart Group A. The study concluded that none of
the correlations for predicting vertical and horizontal
jet penetrations adequately accounted for the mea-
sured values, but that the correlation of Zenz [26] was
well suited for downshot jet penetrations over the
range of conditions studied.

4. Circulating fluidized beds

Fluidized beds undergo a number of state transi-
tions as the superficial gas f low rate increases. Thus
a bubbling bed exists at gas velocities somewhat in
excess of the minimum fluidization f low rate but at
higher f low rates, bubbles become unstable and the
bed passes into the “turbulent” regime. At sufficiently
high f low rates, the bed particles become entrained
and carried out of the containing vessel, and in order
to maintain a constant solids inventory, the entrained
material must be captured in a cyclone and returned
to the bed normally at a point near its base. Such a
system is called a “circulating” f luidized bed, and
industrial interest in this type of system goes back
to the earliest days of f luidization when they were
employed in the catalytic cracking process [27]. Seri-
ous scientific study of the area dates from the work of
the group at City College, New York, in the mid-1970s
[28], although Kehoe and Davidson [29] had identi-
fied the transition from bubbling to turbulent f luidiza-
tion somewhat earlier. One of the earliest reports of
the application of the X-ray technique to study gas and
solids f low in the riser section (the so-called “fast”
bed) of a circulating bed was that of Weinstein et al.

(Ucf)pressure / temperature

(Ucf)ambient

Uo
2

gdo

rf

rp�rf

1
Rcf

Lmax

do

[30]. Their X-ray tubehead and the image recording
devices (plate film and TV camera) were mounted on
opposite sides of a carriage which could be moved up
and down a 3-m long centre section of the f luidized
bed. Data were obtained on the radial distribution of
void fraction in the lower dense-phase region of the
fast bed and demonstrated its dilute core-dense annu-
lus structure. Variations in radial voidage were stud-
ied in response to three types of f low variation, (i)
increasing superficial gas velocity from 1.1 m/s (a
turbulent bed) to 5 m/s with varying solids circula-
tion f lux, (ii) increasing gas velocity with a constant
solids f lux, and (iii) holding the gas velocity constant
at 3.1 m/s and varying the solids f lux between 50 and
121 kgm�2s�1. The results are shown in Figs. 9-11,
from which it was concluded that (a) at a constant gas
velocity changes in solids f lux have a small effect on
radial voidage, (b) decreasing solids f lux moves the
point of inf lection between the lower fast bed and the
upper dilute-f low region in a downward direction until
at a sufficiently low value of the f lux, the dense-phase
region disappears.

Subsequent X-ray studies by the City College group
have investigated internal scales of turbulence in
high-velocity beds [31], the effect of gas nozzle con-
figuration on the acceleration of solids and the distrib-
ution of solids and gases in a riser [32-34], and the
f low characteristics of downflowing high-velocity f lu-
idized beds [35,36].
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5. Slurry bubble columns

By virtue of their excellent heat transfer character-
istics, three-phase reactors � in which a gas is
sparged into a solid-liquid slurry � are favoured for
processes involving highly exothermic reactions such

as the Fischer-Tropsch process [37,38]. Smith et al.
[39] used an X-ray system to study the hydrodynam-
ics of a system in which an inert gas (nitrogen or
helium) was passed into a slurry of zirconia particles
in water. The solids loading was varied in the range
10-30%, and three 2-m long “reactors” with diameters
of 50, 127 and 178 mm were used, each being fitted
with a grade C sintered brass distributor plate. For
comparison, a holed plate distributor was designed
for the 127-mm column and consisted of 37�3-mm
diameter holes arranged on a triangular pitch. System
pressures were up to 8 bar and gas velocities up to
0.09 m/s. Gas bubbles were generally small, of the
order of a few mm in diameter, and since the gases
used were insoluble, the mean bubble diameter could
be estimated from the extent of expansion of the
slurry column:

Vgls�Vls�(p/6)db
3nb (13)

where nb is the number of bubbles of mean diameter
db, nb being obtained by direct counting from the
video image. Figure 12 shows the effect of gas veloc-
ity on mean bubble size, and it is clear that system
pressure has a significant effect. Increasing the solids
loading was found to increase both the hold-up and
the mean size of bubbles, the latter increasing from 8
mm to 12.5 mm on increasing the loading from 10% to
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20% in the 127-mm column at 8 bar and 0.04 m/s gas
velocity. 

6. Conclusions

The X-ray technique is one of an increasing number
of non-invasive methods currently being employed to
study multiphase systems of industrial interest [40].
The above examples demonstrate the versatility of
the technique for real-time observation and analysis
of the many hydrodynamic features of f luidized beds,
and it will continue to be used for this purpose. An
important application which is currently at an early
stage is as a tool to validate theoretical models of f lu-
idized systems based on computational f luid dynamic
codes such as Fluent and CFX [41]. The high degree
of discrimination possible with X-rays makes it ideal
for this validation process, and much progress in this
direction can be expected in the near future.

Nomenclature

A area m2

b calibration factor in Eq. (10) �
d diameter m
fb bubble fraction �
g acceleration due to gravity ms�2

Gs solids circulation f lux kgm�2s�1

Hs settled bed height m
I, I(x) transmitted intensity �
I0 incident intensity �
K coefficient in Eq. (3) kgm�3m�1

l length m
Lmax maximum jet penetration length m
n number �
Qe volumetric f low rate m3s�1

r radial distance m
R riser diameter m
Rcf defined in Eq. (16) �
STC standardised bed collapse time sm�1

tc total collapse time s
t0 time at gas cut-off s
u velocity ms�1

ug gas velocity ms�1

U superficial velocity ms�1

V volume m3

x,z Cartesian coordinates m
D thickness m
e voidage �
k coefficient in Eq. (6) �
mm mass attenuation coefficient m�1

r density kgm�3

Subscripts
b bubble
B bed
cf complete f luidization
e emulsion phase
ge emulsion gas
gls gas-liquid-solid
ls liquid-solid
mb minimum bubbling
mf minimum f luidization
o orifice
s solids
w wedge
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Introduction

Mechanochemical synthesis and mechanical alloy-
ing are in wide use as experimental methods for
the production of highly dispersed powders and
nanocomposites. Using mechanical activation we have
managed to prepare nanocomposites in immiscible
systems such as Cu-Bi, Fe-Bi, Fe-In. It is possible to
get supersaturated solid solutions in many other inter-
metallic systems (Cu-Ga, Cu-In, Cu-Sn, Ni-In, Ni-Bi,
Ni-Sn, Ni-Ge, Ni-Al) [1, 2]. However, from a techno-
logical point of view, mechanical activation poses a
lot of problems which cannot be easily solved. The
biggest problem is the low productivity of the tech-
niques currently available, as well as the contami-
nation of the end products caused by abrasion of
the grinding media. The energy consumption should
also be taken into consideration in some large-scale
processes.

One of the alternatives to mechanochemistry
may be self-propagating high-temperature synthesis
(SHS), which is energy-saving and can be applied to
the large-scale production of many intermetallic com-
pounds or complex oxides (nitrides, carbides) [3].
Nevertheless, this method includes a combustion
stage which requires very high temperatures. As a

result, final products can be obtained only in the form
of dense sintered or solidified products when SHS
exceeds the melting point of reagents and/or prod-
ucts. To transform such products into commercially
interesting powders, one needs to use milling as an
unavoidable step. The grinding leads to further con-
tamination and to additional energy consumption,
which may be comparable with that required for the
mechanochemical synthesis itself.

Another disadvantage of SHS is a relatively high
temperature gradient near the combustion surface
which leads to a non-uniform phase composition of
the obtained products.

The shortcomings of these two methods can be
overcome, and their advantages can be extended.
This allows one to obtain the final products of re-
quired phase composition and disperse state, thus
enabling the development of a new energy-saving and
waste-free technology.

Experimental 

The materials used in the investigation were: car-
bonyl nickel and iron, powdered aluminum, silicon,
germanium, tungsten, molybdenum, titanium, and zir-
conium, pure gallium, barium peroxide, tungsten and
molybdenum oxides.

A ball planetary mill AGO-2 [4] was used for the
investigations. The volume of the mill drums was
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250 cm3, the ball diameter was 5 mm, the ball load
was 200 g and the weighed portion of powder  treated
was 10 g. In order to avoid oxidation of the metals, all
the experiments on mechanical alloying were carried
out in an argon atmosphere. The X-ray phase analysis
was performed with a DRON-3M diffractometer with
CuKα radiation.

IR absorption spectra were recorded with a
SPECORD 75 IR spectrometer.

Electron microscopic studies were carried out
using the JSM-T20 electron microscope and the high-
resolution electron microscopes JEM-2010 and JEM-
400. 

The extent of aluminum recovery from intermetal-
lic compounds was calculated as the ratio of the
amount of hydrogen evolved in the reaction of sam-
ples with a 20% κOH solution to the amount of hy-
drogen that should be evolved in case of complete
dissolution of the aluminum present in the sample.
The amount of the evolved hydrogen was recorded
automatically with a DAGV-70-2M volumeter.

1. Mechanochemical activation of SHS 
products in metal systems

1.1  Homogenizing effect of MA
Ultrafine single-phase intermetallic compounds are

widely used in powder metallurgy for making heat-
resistant materials, materials with a high corrosion
stability and special magnetic properties. Single-
phase intermetallic compounds are usually obtained
by fusing or sintering followed by homogenizing and
annealing for a long time [5]. The major disadvan-
tages of these processes are deviations in the compo-
sition of the mixture in the case of high melting points
of the initial components because of evaporation of
the lower melting point ingredients. As a result, a
long time interval is necessary for the process, and
high energy consumption at the stage of homogeniz-
ing and annealing. Besides this, most of the powder
intermetallides are obtained by grinding for a rather
long time, which usually leads to substantial contami-
nation caused by abrasion of the grinding media. In
such cases, additional purification is required. 

For metal systems with high enthalpies of the inter-
metallide formation, the SHS method can be applied;
heterophase SHS products can be homogenized dur-
ing mechanochemical activation at a simultaneous
substantial decrease of the particle size, which should
finally lead to finely dispersed material with a high
structural defect content. This material is similar in
its properties to that obtained by mechanical alloying

of the elements; however, the time for mechanical
treatment in the former case is several decades
shorter. 

Phase formation and morphological changes were
investigated for the mechanochemical synthesis of
intermetallides from elements and for the mechano-
chemical activation of heterophase products of the
SHS process. For comparison purposes, systems
were considered for which it is known that the SHS
process can be performed, but the products of this
synthesis are substantially different in phase compo-
sition: 
– Ni-Al within the concentration region of NiAl phase

existence. It is known that this phase can be ob-
tained by SHS [3];

– Ni-Si, in which the SHS process is possible [6], but
it is difficult to achieve single-phase composition
during SHS synthesis;

– Ni-Ge in the NiGe intermetallide homogeneity
region. Due to the rather high melting point of Ni
(1455°C) and the rather low temperature of NiGe
intermetallide decomposition (850°C), the homo-
geneity region is very narrow for this compound. 
The X-ray investigation of the mechanical alloying

of an NiAl intermetallide from a mixture of metal pow-
ders of the composition Ni 32 wt.% Al demonstrated
that the synthesis started after mechanical activation
for about 2.5�3 minutes. First, the Ni2Al3 intermetal-
lide forms. Some amounts of unreacted nickel and
aluminum still remain (Fig. 1a). After activation for
5�7 min., the amount of the formed Ni2Al3 phase
starts to decrease and the ref lections of the NiAl
intermetallide increase (Fig. 1b). Then, the Ni2Al3

intermetallide disappears, the nickel and aluminum
contents decrease gradually and the intensities of
NiAl ref lections increase. After mechanochemical
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Fig. 1 X-ray patterns of Ni 32 wt.% Al mixture after mechanical
activation during 3 (a), 7 (b), 25 min. (c).
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activation for 25�30 min., very broad ref lections only
of the NiAl phase are present in the X-ray diffraction
patterns (Fig. 1c). The coherent scattering domains
for this product are 8�10 nm.

The electron microscopic investigation of the prod-
ucts of the mechanical alloying of NiAl-based solid
solutions in a ball mill demonstrated that after activa-
tion for 30 s, the initial nickel and aluminum particles
could not be detected in the sample. The products
consist of agglomerates of various shapes and sizes.
An increase of the activation time to 1 min. leads to an
increase of the fraction of coarse agglomerates which
attain a plate-like shape as their density increases.
Figure 2a shows a microphotograph of the cross sec-
tion of the agglomerate, clearly exhibiting its layered
structure. A further increase to the time of mechani-
cal alloying causes a drastic change to the morphol-
ogy of the product particles. The destruction of large
layered agglomerates starts after mechanical alloying
for 3 min.; whereas they disappear completely after 5

min. of alloying. The major part of the samples by this
time is composed of rather dense agglomerates of
irregular shape with a size of 2�10 µm. Larger parti-
cles (up to 50 µm) are also present. These agglomer-
ates are composed of the layered particles 1�5 µm in
size. It should be noted that according to XRD data, it
is the mechanical alloying for 3 min. that causes the
appearance of the Ni2Al3 intermetallide in the prod-
ucts, which is likely to be the reason of the significant
change of the particle morphology. An increase in
the time of mechanical alloying brings insignificant
changes to the morphology of the formed products.
The fine fraction (1�5 µm) content increases, the
density of the formed particles increases (Fig. 2b).

The SHS of a metal powder mixture comprising
Ni 32 wt.% Al results in the NiAl intermetallide with
admixture of the Ni2Al3 phase; judging from the width
of diffraction peaks, the formed products are well
crystallized. Electron microscopic studies showed
that the intermetallides were most likely crystallized
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Fig. 2 Microphotograph of a cross section cleavage of the lay-
ered composite of the system of Ni 32 wt.% Al after
mechanical activation for 30 s (a), 25 min. (b).

10 µm

10 µm
a

b

Fig. 3 Microphotograph of the SHS product in the system Ni 32
wt.% Al (a), the same product after mechanical activation
for 1.5 min.

10 µm

50 µm

a

b



from the melt (Fig. 3a).
Mechanochemical activation of SHS products for

1.5 min. results in a material similar in morphology,
particle size and coherent scattering domain to the
material obtained by the mechanical alloying of nickel
and aluminum powders for 25 min. This means that a
short-time mechanochemical activation of a mixture
of phases obtained by the SHS process in this system
allows preparation of an ultra-fine single-phase inter-
metallic product (Fig. 3b). Similar products were
observed for the Ni-Si system (Fig. 4).

X-ray analysis showed that a significant amount of
the Ni3Si2 phase can be found in the products of the
mechanical alloying of an Ni�Si mixture correspond-
ing to an Ni5Si2 intermetallic compound.

The X-ray diffraction investigation of the mechani-
cal alloying of nickel and germanium at the ratio of Ni
55 wt.% Ge demonstrated that formation of the NiGe
intermetallide starts within the first minute (Fig. 5a);
a drastic increase in the intensity of the ref lections
from this phase starts after mechanical activation for
6�7 minutes (Fig. 5b); the maximum is achieved
after 25 minutes of mechanical treatment (Fig. 5c).
However, an admixture of the second phase (Ni5Ge2)
appears during mechanochemical synthesis of the
NiGe intermetallide; at first, the content of the second
phase increases, then decreases and disappears com-
pletely after 12�13 minutes of mechanical alloying.
By the end of the process (25�30 minutes) there is
only one phase, which is the NiGe intermetallide,
with a coherent scattering domain of 5�8 nm.

According to the data of the electron microscopic
investigation, mechanical alloying in the mixture of a
stoichiometric composition NiGe for 40 s results in
the formation of rounded three-dimensional agglom-
erates with a maximal size of up to 400 µm, originat-
ing from particles of 0.2�1 µm in diameter. Besides
this, separate particles of 0.2�1 µm in diameter are
present; their number is rather large. An increase of
the mechanical alloying time for this system to 5�7
minutes leads to the formation of very dense agglom-
erates; traces of a strong plastic deformation are
sometimes observed on their surface. However, in
this case the amount of separate fine particles is also
rather large. A further increase of the mechanical
alloying time to 30 min. has practically no effect on
the morphology and size of the resulting particles; it
is only the fraction of coarse agglomerates which
increases. The final product of mechanochemical syn-
thesis NiGe is composed of rather dense particles
with a size of 0.5�2 µm; they sometimes form larger

agglomerates. 
An SHS process was carried out in a mixture of this

composition. According to XRD data, it is mainly the
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Fig. 4 Microphotograph of the SHS product in the system of Ni
16 wt.% Si (a), the product of mechanical alloying in this
system for 10 min. (b).
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Fig. 5 X-ray patterns of Ni 55 wt.% Ge mixture after mechanical
activation during 1 (a), 7 (b), 25 min. (c).



equilibrium well-crystallized NiGe which forms, with
an admixture of a second intermetallide (Ni5Ge2)
(Fig. 6a). One can see from microphotographs that
the final products are formed from the melt (Fig. 7a),
which means that the SHS proceeds via the liquid
phase. 

The X-ray diffraction investigations of the mechano-
chemical treatment of the SHS products demonstrate
that a broadening of the diffraction patterns starts
after mechanical activation for 30 s. Phase homoge-
nization of the system (NiGe) is achieved after 1.5�2
minutes (Fig. 6b). After mechanical activation for
3 min., the material exhibits a coherent scattering
domain of 8�10 nm. Further mechanical activation
leads to some narrowing of the peaks. According to
the electron microscopic data, after mechanical ac-
tivation of the SHS products for 30 s, the major part of
the sample is composed of fine particles of irregular
shapes, their size being 0.2�3 µm (Fig. 7b). Larger
particles are still present, though they rarely occur
in this case. A sintered agglomerate of fine particles
starts to form. An increase of the treatment time
causes an intensive formation of such agglomerates.
Their density increases gradually. Traces of substan-
tial plastic deformation are observed on the surface of
some of these agglomerates. After mechanical activa-
tion for 3 min., the sample consists of agglomerates of
different density and shape, their size being 1 to 400
µm.

Similar results were obtained for the Ni-Si system
(Fig. 4a, 4b). 

The investigation of the metallic systems showed
that a short-term mechanochemical activation of het-
erophase SHS products leads to single-phase and
ultrafine intermetallides obtained from the elements
by mechanical alloying. 

1.2 Formation of non-equilibrium phases by
activation of SHS products

It is known that it is practically impossible to obtain
non-equilibrium intermetallic compounds by SHS;
however, highly reactive intermetallic compounds
(which is exactly what metastable phases usually are)
are used in hydrogen energetics, in preparation of
Raney catalysts, metal cements, diffusion-hardening
solder, metal dental materials, etc. Mechanochemical
synthesis and mechanical activation are among the
most efficient methods to obtain metastable phases in
metal systems; it is known that a series of equilibrium
intermetallic compounds can be transferred into non-
equilibrium concentration regions by means of me-
chanical activation.

A comparative investigation of phase and micro-
structural transformations during the mechanochemi-
cal synthesis of non-equilibrium solid solutions from
the elements and during mechanical activation of
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Fig. 7 Microphotograph of the SHS product in the system Ni 55
wt.% Ge (a), the same product after mechanical activation
for 2 min.

50 µm

10 µm

a

b

Fig. 6 X-ray patterns of the SHS product in the system Ni 55 wt.%
Ge (a), the same product after mechanical activation for 2
min.
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equilibrium intermetallic compounds obtained by
SHS was carried out. 

The Ni-Al system was selected for investigation,
because it is known that the SHS process in the Ni-Al
system can be carried out within a broad concentra-
tion range [3]. The limit solubility of aluminum in
nickel ranges from 3.85 wt.% at 500°C to 10.3 wt.% at
1385°C. The structural similarity of the Ni3Al inter-
metallide (cubic lattice of the Cu3Au type) and β-
nickel makes it possible to mechanochemically pass
from the intermetallide to the non-equilibrium solid
solution [7]. The structure of the Ni2Al3 intermetal-
lide (40.8 wt.% Al) is close to that of NiAl. Aluminum
atoms form distorted cubes in the rhombohedral lat-
tice of Ni2Al3. Two-thirds of the positions in the cen-
tres of cubes are occupied by nickel atoms, the other
positions are vacant. Disordering of these vacancies
should lead to the formation of a supersaturated solid
solution with a non-equilibrium concentration of va-
cancies.

The X-ray and electron microscopic studies of the
mechanical alloying in a mixture of nickel and alu-
minum powders at a ratio of Ni 40.8 wt.% Al (calcu-
lated for the formation of the Ni2Al3 intermetallide)
showed that the process is largely similar to the
mechanical alloying of the Ni 32 wt.% Al mixture. At
first, the Ni2Al3 intermetallide is formed; during fur-
ther activation it is transformed into the supersatu-
rated solid solution with a non-equilibrium concentra-
tion of vacancies based on the intermetallic compound
NiAl. After mechanical activation for 30 minutes, the
size of its coherent scattering domains is around 8
to10 nm. 

The X-ray diffraction patterns of the product of the
SHS process in the Ni 40.8 wt.% Al mixture exhibit the
formation of a well-crystallized Ni2Al3 intermetallide
(Fig. 8a). Mechanochemical activation of this prod-
uct for �2 min., under the same conditions as those
under which mechanical alloying was carried out,
gives the diffraction patterns corresponding to the
material obtained by mechanical alloying after 25�30
minutes (Fig. 8b), which has been mentioned above
to be a supersaturated solid solution with a non-equi-
librium concentration of vacancies based on the NiAl
intermetallide. Further mechanical activation does
not bring any substantial changes.

Electron microscopic investigations showed that
the formed porous fused SHS product (Fig. 9a) can
be transformed mechanochemically within 2 min. into
a product which is morphologically very similar to
that formed at the final stage of mechanical alloying
(Fig. 9b).

Metastable phases obtained by mechanical alloying
and by mechanical activation of the SHS products
have approximately equal reactivity.

For the example of a well-studied aluminum leach-
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Fig. 8 X-ray patterns of the SHS product in the system Ni 40.8
wt.% Al (a), the same product after mechanical activation
for 3 min.
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Fig. 9 Microphotograph of the SHS product in the system Ni
40.8 wt.% Al (a), the product of mechanical alloying in this
system for 25 min. (b).
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ing reaction, it was stated that non-equilibrium solid
solutions based on NiAl, which were synthesized by
mechanical alloying from metal powders within the
concentration range of the Ni2Al3 intermetallide and
activated for 1 min., exhibit a very high reactivity
(Fig. 10). These samples exhibit similar dynamics
to hydrogen evolution in leaching. This is one more
confirmation of the fact that the formed metastable
phases are identical. This means that the non-equilib-
rium solid solutions based on the NiAl intermetallide,
with largely similar structure, particle morphology,
coherent scattering domains, and reactivity can be
obtained both by the mechanical alloying of the initial
powders of the composition Ni 40.8 wt.% Al, and also
by short-time mechanical activation of the Ni2Al3

intermetallide obtained by SHS. An important fact!
The X-ray diffraction studies of the mechanical al-

loying of the Ni 13.5 wt.% Al composition (the concen-
tration region of equilibrium Ni3Al intermetallide)
showed that a broadening and a slight decrease of the
intensity of diffraction peaks related to metals occur
within the first two minutes of activation. Diffraction
ref lections of the Ni2Al3 intermetallide appear after
2.5 minutes of mechanical treatment. The intensity of
aluminum peaks decreases drastically while the inten-
sity of Ni ref lections decreases slowly. The Ni lattice
parameter remains unchanged. Only after mechanical
activation for 5 min. do the diffraction patterns of
aluminum disappear completely. The diffraction re-
f lections of nickel broaden substantially (which is
especially noticeable in the large-angle region). Its
lattice parameter increases (Fig. 11a), which is evi-
dence of the incipient formation of a nickel-based

solid solution. After 15 minutes of activation, the lat-
tice parameter of the solid solution reaches its maxi-
mum a�0.3590 nm. The coherent scattering domain
of the resulting solid solution is 8�10 nm. Further
mechanical activation causes a narrowing of the dif-
fraction peaks. The formation of the Ni3Al phase,
which is characteristic in this concentration range,
was not detected at any stage of activation.

Electron microscopic investigations of the products
of mechanical alloying in the mixture Ni 13.5 wt.% Al
showed that the dynamics of particle morphology
changes at the initial stages of the process is very
similar to that observed for the composition Ni 32
wt.% Al. The formation of layered composites was
observed, too. However, in this case they start to
form as early as after only 30 s of mechanical alloying,
which is much earlier than for the Ni 32 wt.% Al com-
position. The particles of the initial components are
no longer detected at this moment. A substantial part
of the resulting agglomerates look like plate-shaped
particles with traces of strong plastic deformation on
their surface. Relatively sintered and round-shaped
agglomerates are also present. The maximal size of
the plate-like agglomerates is 1�2 mm, while the
rounded ones are between 1�2 and 40�50 µm in
size. An increase of the mechanical treatment time to
15 min. leads to a decrease of the fraction of the
smallest and the largest particles; they become more
dense and uniform in size, almost monolithic.

A product of SHS in the mixture Ni 13.5 wt.% Al is
an Ni3Al intermetallide. Diffraction patterns are evi-
dence of a high order in the structure of the formed
phase (Fig. 11b). Mechanical activation of the SHS
product for only 30 s results in a significant decrease
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Fig. 10 Curves of leaching of the SHS product in the system Ni
40.8 wt.% Al (a), of the product of mechanical alloying in
this system for 25 min. (b), of the SHS product after 1
min. activation (c).
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Fig. 11 X-ray patterns of Ni 13 wt.% Al samples: obtained from a
metal powder mixture by mechanical alloying for 15 min.
(a), obtained by SHS (b), the SHS product after mechani-
cal activation during 1 min. (c).



of the intensity of diffraction peaks and to their sub-
stantial broadening. After 1.5 min., a non-equilibrium
solid solution of aluminum in nickel is formed. Its lat-
tice parameters are identical to those of the product
formed in a mixture of initial powders mechanically
alloyed for 15 min. (Fig. 11c). Further activation of
this SHS product causes no change in diffraction pat-
terns.

It was stated in electron microscopic studies that
the particle size decreases sharply at the very first
stages of the mechanical treatment of SHS products.
After mechanical activation for 1.5 min., the product
particles are practically identical in size and morphol-
ogy to the products obtained from the initial Ni and Al
powders after mechanical alloying for 15 min. 

The investigation demonstrated that metastable
phases, usually produced by mechanical alloying, can
be obtained from the equilibrium intermetallic com-
pounds synthesized by SHS. 

Short-term activation following the SHS process
therefore allows one to homogenize intermetallic
phases and to obtain metastable structures. The final
products are formed in the ultrafine state with mini-
mal contamination caused by abrasion of milling
tools.

This approach can also be used in the SHS synthe-
sis of complex oxides, nitrides, borides, and carbides,
etc. However, for this method of preparing ultrafine
powders, the range of compounds is limited by the
possibilities of the SHS method, i.e. involved are sys-
tems with very high temperatures of the final product
formation.

2. The effect of preliminary activation on SHS
process

2.1  Metal systems
A high exothermal effect of reaction and a strong

Arrhenius-type temperature dependence of the reac-
tion rate are of decisive importance for the feasibility
of SHS processes. For diffusion-controlled processes,
to which SHS processes also belong, another impor-
tant parameter is the disperse state of the initial com-
ponents, including the uniformity of their mixing and
the surface area of contacts between the components.
Mechanical alloying is known as a process which
leads to the formation of layered mechanocomposites
formed at the initial stage of the mechanical activation
of metal mixtures (see Fig. 2a). Most metals exhibit
good plasticity; under mechanical action in ball plane-
tary mills where shock and shock-with-shear occur
[8], the metal undergoes plastic deformation resulting

in a change to the shape of the metal particles. They
f latten, adsorption films on their surface are de-
stroyed; components come into contact with each
other by atomic-pure planes [9]. ‹‹Point›› contacts of
initial particles transform into f lat ones, while the con-
tact area increases considerably [10]. As a result, a
short-term preliminary activation can extend the pos-
sibilities of reaction in a self-propagating regime even
for systems where the SHS process cannot be carried
out without preliminary heating.

In order to establish the lower limit of the condi-
tions for the SHS process to occur with mechanical
activation involved, we investigated the Ni-Al, Ni-Si,
Ni-Ge systems, which are SHS systems and for which
the lower concentration limits for silicon and alu-
minum in SHS without preliminary mechanical activa-
tion are known [11]. In the Ni-Al system, the limiting
solid-phase solubility of aluminum in nickel is 10.3
wt.% at 1385°C and decreases to 3.85 wt.% at 500°C,
but SHS cannot be performed in this concentration
range. The minimal aluminum concentration at which
SHS can be performed by the traditional method is 13
wt.% Al [3].

Preliminary mechanical activation in the Ni-Al sys-
tem allows one to decrease the minimal content of Al
in the initial mixture for the SHS process. This mini-
mal Al content is 7 wt.%. We succeeded in performing
SHS in the sample compacted from the powder after
mechanochemical treatment. The Ni3Al, Ni2Al3 inter-
metallides and unreacted nickel were detected in the
synthesis products. Subsequent mechanochemical
activation homogenizes the product and leads to the
formation of a solid solution only. 

In the Ni-Si system, similarly to the Ni-Al system,
the concentration range of the solid solution is
strongly dependent on temperature; at room tempera-
ture, the solubility of silicon in nickel is �5 wt.%,
while at 1150°C it is �9.3 wt.% [12, 13]. It is not pos-
sible to realize an SHS process in the solid solution
range without preliminary mechanical activation in
this system.

Our investigations showed that in the solid solution
range, the layered composites of nickel and silicon
could be formed under activation within 1 min.,
though they do not look so dense as in the Ni-Al sys-
tem. The SHS process was also performed in these
mixtures containing 9 wt.% Si, the products being a
mixture of the Ni2Si, Ni5Si2 intermetallides and unre-
acted nickel. Similarly to the case of the Ni-Al system,
subsequent mechanical activation results in a single-
phase product which is a supersaturated solid solu-
tion.
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In the Ni-Ge system, in which the limiting solubility
of germanium in nickel is 13.8 wt.% [5, 14], we investi-
gated the possibility of performing SHS also in the
solid solution concentration range. Composites are
formed in a Ni 13 wt.% Ge mixture after mechanical
activation for 1.5 min. The Ni5Ge2 and NiGe intermet-
allides and unreacted nickel are the products of SHS.
The formation of a single-phase solid solution is a-
chieved by a subsequent short-term activation. 

The investigations therefore showed that prelimi-
nary mechanical activation, during which layered
composites are formed from the initial elements, al-
lows one to broaden the concentration limits of SHS
processes up to the solid solution region, perhaps due
to reagent dispersion and an increase of contact area.
The products of this synthesis are mixtures of in-
termetallides, the doping elements being completely
consumed for their formation, and an excess of sol-
vent metal. The conservation of the layered structure
in SHS products allows us to assume that intermetal-
lic compounds are formed locally inside the layered
structure, its framework being built of solvent metal. 

Using the discovered effect of preliminary mechani-
cal activation on the possibility of performing SHS
even in the concentration range of solid solutions, we
tested it in the systems in which SHS cannot be per-
formed without preliminary heating of the reaction
mixture even in the range of intermetallide existence
[3]. As an example, Figure 12 shows the combustion
rate and the maximum combustion temperature plot-
ted versus time of the preliminary mechanical activa-
tion for the Ni 45 wt.% Ti composition. The samples
start burning at room temperature after 2.5 min. of
mechanical activation. Similarly to all the systems
considered above, an increase of the burning rate is
connected to the formation of dense layered compos-
ites. A photograph of the sample after mechanical
activation for 2.5 min. is shown in Figure 13. Increas-
ing the time of mechanical activation also leads to a
further increase of the density of the composites, a
decrease of the grain size to �0.1 µm, and to the
appearance of particles with traces of strong plastic
deformation on the surface. The decrease of the com-
bustion rate is connected to the start of destruction of
the largest composites. Only NiTi (the main phase)
and Ti2Ni lines are observed in the diffraction pat-
terns of the SHS products at any time of mechanical
activation. No titanium or nickel lines are observed!
The relative content of these phases in the products
remains practically independent of the time of me-
chanical activation. 

2.2  Oxide systems
The synthesis of nanocrystalline mixed oxides is

among the major problems of advanced ceramic tech-
nology. Conventional processes for manufacturing
multi component mixed-oxide ceramics involve high-
temperature reactions between metal oxides or
between metal oxides and carbonates. These diffu-
sion-controlled processes require the application of
high temperatures and the use of highly dispersed
precursor powders; mixed oxides are formed in parti-
cles of 1 to 5 µm in size. Mechanochemical alloying
partly removes the diffusion control. The consider-
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Fig. 13 Microphotograph of a Ni 45 wt.% Ti sample after mechani-
cal activation for 2.5 min.

Fig. 12 Dependence of the combustion rate (Uc) and combustion
temperature of the Ni 45 wt.% Ti mixture on the time of
preliminary mechanical activation.
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able heat of the chemical reaction provides the high
rate of the mechanochemical reaction. For example,
for most reactions of mechanochemically assisted
metal oxidation in a gaseous phase, the oxidation rate
correlates with variations in Gibbs’ free energy [15].
For the exothermal reactions, the mechanochemical
reaction rate of solid solution formation is a function
of the enthalpy of formation of intermetallic com-
pounds in equilibrium [16]. Therefore, if reactions
with small decreases in Gibbs’ free energy are used in
thermodynamically controlled mechanochemical syn-
thesis, a large power supply and a long mechanical
activation time would be necessary, by analogy with
mechanochemical synthesis of mixed oxides from
binary oxides, either alone or mixed with carbonates
[17]. Efficient mechanochemical synthesis is not
feasible unless in energy-intensive activators (steel
drums and steel balls), and contamination of the prod-
uct is inevitable. Therefore, mechanochemistry is
almost useless for commercial ceramic processes
with their extremely high purity requirements. The
mechanochemical approach becomes practicable only
with high rates of promoted reactions, i.e., those that
are not only thermodynamically allowed, but that also
give an energy gain. High rates of mechanochemical
processes result in final products which are highly
dispersed, and this can significantly inf luence the
properties of the resultant ceramics.

The change of Gibbs’ energy in the synthesis of
complex oxides from simple ones shows that all these
reactions are thermodynamically allowed, while the
majority of reactions with the participation of car-
bonates are available only at high temperatures
(Table 1). 

Some of these reactions were performed mechano-
chemically when a sufficient amount of energy was
applied [17]. All the values obtained for the systems
under consideration are approximately of the same

order of magnitude, so the conditions for these reac-
tions to proceed should be rather similar.

The use of peroxide compounds and oxides as the
initial components of mixtures, as proposed by some
authors [17], does not bring substantial changes to
the ∆G of the reaction of complex oxide synthesis. 

Among the methods to obtain oxides, the energeti-
cally most profitable ones are the direct oxidation of
metals (or metal mixtures) by oxygen (Table 2).
However, in reality one can hardly perform this type
of synthesis mechanochemically due to the high plas-
ticity of metals.

The most promising way seems to be the oxidation
of metals by peroxide compounds, especially if we
take into account that there is a rather large class of
stable metal peroxides that can provide a couple for
a proper metal to synthesize a complex oxide. In such
cases, one should keep in mind that the mechano-
chemical interaction of metal peroxide with metals
can follow two routes: either with the formation of
complex oxides or with the formation of a mixture of
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No. Reaction product ∆Go
298 ∆Go

1273

Me′O�Me′′CO3 kcal/mol

1 BaTiO3 16.3 �17.7

2 BaZrO3 24.2 �10.0

3 BaHfO3 21.9 �13.2

4 BaMoO4 2.5 �30.5

5 BaWO4 �4.2 �42.6

6 BaAl2O4 26.5 �16.3

7 CaMoO4 �9.3 �44.7

8 SrMoO4 �6.6 �41.7

9 PbMoO4 �1.6 �35.6

Table 1 Changes of Gibbs’ energy in the reactions of the mixtures
of metal oxides and the metal oxides with metal carbon-
ates resulting in the formation of complex oxides. 

Table 2 Changes of Gibbs’ energy in the oxidation of metals or metal mixtures by oxygen or barium peroxide resulting in the formation of
oxides and complex oxides. 

No. Product of reaction ∆Go
298 Product of reaction ∆Go

298 Product of Me� ∆Go
298

Me�O2 kcal/mol Me′�Me′′�O2 kcal/mol BaO2 interaction kcal/mol

1 BaO �251.1 Ba2TiO4 �231

2 TiO2 �212.1 BaTiO3 �373.9 BaTiO3 �235

3 ZrO2 �248.5 BaZrO3 �402.0 BaZrO3 �263

5 MoO3 �159.7 BaMoO4 �334.9 BaMoO4 �196

6 WO3 �182.6 BaWO4 �364.5 BaWO4 �225

7 Al2O3 �378.0 BaAl2O4 �556.3 BaAl2O4 �390



simple ones, because both reactions are profitable
from the thermodynamic viewpoint, and the change
of Gibbs’ energy is much higher than that for the syn-
thesis from oxides and carbonates. The calculation of
∆Go

298 for the BaO2 interaction with metals demon-
strated that the decrease of Gibbs’ energy was larger
by 30�40 kcal/mol than when the products of the
same reaction would be a sum of simple oxides. One
can assume that synthesis will proceed to the forma-
tion of complex oxides. 

According to X-ray diffraction data, the mechano-
chemical interaction of barium peroxide with titanium
for 5 min. results in the formation of a mixture of bar-
ium titanates. The ref lections corresponding to BaO2

and Ti disappear and ref lections corresponding to
Ba2TiO4, BaTiO3 [18], etc. appear. No diffraction re-
f lections from simple oxides of barium and titanium
are observed.

The complex oxides were obtained for the system
BaO2�Me (Me�Zr, Al).

For the BaO2-Ti mixture, an antisymmetric absorp-
tion band peaking at 700 cm�1 and a very weak peak
at 775 cm�1 appear after 1 min. of activation. After 5
min. of activation, a shoulder of the 700 cm�1 band
appears at 550 cm�1 (Fig. 14b). This band is assigna-
ble [21-23] to ν (Ti-O) stretches in [Ti04] tetrahedra
of barium titanates [23]. The positions of the peaks
and the band shape do not correspond to ν (Ti-O)
vibrations in various TiO2 polymorphs [22, 24].

The BaO2-Zr mixture mechanically activated for 5
min. exhibits an absorption band with a peak at 550
cm�1 (Fig. 14c). This band can be assigned to bar-
ium zirconate [21, 23].

A broad asymmetric band with a maximum at 530
cm�1 appears as a result of activation of a mixture of
BaO2 with aluminum (Fig. 14d). Magnesium alumi-
nate exhibits a similar IR spectrum in this region [21,
26, 27], and the formation of barium aluminate can be
assumed in the BaO2-Al system under mechanical
activation [28].

The electron microscopic investigation of the prod-
uct of mechanochemical synthesis in a mixture of
BaO2 with Zr shows that activation for 1 min. results
in the formation of particles of 0.3�1 µm in size. They
are composed of small blocks of 6�12 nm in size
(Fig. 15). The microdiffraction picture obtained from
a separate particle also points to a developed micro-
block structure. The diffraction spots are shaped as
rings, which is characteristic of polydisperse materi-
als, while microdiffraction from a separate block gives
a point, which is evidence of the single crystal state of
the substance. Diffraction ref lections in both electron

diffraction patterns, though somewhat broadened, are
point ref lections, which is evidence of a rather high
degree of crystallinity of the substance formed in
mechanochemical synthesis. A similar picture was
also observed for other complex oxides, with only a
small difference in microblock size. 

The investigations therefore demonstrate that the
mechanochemical interaction of barium peroxide with
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Fig. 14 IR spectra of (a) an initial mixture of barium peroxide
with metals and after 1 min. mechanical activation: (b) -
Ti, (c) - Zr, (d) - Al.

Fig. 15 Microphotograph of a BaZrO3 particle obtained by
mechanochemical synthesis during 1 minute.
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metals, which proceeds with a substantial decrease of
Gibbs’ free energy, as it follows from thermodynamic
calculations, allows one to synthesize complex oxides
with nanocrystalline particles in a relatively short
time. 

The mechanochemical oxidation of metals by per-
oxide compounds allows the preparation of single-
phase particles of complex oxides with nanometer-
sized microblocks [29-32]. However, in the case of
some metals such as tungsten, molybdenum, and tan-
talum, mechanochemical synthesis does not proceed
to completion, whatever reagent ratio is taken, even
after prolonged mechanical activation. Some part of
the metal always remains unreacted. At the reagents
molar ratio of BaO2:W�1:1, the products are BaWO4

and Ba2WO5; unreacted W remains. At an increased
barium peroxide content (up to 2:1), part of W also
remains unreacted. A mixture of tungstates BaWO4,
Ba2WO5 and Ba 3WO6 is formed. At the reagents ratio
of 3:1, only the content of complex oxide Ba3WO6

increases. Mechanochemical activation of the mix-
tures of BaO2 with Mo, the molybdates BaMoO4,
Ba2Mo5 and Ba3MoO6 are formed. Similarly to the
case of tungsten, a part of molybdenum remains unre-
acted. 

The SHS process in these mixtures also results in
the formation of a mixture of complex oxide phases;
unreacted metal remains. The preliminary mechani-
cal activation of the mixture has practically no effect
on the phase composition of the SHS products al-
though it does increase the process rate.

For BaO2-Me (Me�W, Mo, Ta) systems, it was not
possible to synthesize single-phase complex oxides,
neither by mechanical activation nor by SHS.

IR spectroscopic investigations of the mechano-
chemical interaction of BaO2 with WO2 showed that
the formation of a complex oxide starts within the
first seconds of activation. The IR spectra of the initial
mixture BaO2�WO2 contain one broad band at
850�550 cm�1, without clearly exhibited maximums.
It is assigned to the stretching vibrations ν (W-O)
(Fig. 16a) [21]. The ν (Ba-O) band is below 400
cm�1. After activation for 10 s, a clear band with a
maximum at 810 cm�1 is observed instead of the
above-mentioned broad band; the intensity of this
new band increases with increasing activation time
(Fig. 16b, c). The similarity of the IR spectra of acti-
vated mixtures to the spectra of stolzite [21] allows us
to assume that the activation of the BaO2�WO2 mix-
ture results in the formation of BaWO4 with a spinel
structure. However, according to the IR spectroscopic
data, the mechanochemical reaction of BaO2�WO2 →

BaWO4 does not proceed to completion, which is evi-
denced by the presence of noticeable absorption in
the region 800�500 cm�1 as a shoulder of the band
with a maximum at 810 cm�1 related to ν (W-O) of the
lower tungsten oxide. 

According to the XRD data, a growth of the ref lec-
tions from the BaWO4 phase starts at the second
minute of activation and reaches its maximum by 5
minutes (Fig. 17 a, b). But, with increasing activa-
tion time, the intensity of the diffraction peaks of the
complex oxide does not increase, and the intensities
of the peaks related to the initial tungsten oxide
do not decrease. This means that the result of
mechanochemical interaction between BaO2�WO2 is
a mixture of phases. 

For the interaction of BaO2 with MoO2, the IR spec-
tra and XRD also reveal a mixture of phases. 

The relatively high temperatures of formation of
the complex oxides in the system involving the oxida-
tion of the lowest tungsten oxide with barium perox-
ide allows one to perform these reactions by means of
SHS. However, pretreatment of the barium peroxide
and sometimes heating of the initial mixture are nec-
essary [33]. This is due to the fact that BaO2 particles
entrained in air become coated with a layer of barium
carbonate and hydroxide. This layer prevents an SHS
reaction. One can assume that a short-term prelimi-
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Fig. 16 IR spectra of an initial mixture of barium peroxide with
WO2 (a), after its mechanical activation for 10 s (b) and 2
min. (c), of the SHS product in this mixture (d).



nary mechanochemical activation of the initial mix-
ture leads to the destruction of these barrier layers
and provides a substantial increase of the area of con-
tact between the oxides and the barium peroxide.

An investigation of the effect of the preliminary
mechanochemical activation of commercially avail-
able BaO2 with WO2 showed that the maximal tem-
perature and rate of SHS process are achieved after
activation for 2 min., and the single-phase complex
oxide BaWO4 is formed (Figs. 16d and 17c). A dis-
advantage of the resulting substance was the large
particle size (300�500 nm) and in some places even
partial agglomeration (Fig. 18a). Electron micro-
scopic studies show that subsequent mechanical
treatment of the product for 2 minutes in a high-
energy activator of planetary type produces a material
with a particle size of 20�30 nm (Fig. 18b) without
changes of phase composition ( !).

Similar results were also obtained for the BaO2�
MoO2 system, in which the maximal rate of the SHS
process with the formation of the complex oxide
BaMoO4 is achieved after preliminary mechanical
activation for 30 s.

The structural similarity of the higher oxide WO3

and barium tungstate BaWO4 and rather high temper-
ature of the reaction BaO2�WO3 → BaWO4�1/2 O2

(�128 kJ/mol) allow us to assume that this reaction
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Fig. 18 Microphotograph of the SHS product of a BaO2�WO2 mixture (a), the same product after mechanical activation for 2 min. (b).
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Fig. 17 X-ray patterns of an initial mixture of barium peroxide
with WO2 (a), after its mechanical activation for 5 s (b)
and of the SHS product in this mixture (c).



can be conducted mechanochemically. It follows from
the analysis of the IR spectra (Fig. 19). Similarly to
the case of the lower oxide, the reaction starts during
the first seconds of activation. The shape of the ν (W-
O) band of WO3 (1000�500 cm�1) and the ratio of
intensities of their maximums are changed. After acti-
vation of the mixture for 1 min., the IR spectrum of
the sample contains only one intensive band with a
maximum at 810 cm�1. This band relates to ν3 vibra-
tions of WO4 tetrahedrons of the reaction product
BaWO4.

X-ray phase analysis showed that the growth of the
intensity of the BaWO4 phase ref lections was accom-
panied by the decrease of the WO3 ref lections intensi-
ties till their complete disappearance after activation
for 5 min. (Fig. 20). Microphotographs suggest that
the initial stage of the process involves intensive dis-
persion of the particles; their aggregation starts at the
second minute of the process. After activation for 5
min., complex oxide particles are formed; the size of
their blocks is 20�30 nm (Fig. 21).

The mechanochemcial activation of BaO2 with
MoO3 results in the formation of the complex oxide
BaMoO4. The complex oxide with the same composi-
tion (BaMoO4) can be obtained via SHS  between bar-
ium peroxide and the higher molybdenum oxide,
both reagents being activated preliminarily for 30 s.

Conclusion

Our investigations show that a combination of the
SHS process with the mechanical activation both of
reagents and products could be rather attractive for
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Fig. 19 IR spectra of an initial mixture of barium peroxide with
WO3 (a), after its mechanical activation for 10 s (b) and
1 min. (c).

Fig. 20 X-ray patterns of an initial mixture of barium peroxide
with WO3 (a), after its mechanical activation for 5 min.
(b).

Fig. 21 Microphotograph of the product of mechanochemical
interaction of BaO2�WO3 (time of MA 5 min.).
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technological applications. The preliminary activation
facilitates combustion, making it possible even in the
concentration region where conventional SHS is
never observed. In other cases, the very short me-
chanical activation of SHS products allows us to pre-
pare uniform single-phase products.

For complex oxides, the picture is very similar if we
can only provide the energetic conditions for SHS.
There is usually quite a wide variety of precursors
available for ceramic synthesis, which makes it possi-
ble to find an energetically efficient root.

The complex oxides can be obtained by mechano-
chemical synthesis, by SHS, and by a combination of
mechanical activation and SHS.

The combination of mechanical activation and SHS
brings advantages to both methods. As a result, the
short-term mechanochemical activation of SHS prod-
ucts becomes an extremely convenient method for
manufacturing nanopowders.
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1. Introduction

Chemicals such as aluminum sulfate or ferric chlo-
ride are traditionally added to water to reverse the
surface charge on microbes, promoting their coagula-
tion and f locculation with other particulate matter in
the water. An alternate approach is to modify the sur-
face properties of the filter media, e.g., by coating
with an electropositive material. The first investiga-
tors of this approach (Brown et al., 1974a, Brown et
al., 1974b; Farrah et al., 1988; Farrah et al., 1991)
found that iron aluminum hydroxide coating in-
creased removal of viruses by diatomaceous earth
from less than 30% to greater than 80%. Subsequently,
Lukasik et al. (1996, 1999) tested removal of viruses
by columns filled with fine sand (less than 0.3 mm)
coated with iron aluminum hydroxide. They reported

that virus removal by uncoated sand was typically
less than 30%, whereas coated sand gave removals of
greater than 99%.

One objective of the present work was to extend the
evaluation of the use of coated granular media for
virus removal. We chose a media size range (0.6-0.7
mm) for sand that lies within that used in large-
scale municipal and industrial water filters (J.M.
Montgomery, Inc., 1985). We also evaluated granular
activated carbon as a filtration medium, because it is a
common component of point-of-use filtration systems,
e.g., faucet filters. Such systems are becoming in-
creasingly popular in households because of concern
over microbiological quality of water delivered by
municipal utilities.

A second objective was to evaluate a coating with
antibacterial activity. This is desirable to limit bacter-
ial growth in point-of-use water filters. The coating
chosen for this purpose (AEM 5700; Aegis, Midland,
MI) consists of a positively-charged quaternary am-
monium linked to a carbon chain. It is widely used as
a bactericidal agent in consumer products.
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The final objective of this work was to determine
the costs of chemicals used in the coating process
and compare them, expressed on a unit volume basis,
to the typical costs of water from municipal supply
systems and point-of-use systems.

2. Materials And Methods

2.1 Chemicals
Aluminum chloride (AlCl3·6H2O), ferric chloride

(FeCl3·6H2O), and ammonium hydroxide (28-30% as
NH3) were obtained from Fisher Scientific. AEM
5700 antimicrobial agent, consisting of 42% 3-(tri-
methoxysilyl) propyldimethyl-octadecyl ammonium
chloride, with the balance of the solution consisting of
methanol and inerts, was obtained from Aegis Envi-
ronmental Management (Midland, MI). 

2.2 Viruses and Viral Assays
The following phages and their hosts were 

used: MS-2 (ATCC 15597-B1) was assayed using
Escherichia coli C-3000 (ATCC 15597) as a host. Bac-
teriophage PRD-1 was assayed using Salmonella
typhimurium (ATCC 19585) as a host. These phages
are commonly used models of enteric viruses (Gerba,
1984). Phages were assayed as plaque-forming units
(PFU) using agar overlay procedure (Snustead and
Dean, 1971). Poliovirus was proliferated and assayed
as PFU on Buffalo Green Monkey (BGM) cells using
an agar overlay method (Smith and Gerba, 1982). 

2.3 Coating Procedure
2.3.1  Modification of Filter Media by In Situ

Precipitation of Metallic Hydroxides
Activated carbon (20�40 mesh) was obtained from

Aldrich Chemical Company. Ottawa sand (25�30
mesh after sieving) was obtained from Fisher Scien-
tific. The media were first rinsed with deionized
water, then soaked to saturation in a solution of 0.25M
ferric chloride and 0.5M aluminum chloride, and
finally heated at 60°C until dry. The media was then
mixed to saturation with 3N ammonium hydroxide
and heated at 60°C until dry. A second precipitation
with ammonium hydroxide was performed to precipi-
tate any un-reacted chlorides.

2.3.2  Modification of Ottawa Sand with
AEM5700

Ottawa sand (25�30 mesh) was washed three times
in deionized water then soaked to saturation in a 1%
aqueous solution of AEM 5700. The solution was agi-
tated for ten minutes at room temperature. The media

was then filtered from the solution using Whatman
paper, rinsed 5 times, and dried overnight. 

2.3.3  Faucet Filter Modification
Faucet filters (Ameritech Co.) were cut open and

the activated carbon removed. The carbon was then
coated with iron aluminum hydroxide as described
previously. The modified carbon was placed back
into the shell and the shell was sealed with epoxy.
Unmodified filters were also cut open and resealed to
act as controls.

2.4 Characterization of Filter Media
The zeta potential of the filtration media was deter-

mined using an Anton Paar Electro Kinetic Analyzer
(EKA, Anton Paar, Graz, Austria). The cylindrical
f low cell had an I.D. of 2.0 cm and a packed length
of 4.0 cm. The electrolyte was 1.0�10�3 M KCl.
Zeta potential (ζ) was computed according to the
Fairbrother and Mastin (1924) equation:

ζ� � � (1)

where η is the viscosity of water and k is conductivity.
The parameter � in SI units is found from:

���r�0 (2)

where εr�78.54 at 25°C and �0�8.85�10�12 C2/(J m). 

2.5 Experimental Protocols
2.5.1  Comparison of Coated and Uncoated

Media in Columns
Four identical filtration columns, each 1.9 cm in

diameter and 50 cm long, were filled with either
Ottawa sand, AEM 5700 coated Ottawa sand, or metal
hydroxide coated Ottawa sand. The filter media was
added incrementally through the top of the columns,
which were partially charged with water from the bot-
tom. After the addition of sand, the column was thor-
oughly tapped to pack the media and to remove any
trapped air bubbles. Wire mesh was placed at the
ends of the column to prevent loss of media. Acrylic
plastic caps were secured to the columns to hold the
mesh and to provide connections for the PVC tubing
(1/8 in. ID) used in the experiments. Once packed
and assembled, water was passed through the
columns to further rinse the media. The columns
were operated in parallel using two multi-head peri-
staltic pumps, which were calibrated prior to the
experiments. 

Viral suspensions were passed top-to-bottom
through the columns at a superficial velocity of about

ηk
ε

∆U
∆P
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1 mm/s, which is typical of industrial and other water
treatment processes. The same suspension was fed to
all four columns. Samples were taken for assay from
the inlet and from the exit of each column periodically
for about two hours or about 70 pore volumes, ensur-
ing steady-state conditions. 

2.5.2  Comparison of Coated and Uncoated
Granular Activated Carbon in Columns

Activated carbon (Aldrich Chemical Co.) was fresh-
ly prepared and coated with iron aluminum hydroxide
as previously described. Modified carbon was packed
into one column while unmodified carbon was packed
into another column (30 cm long, 5 cm diameter).
Four liters of deionized water, containing bacterio-
phage MS2, were then pumped through each of the
columns at a rate of 40 mL/sec. After initial passage
of the water through the columns, the eff luent was
recirculated through the columns to assess second-
pass removals. Triplicate samples of column inf luent
and eff luent were collected and assayed for virus
removal.

2.5.3  Comparison of Point-of-Use Filters 
containing Coated and Uncoated Media

Faucet filters containing either coated or uncoated
granular activated carbon were attached to a pressure
vessel that contained dechlorinated tap water seeded
with bacteriophage and poliovirus 1. The test solution
was forced through the filters at a rate of 25 mL/s
using nitrogen gas. Multiple inf luent and eff luent
samples were collected and assayed to determine per-
cent removal of viruses. For long term coating stabil-
ity and performance studies, the filters were rinsed
daily with at least 8 L of tap water. Samples were col-
lected and assayed weekly for a period of one month. 

3. Results

3.1 Surface Characteristics of Filter Media
The coating of Ottawa sand with iron aluminum

hydroxide increased the zeta potential from �40�6.6
mV to �45�9.8 mV at pH 7.0. The zeta potential of
the uncoated activated carbon used in the column
experiments (Aldrich) was �2.6�3.0 mV. After coat-
ing, the Aldrich carbon had a zeta potential of �24.8�
8.2 mV. The activated carbon used in the faucet filter
experiments had a measured zeta potential of �1.2�
5.1 mV before coating. After coating, the zeta poten-
tial measured �27.2�10.2 mV (Table 1). Coating
sand with AEM5700 also resulted in a change in zeta
potential from negative to positive (data not shown).

3.2 Effect of Coating on Virus Removal by
Sand in Columns

Filtration columns packed with Ottawa sand, iron
and aluminum coated Ottawa sand, and AEM5700
coated Ottawa sand were charged with suspensions of
MS-2 and PRD-1. Virus removals for each column and
organism are reported in Figure 1. Metal hydroxide
coated sand removed 52�7% and 46�9% of MS-2 and
PRD-1, respectively, whereas viral reductions for
unmodified sand were 16�9% and �3�4%, respec-
tively. A two-factor analysis of variance revealed a sig-
nificant difference (α�0.05) in percent removals
between different sand columns. Tukey’s test was
performed with α�0.05 to directly compare the per-
cent removals of pairs of columns. Metal hydroxide
coated Ottawa sand removed more MS-2 and PRD-1
than uncoated Ottawa sand and more PRD-1 than
AEM5700 coated Ottawa sand. AEM5700 coated sand
removed significantly more MS-2 than unmodified
sand but not significantly more PRD-1.
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Filter media Zeta potential (mV)*

Sand (uncoated) �40.0�6.60

Sand (coated) �45.0�9.80

Faucet Filter carbon (uncoated) �1.2�5.10

Faucet Filter carbon (coated) �27.2�10.2

Aldrich carbon (uncoated) �2.6�3.00

Aldrich carbon (coated) �24.8�8.20

* Values represent the mean �1.0 S.D. (N�10)

Table 1 Zeta potentials of sand and activated carbon with and
without iron aluminum hydroxide coating

Uncoated Sand AEM5700
Coated Sand

Metal Hydroxide
Sand

V
ir

us
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em
ov

al

MS-2 PRD-1

�10.0

10.0

30.0

50.0

Fig. 1 Performance of coated and uncoated sand in columns
[error bars give �1.0 S.D. (N�3)]



3.3 Effect of Coating on Virus Removal by
Granular Activated Carbon in Columns

Columns containing modified activated carbon out-
performed columns containing unmodified activated
carbon in the removal of viruses from aqueous solu-
tions. The first pass of water seeded with bacterio-
phage MS2 through the columns resulted in an
average 92% reduction of MS2 by the coated carbon,
compared to an average 32% reduction by unmodified
carbon (Table 2). Passage of column eff luents back
through the respective columns resulted in a cumu-
lative 99% reduction of bacteriophage MS2 by the
coated carbon and a cumulative 54% reduction by the
unmodified carbon.

3.4 Effect of Coating on Virus Removal by 
Activated Carbon in Faucet Filters

Faucet filters containing activated carbon coated
with ferric and aluminum hydroxide removed more
microorganisms from water than all unmodified fil-
ters. The modified filters removed �99% of MS2 and
84�8% of poliovirus 1 while the unmodified filters
removed 34�11% of MS2 and 35�4% of poliovirus
(Table 3). Long-term evaluation indicated that the
coatings are stable and capable of maintaining their
effectiveness for several weeks. Each filter tested
removed greater than 85% of all organisms used to
challenge the system after 30 days of use (Fig. 2). 

3.5 Economic Comparison
The chemical costs of coating filter media with iron

aluminum hydroxides were estimated based on ob-
served chemical requirements for coating media in
the laboratory, together with costs of chemicals in
bulk quantities (Table 4). The total coating cost for
sand was 7.0 cents per kg, whereas the coating cost
for activated carbon was 55 cents per kg. These costs
were used in determining the added price to the con-
sumer of water treated by coated filter media.

The lower of the mean percent removals (46%
achieved with PRD1) was chosen to be representative
of virus removals obtained by coated sand. Given this
level of performance in a 0.5 m deep column, a corre-
sponding removal of 70% may be expected in a 1.0 m
deep column based on first-order removal (Tien,
1989). The cost of coating filter media to achieve this
removal can be based on a unit cross-sectional area of
1.0 m2 (normal to the downward f low direction of the
water being treated). The chemical cost to coat the
media contained in this unit area would be $120.57
(Table 5). The volume of water treated in 1 month by
this unit area, based on a superficial velocity of 1.4
mm/s [2 gal/(ft2 min)] and a 5% loss for backwash-
ing, would be 3498 m3. The unit chemical cost for
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* Values are the means �1.0 S.D. (N�3)
** Significantly greater than control (uncoated) at α�0.01

Table 2 Effect of Coating on Performance of Activated Carbon in
Columns*

% Cumulative removal
Pass Coated Uncoated

1 92�5** 32�4

2 99.6�0.5** 54�7

* Values are the means �1.0 S.D. (N�5)
** Significantly greater than control (uncoated) at α�0.01

Table 3 Effect of Coating on Granular Activated Carbon in Faucet
Filters*

% Removal
Virus Coated Uncoated

MS2 99.7�0.4** 34�11

Polio 1 84�8** 35�5..
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Fig. 2 Long-term performance of faucet filter containing coated
activated carbon [error bars give �1.0 S.D. (N�3)]
* Filters containing uncoated activated carbon removed

less than 35% of viruses



water treatment with coated media is thus computed
to be 3.4 cents per cubic meter. This compares to a
typical delivered water price in U.S. municipal sys-
tems of 40 cents per cubic meter.

The cost of water treatment by a conventional
household faucet filter as compared to the chemical
cost of coating the activated carbon in such a filter is
determined in Table 6. Based on a retail cost of $10
per filter, a lifetime of 1 month, and a daily throughput
of 8 L, the unit cost of water treated by a faucet filter
was estimated to be 4.1 cents per liter. Coating the
activated carbon contained in one faucet filter would
require 2.9 cents worth of chemicals, amounting to an
additional cost of 0.01 cents per liter.

4. Discussion

Coating of sand and granular activated carbon with
iron aluminum hydroxide made the zeta potential
more electropositive, while also significantly improv-
ing virus removal. This effect on sand has been
observed by several other investigators (Lukasik et
al., 1999; Chen et al., 1998; Truesdail, 1999; Shaw et
al., 2000), who attributed increased removals of vi-
ruses, bacteria and protozoa to the change in filter
media potential from negative to near-zero or positive.
A similar effect on zeta potential of sand was achieved
by the AEM5700. Although AEM 5700 is a popular
antimicrobial agent for consumer products, use of this
material for coating water filter media is novel. How-
ever, the AEM 5700-coated sand showed a limited
capacity to remove viruses. 

Use of iron aluminum hydroxide coating to increase
the zeta potential of granular activated carbon from
negative to positive values was reported for the first
time in this work. Uncoated granular activated car-
bon, which is a standard component in point-of-use fil-
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a 28-30% as NH3 with a specific gravity of approximately 0.9
b Chemical Market Reporter (2001)

Table 4 Chemical costs of coating sand and activated carbon

Table 5 Cost of using coated sand for municipal/industrial filtra-
tion

FeCl3·6H2O AlCl3·6H2O NH4OHa Total

Bulk chemical cost b $0.33/kg $1.76/kg $0.25/kg �

Amount used to coat 1 kg media
Sand 16.9 g 30.2 g 45 g �

Activated carbon 135 g 231 g 346 g �

Cost in cents per kg media
Sand 0.5 5.3 1.2 7.0

Activated carbon 4.4 41 9.5 55

* Specific gravity of sand�2.65

Filter coefficient 1.2 m�1

Bed depth 1.0 m

Initial virus removal 70%

Porosity 0.35

Bed cross-sectional area 1.0 m2

Bed depth 1.0 m

Bed volume 1.0 m3

Media weight* 1722.5 kg

Unit coating cost $0.07/kg

Coating cost for 1.0 m3 bed $120.57

Superficial velocity 1.4 mm/s

Volume treated in 1 month 3498 m3

Unit cost 3.4 cents/m3

Typical U.S. delivered municipal water cost 
(conventional filter media) 40 cents/m3

Table 6 Cost of using coated activated carbon in faucet filters

Media weight per filter 52 g

Initial virus removal 98%

Unit coating cost $0.55/kg

Coating cost for 1 filter 2.9 cents

Daily water consumption 8 L

Volume treated in 1 month 243.5 L

Typical retail cost of conventional faucet filter $10

Water cost for conventional faucet filter
(assuming change-out after 1 month) 4.1 cents/L

Additional chemical cost for using coated 
media in faucet filter 0.01 cents/L



ters, was a moderate to poor collector of viruses. After
coating, the activated carbon achieved very high
virus removals in both columns and faucet filters.

An important issue in the application of coated filter
media is the lifetime of the coating. The performance
of faucet filters decreased slightly (e.g., 98% removal
of PRD1 initially vs. 89% removal after 1 month) with
time. Previous studies using coated sand in columns
indicated that little of the coating was lost over time.
Chen et al. (1998), in a study of aluminum hydroxide
coated sand for bacterial removal from wastewater,
found that three-fourths of the aluminum originally
coated on the sand was still present after 3 months of
continuous f lushing. Lukasik et al. (1999) reported
that iron and aluminum concentrations in the eff lu-
ents of filtration columns containing coated media
were below the detection limit (0.1 ppm for Fe; 0.01
ppm for Al) of ICP. 

The estimated chemical costs for coating sand and
activated carbon, when expressed relative to the vol-
ume of water treated, are low relative to typical con-
sumer costs for water. The chemical costs of coating
would add approximately 10% to the cost of water
delivered by municipal systems, whereas coating
chemical costs would add less than 1% to the cost of
water treated by faucet filters. Improvement in virus
removal performance gained by use of coated filter
media thus provides a significant benefit to the con-
sumer in terms of increased microbiological quality at
a negligible-to-modest increase in cost.
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1. Introduction

Consolidation of granular materials is a complex
process operated by several mechanisms including
particle rearrangement, elastic and plastic deforma-
tion, fracture and pulverization [1]. The particle
rearrangement is a void-filled-in process which is
characterized by minute driving or applied forces and
by large non-affine particle motion. In contrast, the
post-rearrangement stage or compaction stage is
identified by the inability of the particles to reduce
the volume by relative motion, requiring larger driv-
ing forces to deform or fracture the particles for fur-
ther consolidation [2, 3]. While for brittle particles
fracture is the dominant mechanism of consolidation
� after the initial and localized elastic deformation
stage �, for ductile particles inelastic or plastic defor-
mation provides a source for reducing the interparti-
cle porosity, and consequently the total volume.

For systems dominated by frictional forces, re-
arrangement and compaction tend to operate simulta-
neously at different spatial locations of the specimen.
In those cases, molecular dynamics methods [4] or
discrete element methods (DEM) [5] provide a tool
to simulate these conditions. However, due to the

intrinsic nature of these formulations, which trace
each individual particle, only relatively small samples
can be effectively simulated. Often the permissible
sizes are too small to characterize the macroscopic
properties of the material. In the present work, we
restrict our attention to thoroughly lubricated sys-
tems where interparticle friction is weak. For this
case, the compaction may be uncoupled from the par-
ticle rearrangement as a follow-up process. In this
scenario, the rearrangement is simulated first, fol-
lowed by the subsequent compaction. A description of
the particle rearrangement methodology is brief ly
described in Section 2. This method is a modified
DEM version (see for example [6, 7] for traditional
DEM formulations) which can simulate large samples
with keeping an excellent agreement with the experi-
mental data. The compaction regime is simulated by
the application of a mixed discrete-continuum or gran-
ular quasi-continuum (GQC) formulation. The main
aspects of the model are presented in Section 3 and
the details are available elsewhere [8].

The present GQC, which can simulate granular
beds of nonlinear spherical (3D) or cylindrical (2D)
particles with an arbitrary size distribution, is utilized
to investigate the inf luence of the composition of
granular structure and material properties on the
macroscopic compaction behavior. To that effect, two
groups of particles with a given size distribution are
generated and later mixed with different ratios to con-
form the samples, as described in Section 4. A para-
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metric study of the effect of particle size, Young’s
modulus, yield stress and initial microstructure is
then presented in Section 4 along with a detailed dis-
cussion. 

2. Die Filling and Particle rearrangement

The initial particle bed structure is generated by a
ballistic deposition technique, which simulates the die
filling process. The algorithm proceeds by dropping
individual particles from the container top until they
reach a stable position. The condition of stability is
dictated by the cohesivity of the powder. Cohesive
powders result in open structures, as shown in
Fig. 1(a) for a container of 50�60 mm2 filled with 0.4
mm-radius monosized particles. Due to the open
structure of this powder bed, particle rearrangement
operates in the early stages of densification. This
process is simulated by forcing the particles residing
at the top surface to move down at a specified rate. At
each step, the punch is displaced 0.15 mm and the
particles are allowed to accommodate until a new
equilibrium configuration is attained. Due to the fact
that the rearrangement is an evolution process of
position change, an iterative scheme is required to
establish the updated equilibrium configuration.
Fig. 1(b) shows an intermediate stage during the
rearrangement process, where the punch has been
displaced by ∆�5.1 mm. Three clear regions are
observed: an unperturbed region near the bottom, a
packed region near the punch, and a narrow gap in
between or rearrangement front. Massive non-affine
motion is only observed on rearrangement front in
close agreement with the experiment record [9].

Fig. 1(c) depicts the final stages of rearrangement,
where the front is reaching the bottom of the sample.

3. Compaction

Due to the inability of the particles to modified
their current structure, further punch motion induces
particle deformation as a mechanism of volume re-
duction. During this stage both relative roll and slip
are drastically reduced and play a negligible role on
the macroscopic response of the granular bed [2,
3]. Under these conditions a discrete/continuum
approach can be effectively exploited to account
explicitly for the interparticle interactions within a
constrained kinematic field, as described succinctly in
the next section and in [8]. 

3.1 Mixed Discrete/Continuum Approach
The central idea of this approach hinges on the abil-

ity of constraining particle motion by a coarse grid of
dimensions commensurable with the sample size. In
addition, the constrained displacement field can be
realized by utilizing standard Finite Element tech-
niques. Within this framework, a mesh is generated,
in either 2D or 3D, and the motion of each particle is
described by the element that contains the particle’s
center. Interaction with particles in the same and
neighboring elements are allowed via an interparticle
or local constitutive relation. It should be noted that
this approach is equally applicable to both dynamic
and quasi-static conditions, offering similar advan-
tages. In the present case of analysis, we are inter-
ested in the evolution of the powder bed under
relatively slow loading conditions � compared with

KONA  No.20  (2002) 169

(a) ∆�0 (b) ∆�5.1 mm (c) ∆�9.6 mm

Fig. 1 Rearrangement processes of monosized particle bed. (a) Initial open structure; (b) intermediate structure; (c) closely packed structure.



characteristic wave speed in these materials �, and
thus, we concentrate on a quasi-static formulation.
Details of the formulation are presented in [8].

3.2 Local Constitutive Equations
The response between spherical particles can be

divided into five regimes: i ) tension, ii) local elastic
contact, iii ) local elastic-plastic contact, iv) fully plas-
tic, and v) finite particle deformation. Although the
present approach can be extended to describe the
whole range, the present study is restricted to the
first four. The tension regime (cohesion) is described
by a potential law with Lennard Jones’ functional
dependence and a cut-off. The cohesivity is then mod-
ulated by the value of the only adjustable coefficient.
While the elastic response is governed by a Hertizan
law,

� � � , (1) 

where F is the contact force, α is the relatively
approaching displacement of the particle centers after
contact, R and E are the equivalent radius and the
equivalent modulus of the contact which are defined
by

� � ,    � � . (2)

where E1, E2 and ν1, ν2 are Young’s moduli and
Poisson’s ratios respectively of two particles in-con-
tact with radius R1 and R2. The elastic regime only
dominates the initial stages of compaction where par-
ticle deformation is minimal, and the plastic deforma-
tion quickly eclipses the elastic part. If the elastic/
plastic response of the solid materials of particles is
described by assuming a linear elastic regime fol-
lowed by a power-law plastic regime characterized by
hardening exponent m (which is set equal to 3 in the
present study)

�i� � s�syi,
, (3)

� �m s�syi

where the label i�1, 2 refers to the particles in con-
tact, the interaction law for these particles is then
given by the similarity solution [3]

�B(m)�2c2(m)�1�
k(m)· � �1�

, (4)

and no interaction of the contacts need be considered
due to the localized nature [3]. The reference yield
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stress si relates with yield stress syi in

si�syi
1� Ei , (5) 

and the equivalent reference stress Γ

� � , (6)

is given in terms of the yield stress si of each particle
i. The values of c, k and B for a given exponent are
numerically estimated by [3] resulting in the follow-
ing expressions

c2(m)�1.5�� � ,  k(m)�3.07�0.16 , 

B(m)�
0.74�0.26 m�3,

0.64�0.57 m	3.
(7)

The two limiting regimes of the local constitutive
equation, elastic (m�1) and elastic/perfectly plastic
(m→
), agree well with experimental data. For m� 1
the Hertzian regime is recovered for which exists
ample experimental validation. For m→
, a linear
dependency is predicted by (4) which is in a good
agreement with the recent experiments of [10] for
nearly ideal plastic materials.

To account for the irreversibility of the plastic
deformation, a Hertizan unloading branch is intro-
duced, which allow us to trace elastic recovery during
ejection as well as heterogeneous fields where load-
ing and unloading are concurrent. The unloading
regime is described by

� � � (8)

where αres is the residual indentation depth that left in
the particle and might be obtained from both (4) and
(1). Another indication of the irreversibility of the
process is observed on the evolution of αres, which
satisfies α· res	0.

4. Results and discussions

4.1 Sample Generation
In order to investigate the inf luence of particle size

and material on the compaction behavior, different
particle beds are generated by mixing two sets of par-
ticles, each one with a different size distribution and
material properties. The Group I with a relatively
small mean diameter and the Group II with a larger
one. The size distribution follows a normal distribu-
tion characterized by an average radius –r and a vari-
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ance s which are listed in Table 1 (units are mm).
Lower and upper limits cut-off are introduced to simu-
late particle populations within two given thresholds.
The details of the selection of the size distribution
and material properties are provided in the following
sections.

For the purpose of this analysis, two cohesive gran-
ular beds are generated by mixing Group I with
Group II. The mixture A has 30% in volume of parti-
cles from Group I and 70% from Group II, conversely,
mixture B has 70% of group I and 30% of group II.
With these simulated mixtures we fill a frictionless
container of 50�60 mm2 utilizing the ballistic deposi-
tion method described in Sec. 2. The resulting struc-
tures are shown in Fig. 2, which share common
features, such as voids, with the monosized distribu-
tion shown in Fig. 1(a).

The samples are then subjected to consolidation
by rearrangement using the simulation approach
described in Sec. 2, which provides the initial samples

for consolidation by compaction. The post-rearrange-
ment structures are shown in Fig. 3, where the over-
imposed mesh shows the resolution of the coarse
grain simulation using our discrete-continuum ap-
proach. It is interesting to notice that the structures
formed after the rearrangement of both inhomoge-
neous and monosized beds show some qualitative and
quantitative differences, such as the appearance of
grain-like structure, which is only observed in the
monosized case. The inhomogeneous cases consis-
tently exhibit a lower post-rearrangement average
density, as indicated in Table 2 (compare to the value
of 0.867 for the monosized case), indicating a better
packing for the monosized case. During the process
of rearrangement both the average density, �ρ, and
the average coordinate number, 

�
Nc, increase as

shown in Table 2. Also, there is a tendency to reduce
the inhomogeneity on the initial or pre-rearrange-
ment density distribution resulting from the die filling
process. This effect is clearly indicated in Fig. 3. An
interesting observation is that the post-rearrange-
ment density of mixture B is not a direct function of
the fraction of fines, in contrast, the average coordina-
tion number of the sample shows a direct correlation.
This observation is in good agreement with the
proposition that only when the size of the fine fraction
is small enough to reside at the interparticle spaces of
the coarse fraction (no perturbation of the packing),
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Fig. 2 The initial open structure of polydispersed granular material of (a) mixture A; (b) mixture B.

(a) Mixture A (b) Mixture B

Radius limits Average radius Specified/
actual variance

Group II 0.05�0.35 0.20 0.10/0.075

Group II 0.40�0.80 0.60 0.15/0.101

Table 1 Characteristic distribution values of particle sets.



the densification is improved [16]. Although �ρ for the
inhomogeneous samples are lower than the mono-
sized ones, 

�
Nc is higher. This is consistent with the

observation that in monosized beds the low number
of contacts along the disorder regions (grain bound-
aries) significantly reduces the average coordination
number of the entire region (maximum coordination
number is 6 for a perfect hexagonal arrangement). In
contrast, in inhomogeneous beds large particles may
be surrounded by more than 6 smaller particles, in-
creasing the average coordination number.

4.2 Size Distribution
In order to focus on the effect of post-rearrange-

ment structure, the Group I and II are assumed to
have the same solid material behavior which is char-
acterized by a Young’s modulus of 10 GPa, a Poisson’s
ratio of 0.33 and yield stress of 100 MPa. The global
pressure-deformation responses and unloading paths
are plotted in Fig. 4, where the curve corresponding
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Fig. 3 The closely packed structure of polydispersed granular material of (a) mixture A; (b) mixture B.

(a) Mixture A (b) Mixture B

Particles Before rearrangement After rearrangement

fine/coarse �ρ
�
Nc Bed region �ρ

�
Nc Bed region

Mixture A 4609/1318 0.725 5.13 50�60 0.851 5.53 50�51.11

Mixture B 10643/549 0.716 5.19 50�60 0.845 5.65 50�50.86

Table 2 Average density, coordinate number and particle bed region before and after particle rearrangement.

Mixture A

Mixture B

Monosized

350

300

250
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Fig. 4 The global pressure-deformation responses of mixture A,
B and monosized particle bed.



to monosized bed is also included for comparison pur-
poses. The pressure p is computed as the applied ver-
tical force per unit of effective area. The effective area
is estimated as the multiplication of the width of the
container (50 mm) by the weighted average thickness
of each particle in the bed, where the particle diame-
ter is used as the weighting factor. The deformation is
characterized by the ratio of the punch displacement
over the initial height of particle bed (60 mm). An
evident conclusion from the figure is that size dis-
tribution has small effects on the macroscopic re-
sponse as indicated by the parallelism among the
three curves. The only observed difference (horizon-
tal shift) is due to the disparity of structures induced
during the rearrangement process. This observation
can be understood with the aid of (1) for the elastic
regime and (4) for the plastic one. The average local
or particle pressure may be equated to F/πR2, which
is a function (nonlinear) of the average particle defor-
mation α /R. Thus, the average pressure vs. average
deformation is then independent of the particle ra-
dius, in accordance with the simulation results. The
present approach provides, in addition of the macro-
scopic pressure-deformation response, the local dis-
tribution of the average stresses and their temporal
evolution. These distributions are of key importance
in tracking regions with potential defects and imper-
fections. In Fig. 5 shows the spatial distribution of
syy (normal stress in the direction of the compac-
tion) for mixtures A and B, and the monosized
recorded for the same applied displacement of the
punch. The samples show different distributions with
more uniformity for the mixture B where a large
number of fine particles present. The non-uniformity
in the monosized particle bed agrees with the exis-

tence of the heterogeneous structure as grains and
boundaries.

4.3 Elastic Behavior
The elastic properties affect not only the local

stress distribution but also the global pressure-defor-
mation response. In order to investigate the inf luence
of Young’s modulus on the compaction behavior, we
conduct a parametric study by adopting hE�EI/EII�
[0.1,1,10], where EI and EII are the modulus of the
two groups. The global pressure-deformation curves
are plotted in Fig. 6. The Young’s modulus of the par-
ticle group with higher volume percentage controls
the average responses, even in the plastic regime. In
that regime, (4) shows that the interparticle pressure
is proportional to the effective stress Γ which in
turns relates to the Young’s modulus by (5). In the
elastic regime (initial loading or unloading), (1) and
(8) provide a direct connection between pressure and
Young’s modulus. 

The local stress distributions are highly dependent
of the elastic properties as shown in Fig. 7, where
the contour of syy is plotted for both mixture A and B.
The stress may have different limits due to the vari-
ety of Young’s modulus, but the f lood contours are
drawn by setting the difference of the limits the same
as it is done in Fig. 5, which is 50 MPa. At the same
punch displacement as in Fig. 5, as expected, the
stress distribution is more heterogeneous than the
case of uniform material.

4.4 Plastic Behavior
To quantify the effect of the interparticle plastic

behavior on compaction response, we vary, at con-
stant Young’s modulus, the parameter hsy�syI/syII
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Fig. 5 The local stress contours of (a) mixture A; (b) mixture B; (c) monosized particle bed.

(a) Mixture A (b) Mixture B (c) Monosized bed
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Fig. 6 The global pressure-deformation responses of both mixtures at a various of combinations of Young’s moduli.

Fig. 7 The local stress contours of both mixtures at uniform yield stress but various combinations of Young’s moduli.

(a) Mixture A
∆/H

(b) Mixture B
∆/H

500

400

300

200

100

0

σyI�σyII�100 MPa

M1: EI �10
M1: EII�10

M2: EI �100
M2: EII�10

M3: EI �10
M3: EII�100

(E in GPa)

σyI�σyII�100 MPa

M1: EI �10
M1: EII�10

M2: EI �100
M2: EII�10

M3: EI �10
M3: EII�100

(E in GPa)

M3

M3

M1

M2

M2

M1

0 0.1 0.2 0.3 0.4

p 
(M

Pa
)

500

400

300

200

100

0
0 0.1 0.2 0.3 0.4

p 
(M

Pa
)

(a) Mixture A: EI�100, EII�10 (b) Mixture A: EI�10, EII�100

(c) Mixture B: EI�100, EII�10 (d) Mixture B: EI�10, EII�100



KONA  No.20  (2002) 175

Fig. 8 The global pressure-deformation responses of both mixtures at a various of combinations of yield stresses.
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Fig. 9 The local stress contours of both mixtures at uniform Young’s modulus but various combinations of yield stresses.

(a) Mixture A: σYI�10, σyII�100 (b) Mixture A: σYI�100, σyII�10
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�[0.1,1,10], where syI and syII are yield stress for
each group. Changes in hsy introduces not only quan-
titative effects but also qualitative ones, as observed
in Fig. 8, where there is no crossing between the
load and unload path on graphs of the load-displace-
ment curves. The local stress distribution is also
shown in Fig. 9 for both mixtures and for hsy�0.1
and 10. Compared with Fig. 5, it may be found that
decrease of yield stress in either of the particle
groups will lead to more uniform of stress distribu-
tion.

5. Conclusions

The present mixed discrete-continuum approach
provides a methodology to effectively link different
length and time scales for nonlinear heterogeneous
particle systems. This technique resolves the kinetics
at interparticle level while constraining the kinemat-
ics by a grid with suprapartcle resolution. This formu-
lation is utilized to study the consolidation behavior of
a series of samples after the pre-consolidation by
means of particle rearrangement. The process of
rearrangement, which consolidates the highly open
structures resulting from simulation of die filling of
cohesive powders, is simulated using a modified
DEM approach. Model systems are studied to quan-
tify the role of the size distribution as well as the elas-
tic and plastic properties. In these studies, different
composition of binary mixtures of two particle sets
are consolidated to relatively high pressures. Each
particle set is endowed with a particle size distribu-
tion (characterized by the mean and variance) and the
particle’s elastic module (E), yield stress (sy) and
hardening exponent (m). The results clearly indicate
the significant effect of each of these characteristics
not only on the overall behavior of powder bed but
also on the development of local stress states. It is
interesting to notice that the post-rearrangement pre-
consolidation structures are significantly affected by
the disparity on the size distribution between the 2
particle sets. These structures prevail during the sub-
sequent consolidation giving rise to dissimilar local
states even when the overall applied force against
punch displacement remains mostly unchanged. This
observation shows some noteworthy features of the
current methodology: 1) the ability to follow the his-
tory of the material before consolidation, which is
indicated by the heterogeneity of the local fields and
2) the ability of computing consistent averages of
these local states, which is indicated by the similar

force-displacement response. Finally, due to the intro-
duction of non-elastic effects the different paths dur-
ing loading and unloading can be readily traced in
accordance with the experimental observations. 
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1. Introduction

The traditional method for producing active drug
particles within the respirable range involves solvent
based crystallisation followed by filtering, drying and
high energy micronisation. This processing sequence
only provides limited opportunity for control over par-
ticle characteristics such as size, shape and morphol-
ogy and introduces uncontrolled structural variations
(decreased crystallinity, polymorphism) and surface
modifications (increased surface free energy, adhe-
sion, cohesiveness and charge). These uncontrolled
variations have an adverse effect on dry-powder for-
mulation and may even render the formulation inef-
fective. Salmeterol xinafoate (SX), selected as a model
drug compound in this work, exhibits similar prob-

lems. SX is a long-acting β2 adrenoreceptor agonist,
widely used in the management of moderate and
severe chronic asthma. This compound has been for-
mulated for both metered-dose suspension (MDI)
and dry powder inhalers (DPI). It is reported that SX
materials are generated by a conventional crystalliza-
tion process using dissolution in 2-propanol at ele-
vated temperatures and natural cooling to induce
supersaturation [1]. These products were highly
cohesive and showed very poor powder f low proper-
ties making it unsuitable for f luid energy milling. A
more advanced crystallization process therefore was
developed in which a hot SX solution in 2-propanol is
added to a chilled quench solvent inducing large (in
the range between 100-250 µm) spherical aggregates.
These granular SX powders have improved f low and
handling properties and are used for micronisation
[1].

Supercritical f luid (SCF) technology offers a more
benign and commercially viable process capable of
direct production of respirable drug particles. The
advantages of this technology are related to the abil-
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ity of supercritical solvents, the most important of
which is supercritical carbon dioxide (scCO2), to be
efficiently separated, by decompression, from both
organic co-solvents and solid powders, facilitating
one-step, clean and recyclable process engineering.
Particle formation using SCF is a crystallisation
process [2], with sufficient f lexibility to produce sin-
gle crystal, uniform particles with low surface energy.
The benefits of SCF-processed particles in both DPI
and MDI formulations have been demonstrated. For
example, particles of several steroid drugs were pro-
duced by direct spraying of drug solutions into the
medium of scCO2 [3] and an increase of fine particle
fraction (FPF) for steroid formulations prepared with
lecithin for an MDI was observed [3,4]. Protein pow-
ders were also prepared and tested using this method
for DPI applications [5]. The SEDS™ method (Solu-
tion Enhanced Dispersion By Supercritical Fluids) [6]
has an added advantage of very fast, homogeneous
nozzle mixing between supercritical antisolvent and
drug solution leading to consistent production of
micron sized particulate products [7]. By changing
the working conditions of pressure, temperature,
solution concentration and f low rates, it is possible to
control the size, shape, morphology and crystal form
of the micron sized particles [2,7-9]. In studies with
DPI formulations of salbutamol sulphate, increased
FPF and targeted in vitro delivery have been demon-
strated for SEDS-prepared powders when compared
with micronised material [10,11]. For salmeterol
xinafoate, aerosols of both polymorphs have been pro-
duced [12,13] and a detailed thermal analysis has
shown a high degree of chemical and crystallo-
graphic purity of these compounds [13]. The present
work represents a comparative study of the micro-
nised and supercritically-processed powders with the
aim to distinguish the solid-state properties important
for successful formulation of dry-powder aerosols.

2. Materials and methods

2.1 Chemicals and reagents
Salmeterol xinafoate (SX) in the form of granulated

material (G-SX) used for micronisation and micro-
nised powder (M-SX) were generously supplied by
GlaxoWellcome, Ware, UK. HPLC grade solvent for
SEDS were purchased from BDH Chemicals, Leices-
ter, UK. All analytical grade liquid probes used in IGC
studies were purchased from Labscan, Dublin, Ire-
land. Industrial grade (�99.95% pure) CO2 was sup-
plied by Air Products (Manchester, UK).

2.2 Production of SX powders
The SEDS™ method was employed to prepare pow-

ders of SX, form I (S-SX). This technique (Fig. 1) is
based on mixing between supercritical CO2 antisol-
vent and a drug solution using a twin-f luid nozzle.
Methanol, acetone and tetrahydrofurane were tested
in this work, after which methanol was selected for
further studies because of high yield (�95%) and suit-
able particle size distribution (PSD) (x90�10 µm) of
the SX products. The particle formation vessel (500
ml volume) with the nozzle was placed in an air-
heated oven. The temperature in the vessel was moni-
tored by a thermocouple with accuracy �0.1°C and
was kept constant at 40°C. Pressure in the vessel was
controlled by an air-actuated back-pressure regulator
(26-1761 with ER3000 electronic controller, Tescom,
Elk River, MN, USA) and kept constant at 250�1 bar.
The difference in the inlet and outlet pressure was
typically within 1% of its absolute value. The CO2 f low
rate, supplied by a water-cooled diaphragm pump
Milton Roy B (Dosapro Milton Roy, Pont-Saint-Pierre,
France) was typically between 25 and 50 NL/min
as monitored after expansion using a gas f low
meter (SHO-Meter 1355, Brooks Instruments B.V.,
Veenendal, Holland) and also controlled before expan-
sion using high-pressure liquid f low meter (DK34,
Krohme Messtechnik GmbH, Duisburg, Germany).
Solution concentration of SX varied between 1 and
10% w/v. Solution f low rate was provided by a meter-
ing pump PU-980 (Jasco Co, Tokyo, Japan) and varied
from 0.5 to 10 ml/min.

Prior to crystallization experiments, an on-line dy-
namic solubility method [14] was used to determine
the equilibrium solubility profile of SX in methanol/
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CO2 mixtures at different mole fractions of methanol.
On this basis, the solution f low rate and the solution
concentration were optimised to achieve maximum
supersaturation and maximum yield according to a
developed method [15]. Several batches were pre-
pared with batch quantities between 1 and 10 g. The
obtained cumulative PSD for all batches had x90�10
µm and volume-moment mean particle diameter,
d4,3�5 µm, as determined using the laser diffraction
(LD) method. Further improvement in nozzle geome-
try (the diameter, length and volume of the mixing
zone) allowed the mean particle diameter to decrease
down to d4,3�3.5 µm with cumulative x99�10 µm.

2.3 High resolution X-ray powder dif fraction
This technique was used to determine the charac-

teristic diffraction peaks of SX forms I and II and to
distinguish crystallographic changes (peak shift and
peak broadening) of G-SX, M-SX and S-SX com-
pounds. The experiments were carried out at the
Synchrotron Radiation Source (SRS) Daresbury Lab-
oratory, station 2.3 (Warrington, UK). The X-ray
wavelength was λ�1.4016 Å. The diffractometer had
a f lat-plate/parallel foils Hart-Parrish geometry and
was calibrated using the diffraction peaks of crys-
talline silicon with accuracy 10�4 degrees. The instru-
mental broadening (shape of diffraction peaks related
to the instrument geometry) was obtained using lan-
thanum hexaboride standard (NIST, Denver, USA).
All samples were placed in rotating plate holders and
scanned between 2θ�1�40° with resolution 0.01°
(0.005° for the standard) and typical signal integra-
tion time 1 s.

The diffraction data of SX were corrected for the
beam decay and indexed using program CHEKCELL
[16] in order to find the crystal cell parameters. The
exact position of a minimum of five characteristic dif-
fraction peaks, 2θ, the Full Width at Half Maximum,
FWHM, and the mixing parameter, η, of pseudo-Voigt
function were determined using peak fitting option of
program ORIGIN. The instrument broadening was
assessed using program SHADOW [16]. The ob-
tained parameters were then input into program
BREATH [16] to analyse the physical diffraction line
broadening caused by distribution of domain size and
strain in particles [17]. Alternatively, the diffraction
data were examined using program POWDER CELL
[16] applying the whole profile Le Bail fitting option
of this software. In this case, the instrument broaden-
ing FWHM was assumed to be 0.025° which is typical
for an SRS diffractometer [18]. This procedure was
less accurate then that using calibration line broad-

ening and therefore only relative trends on the size/
strain were interpreted from these results.

2.4 Time-resolved small-angle X-ray powder
diffraction

Dynamic analysis of polymorphic transition of SX
was carried out at the SRS Daresbury Laboratory
using temperature-controlled small-angle X-ray scat-
tering (SAXS) arrangement at station 8.2. The experi-
mental method [19] involved time-resolved detection
of the SX polymorphic transition with characteristic
peaks at diffraction angles 2θ�5°. Measurements
were carried out at wavelength λ�1.54 Å. The quad-
rant SAXS detector was placed at a distance 1 m from
the sample. Samples were placed in a modified alu-
minium DSC pan. The pan top and bottom were
removed with a punch and replaced with thin mica
discs. Sealed pans were placed in a spring-loaded
holder in a modified Linkam TMH600 (Linkam Scien-
tific Instruments, Tadworth, UK) hot stage mounted
on the optical bench in the center of X-ray beam.
Heating rates between 5°C/min and 40°C/min were
used. Prior to X-ray measurements, the Linkam tem-
perature range was calibrated using potassium ni-
trate (melting onset 128°C), indium (154°C) and tin
(230°C). The diffraction pattern of silver behenate
was used to calibrate the SAXS detector. Incident and
transmitted beam intensity monitored by ionization
detectors were used to correct for X-ray beam decay,
detector sensitivity and background scattering. The
signal integration time was 6 s.

2.5 Inverse gas chromatography (IGC)
IGC was performed on a Hewlett Packard Series

II 5890 Gas Chromatograph (Hewlett Packard,
Wilmington, DE, USA) equipped with an integrator
and f lame ionization detector. Injector and detector
temperatures were maintained at 100 and 150°C
respectively. Glass columns (60 cm long and 3.5 mm
i.d.) were deactivated with 5% solution of dimethyl-
dichlorosilane in toluene before being packed with SX
powder. The columns were plugged with silanised
glass wool at both ends and maintained at 40°C. Data
were obtained for a known weight and surface area of
the sample using a nitrogen gas (purity�99.995%)
f low at 20.0 ml/min. The column was weighed before
and after the experiment to ensure no loss of materi-
als during the run. A trace amount of vapour from
non-polar and polar probes was injected. The reten-
tion times and volumes of the injected probes were
measured at infinite dilution and thus were indepen-
dent of the quantity of probes injected. The non-polar
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probes employed were pentane, hexane, heptane,
octane and nonane; the polar probes were di-
chloromethane, chloroform, acetone, ethyl acetate,
tetrahydrofuran and diethyl ether. Triplicate measure-
ments in separate columns were made for G-SX, M-SX
and S-SX powders. Differences in surface energetics
were ref lected in the calculated dispersive component
of the surface free energy, γs

D; specific component of
surface free energies of adsorption, �∆GA

sp; and the
acid-base parameters, KA and KD. A more detailed the-
ory of these measurements is discussed elsewhere
[13,20-22].

Data on specific surface areas required for IGC
studies were determined by BET nitrogen adsorption
using a Surface Area Analyzer Coulter SA 3100 (Coul-
ter Corp., Miami, FL, USA). Samples were placed in
glass sample holders and out-gassed with helium
(purity�99.999%) at 40°C for 16 hours before analy-
sis. Nitrogen (purity�99.999%) was used as adsorbate
and BET surface area was recorded as specific sur-
face area of the samples. All measurements were per-
formed in triplicate using the same batch of each
material.

2.6 Electric charge and adhesion measurements
Triboelectrification was undertaken against a stain-

less steel contact surface using either a turbula mixer
or a cyclone separator. Triboelectrification in a tur-
bula mixer (Glen Creston, UK) was carried out by
agitating a powder sample for 5 minutes at 30 rpm in a
100 ml stainless steel vessel at ambient temperature
and relative humidity. A sample was poured in a
reproducible manner into a Faraday well connected to
an electrometer (Keithley 610, Keithley Instruments,
Reading, UK). Charge and mass of sample was then
recorded to give specific charge before and after tri-
boelectrofication. % w/w adhesion to the inner sur-
face of the mixing vessel was calculated from the
original mass of sample and the mass of sample
poured into the Faraday well. During triboelectrifica-
tion in a cyclone separator, a powder was fed from a
steel vibratory table into a venturi funnel. Com-
pressed air (velocity 8 m/s, relative humidity below
10%, ambient temperature) was used to convey the
powder from the venturi along a horizontal pipe into
the cyclone separator. The Faraday well and force
compensation load cell was fitted at the base of the
cyclone and used to collect charged particles. Final
specific charge was recorded for non-adhered powder
residing in the Faraday well and, where possible, pow-
der adhering to the cyclone wall was dislodged by a
stream of air and its charge and mass recorded. In

both cases, the results were obtained from triplicate
measurements.

2.7 Particle size analysis
The instrument consisted of a laser diffraction sen-

sor HELOS and dry-powder air-dispersion system
RODOS (Sympatec GmbH, Germany) with WINDOX
OS computer interface. The dispersion process was
controlled by means of adjusting pressure of the com-
pressed air f low between 0.5 and 5 bar. The pressure
of 2 bar was found to be sufficient to disperse most of
the agglomerates avoiding, at the same time, attrition
of the primary particles. All measurements were per-
formed in triplicate. The particle shape factor, f, was
calculated as f�Sv/Sv* where Sv is the experimental
specific surface area and Sv* is the specific surface
area determined using the LD instrument assuming
the particle sphericity.

3. Results and discussion

3.1 Crystallinity
Analysis of diffraction patterns (Fig. 2) showed that

peak-fitting, background determination and indexing
were performed more consistently and with higher
accuracy using the S-SX sample than with the M-SX
and G-SX samples. This fact is related to the smaller
diffraction line-broadening and higher signal-to-noise
ratio for the S-SX sample (see Fig. 2). The strongest
characteristic peaks of SX were identified as (001),
(1

—
13) and (

—
1

—
34). The crystal cell calculated from

this diffraction pattern is of triclinic P-1 (or P1) form
with parameters: a�9.487; b�16.242; c�21.372 Å;
α�93.16; β�97.73; γ�90.94°, calculated cell volume
V�3257.3 Å3 and theoretical crystal density ρ�1.256
g/cm3.

Physical broadening of diffraction peaks is a cumu-
lative measure of crystal lattice imperfections. This is
grouped into size effects (grains, small-angle bound-
aries, stacking faults) or as strain defects (point de-
fects and dislocations). The basis for discrimination
between these effects lies in the fundamental princi-
ple that the size term does not depend on the diffrac-
tion angle whereas the strain does [17]. Comparison
of the diffraction peaks (Fig. 2) indicates that the
peak broadening is much smaller for S-SX sample
than for both G-SX and M-SX samples. Quantitatively,
these differences can be expressed through the shift
in the peak position, 2θ, the peak width, FWHM, and
the integral breadth, β* (all expressed in the degree
units). The latter parameter is defined as the width of
rectangle having the same area, A, and height, I, as
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the observed line profile:

β*�A/I (1)

Table I shows these parameters for two character-
istic diffraction peaks. S -SX sample shows higher
crystallinity (smaller FWHM and β*) than the other
two compounds. In addition, there is a small but sig-
nificant shift of the diffraction peaks produced by M-
SX and G-SX compounds towards smaller 2θ, relative
to the same peaks of S-SX compound. Such shift is
between 0.001-0.003° for different lines which corre-
sponds to a relative increase of d-spacing, �d/d
between �1 and 2% and to correspondent increase of
crystal volume, �V/V between �1 to 2% for both M-
SX and G-SX samples.

More fundamental analysis of line broadening con-

sists of the “double-Voigt” method [17] which approxi-
mates the physically broadened line profile as a
convolution of Cauchy (C) and Gauss (G) integral
breaths, containing size (S) and strain (distortion, D)
contributions according to the equations:

βC�βCS�βCDs2/s0
2 (2)

βG
2�βG

2
S�βG

2
Ds2/s0

2 (3)

The integral breaths, β, are given in the units (Å�1) of
the wave-vector, s:

s�2sinθ/λ (4)
β�β*cosθ/λ (5)

Here, βCD/s0
2 and βGD/s0

2 are constant for the whole
pattern (taken at zero-value of the wave-vector, s0, of
the first peak). The integral breaths found from the
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Fig. 2 X-ray diffraction patterns of salmeterol xinafoate samples: granulated (G-SX), micronised (M-SX) and SEDS-produced (S-SX) obtained
at the wavelength 1.4 Å. The inserted diagram allows a comparison between characteristic (1

—
13) diffraction peaks for these samples.

S -SX M-SX G-SX

2θ 15.7420�0.0003 15.7396�0.0003 15.7395�0.0003

(1
—
13) FWHM 0.084�0.001 0.122�0.001 0.171�0.001

β* 0.093�0.001 0.132�0.001 0.178�0.001

2θ 22.3613�0.0005 22.3595�0.0005 22.3605�0.0005

(
—
1

—
34) FWHM 0.080�0.002 0.110�0.002 0.141�0.002

β* 0.088�0.002 0.119�0.002 0.150�0.002

Table I The position (2θ), width (FWHM ) and integral breadth (β*) of characteristic diffraction
peaks of the salmeterol xinafoate samples.



experimental diffraction profiles allow calculation of
the surface-weighted, DS, and volume-weighted, DV,
domain size and a mean-square (Gaussian) strain, ε,
which is the total strain averaged over infinite dis-
tance:

DS�1/(2βCS) (6)
DV�(EF)exp(βC

2
S/βG

2
S)/βG

2
S (7)

ε�βGD/(s0BN2π) (8)

Here EF denotes a complementary error function
related to the background determination [17].

The results of computation using eqs. [2-8] are
given in Table II. Clearly, S -SX compound consists of
larger crystalline domains (by about 20%) and smaller
strain (by about 60%) than both M-SX and G-SX com-
pounds. The granulated batch under investigation, G-
SX, was shown to be the least crystalline material.
Table II also presents the data obtained using the
alternative computation method with Le Bail diffrac-
tion profile fitting. Both methods gave consistent
results in terms of domain size and strain.

It should be emphasized that S-SX shows higher
crystallinity compared to both M-SX and G-SX com-
pounds. In the first instance, this fact seems to be
contradictory. It is widely believed that micronisation
procedure is the major factor responsible for the crys-
tallinity decrease, and in general, for transition into a
higher free energy solid state. The analytical results
obtained in this work indicate that “aggressive” crys-
tallisation procedures [1] may also lead to crystal dis-
ordering which is comparable to or greater than those
defects induced by micronisation. It is unlikely that
micronisation can improve the crystallinity. The fact
that G-SX sample has a higher crystal strain and spe-

cific surface free energy is likely to indicate that M-
SX compound was obtained from a different batch of
granular SX than that available for the present study.
Low consistency of batch solution crystallisation has
been acknowledged in the pharmaceutical industry.

3.2 Polymorphic purity
SX has two polymorphs which are related enan-

tiotropically [1,12,13]. The estimated transition tem-
perature is between 90 and 110°C [13]. Although the
X-ray analysis shows that there is no significant pres-
ence of form II in form I substances produced using
both SEDS and micronisation, the polymorphic purity
of these compounds was under question because they
showed different melting-recrystallization behaviour
according to differential scanning calorimetry (DSC).
This problem was addressed in the present work
using time-resolved X-ray diffraction combined with a
thermal analysis.

The strongest characteristic diffraction peaks (001)
of both SX polymorphs are located at low angles
2θ�4.13° (form I) and 2θ�2.87° (form II) at λ�1.54 Å.
These high intensity peaks enable presence of form II
to be detected above �0.5% w/w in samples prepared
by mixing the two polymorphs. Fig. 2 shows that,
within this sensitivity, the S-SX, M-SX and G-SX are
the form I compounds. However, the dynamic X-ray
studies of melting behaviour (Fig. 3) indicated that at
relatively fast heating rates equal or above 10°/min, a
single diffraction profile of form I, without recrystal-
lization into form II was obtained for S -SX samples. At
the same heating rate, M-SX samples showed melting
of form I and immediate recrystallization into form II.
The characteristic (001) peak of form II appeared
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S-SX M-SX G-SX

βCS, Å�1 0.11�10�2 0.13�10�2 0.15�10�2

βCD, Å�1 0.30�10�5 0.13�10�4 0.21�10�4

βGS, Å�1 0.39�10�3 0.40�10�3 0.38�10�3

βGD, Å�1 0.63�10�4 0.97�10�4 0.12�10�3

DS, Å 453�44 382�60 326�50

DV, Å 785�60 682�86 606�74

ε (0.53�0.02)�10�3 (0.83�0.03)�10�3 (0.101�0.006)�10�2

DV*, Å 1320 670 640

ε* 0.70�10�3 0.17�10�2 0.22�10�2

Table II The integral breaths of Voigt-approximated diffraction profile, β, and calculated values of
the surface-weighted, DS, and volume-weighted, DV, domain size and the Gaussian strain,
ε. The corresponding size and strain parameters, DV* and ε*, were calculated on the basis
of the diffraction profile Le Bail fitting and the instrument broadening FWHM�0.025°.



simultaneously with the corresponding (001) peak of
form I and coincided with the exothermic DSC peak
at this temperature. When the heating rates were
decreased below 10°/min, both S-SX and M-SX mate-
rials showed recrystallization into form II at about
130°C. These data indicate that S-SX compound has a
higher activation energy barrier to recrystallization
into form II than M-SX compound. Assuming that S-
SX consists of pure polymorph I, the characteristic
time required for formation of polymorph II nuclei
in the melt is estimated to be ∆T/10°C�90 s where
∆T(°C) is the difference of melting temperatures of
the polymorphs I and II. In the case of M-SX, this time
is significantly smaller, possibly indicating a presence
of seeds of the high-melting polymorph II in the
micronised sample.

The crystallinity and polymorphic purity are di-
rectly related to the physical stability of SX powders.
The present study demonstrates that while the M-SX
material possesses the crystal structure of form I, it is
more prone to polymorphic conversion than the S-SX
compound, as evidenced by time-resolved diffraction
analysis. It is likely that the micronization and solu-
tion crystallisation processes employed for produc-
tion of these particles created nuclei of form II which
accelerate the polymorphic transition at high temper-

ature. It is also possible that supercritical f luid pro-
cessing removes some impurities (soluble in the
supercritical phase) from the starting salmeterol com-
pound also lowering the activation energy of nuclei
formation.

3.3 Surface free energy and specific surface
area

The fundamental quantity of inverse gas chro-
matography is the net retention volume, VN, deter-
mined from the retention time of a given solvent [20].
Adsorption of the probe molecules on solid surfaces
can be considered in terms of both dispersive and
specific components of surface free energy, corre-
sponding to non-polar and polar properties of the sur-
face. By virtue of their chemical nature, non-polar
probes of the alkane series only have dispersive com-
ponent of surface free energy, which can be deter-
mined from the slope of the plot based on the follow-
ing equation:

RT lnVN�2aNA(γS
D)1/2(γL

D)1/2�const (9)

where R is the gas constant, T is the absolute temper-
ature of the column, a is the probe’s surface area, NA

is the Avogadro’s number, γS
D is the dispersive com-

ponent of surface free energy of a SX powder and γL
D

is the dispersive component of surface free energy of
the solvent probes.

Polar probes have both dispersive and specific com-
ponents of surface free energy of adsorption. The spe-
cific component of surface free energy of adsorption
(∆GA

SP ) can be estimated from the vertical distance
between the alkane reference line and the polar
probes of interest. This free energy term can be
related to the donor number (DN ) and acceptor num-
ber (AN *) of the polar solvent by the following equa-
tion:

∆GA
SP �KADN�KDAN * (10)

DN describes the basicity or electron donor ability
of a probe whilst AN * defines the acidity or electron
acceptor ability. Here AN * denotes a correction for
the contribution of the dispersive component and
the entropy contribution into the surface energy is
assumed negligible [22]. Thus plotting �∆GA

SP/AN *
versus DN/AN * yields a straight line where KA and
KD correspond to the slope and intercept respectively.
The IGC data for the various SX samples analysed by
the above approach are summarized in Tables III
and IV. Comparison between different materials
shows that the magnitude of γS

D is 15% smaller for S-
SX compounds than for both M-SX and G-SX com-
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Fig. 3 Kinetics of melting and recrystallization of M-SX and S-SX
compounds as shown by time-resolved small-angle X-ray
diffraction. Heating rate is 10°/min. The characteristic dif-
fraction peaks correspond to the (001) ref lections with d-
spacing: d001�21.348 Å (form I) and d001�30.708 Å (form
II).



pounds. In addition, ∆GA
SP for all polar probes used

reduced by at least half for S-SX compound compared
to the other two materials. Comparison between M-
SX and G-SX materials indicates that, although the γS

D

are almost equal within the experimental error, ∆GA
SP

for all the polar probes is larger for the granulated
material. 

The reduced magnitude of γS
D for S -SX compound

implies that the surfaces of these particles are less
energetic for non-polar, dispersive surface interac-
tions than the other two compounds. The overall
strength of the polar interactions (∆GA

SP ) is also the
smallest for S-SX compound. Comparison between
the KA and KD values of the three samples indicate
that the acidity constant has the following trend:
KA(S-SX)�KA(M-SX)�KA(G-SX). The basicity con-
stants follows the reverse order with KD(S-SX) being
the largest. Thus S-SX sample which has the weakest
acidic property exhibits the strongest basic interac-
tions with respect to its exposed polar groups at the
interface. This suggests that S -SX crystal surfaces
have, in relative terms, more exposed basic groups
but fewer exposed acidic groups than both G-SX and
M-SX compounds. Particles of all three samples have
a similar platelet shape with the dominant {001} crys-
tal faces. However, S -SX particles have the largest
shape factor, f (see Table III), which means that

platelets of G-SX and M-SX are thicker. The other
materials have more energetic lateral crystal surfaces
as a result of the solution crystallisation procedure
(G-SX) and particle breakage on micronisation (M-
SX). Therefore the observed differences in KA and
KD, combined with the smallest value of ∆GA

SP and γS
D

for S -SX compound, suggest a combination of three
different factors affecting the specific surface energy:
(a) difference in the crystal habit, i.e. the {001} crys-
tal faces have stronger basic and weaker acidic in-
teractions than the lateral crystal faces, (b) smaller
overall specific surface energy of the {001} crystal
planes as compared to any other crystallographic
planes and (c) disturbances of the crystal structure
which also contribute to the higher surface energy of
G-SX and M-SX compounds.

It is clear that solvent adsorption progresses more
rapidly with the M-SX and G-SX samples than with S-
SX material. This fact indicates that supercritical f luid
process is capable of producing particles with lower
surface activity (and greater surface stability) than
powders produced by solution crystallisation and
micronisation.

3.4 Electrostatic charge and adhesion
Table V presents results on the charge, Q, and frac-

tion of adhered material, AD. S -SX particles exhibited
significantly less (between one and two orders of
magnitude) accumulated charge than the micronised
powder before and after turbula mixing and also for
the non-adhered drug in cyclone separator. Corre-
spondingly, the fraction of adhered material is several
times smaller for S-SX powder than for M-SX powder
in both the turbula mixing and cyclone separator
tests.

These results are consistent with the superior pow-
der f low properties of S -SX material. Although the
bulk powder density of S -SX material is very low
(about 0.1 g/cm3 vs. 0.5 g/cm3 for M-SX) it f lows well
and does not adhere to the container walls.
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S-SX M-SX G-SX

γS
D�(s.d.), mJ/m2 32.476 38.285 36.972

(0.254) (0.907) (0.520)

KA (s.d.) 0.110 0.172 0.233
(0.013) (0.001) (0.003)

KD (s.d.) 0.356 0.298 0.157
(0.120) (0.021) (0.018)

SV �(s.d.), m2/g 7.040 9.243 10.699
(0.029) (0.002) (0.016)

f 3.78 2.80 �

Table III The dispersive component of the surface free energy,
γS

D , the acidic, KA, and basic, KD, surface parameters,
surface area, SV and calculated particle shape factor, f.

�∆GA
SP , kJ/mol

Dichloromethane Chloroform Acetone Ethyl acetate Diethyl ether Tetrahydrofuran

S-SX 2.808 (0.147) 0.153 (0.080) 3.797 (1.173) 2.705 (0.613) 1.488 (0.390) 2.446 (0.279)

M-SX � 0.810 (0.053) 4.560 (0.096) 3.995 (0.013) 2.774 (0.041) 3.609 (0.027)

G-SX � 1.885 (0.047) 5.454 (0.154) 4.739 (0.015) 2.958 (0.038) 4.854 (0.069)

Table IV The specific component of surface free energies of adsorption, �∆GA
SP .
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contact area and average distance between non-spher-
ical particles. These problems will be addressed in
our following study.
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Introduction

The importance of particle shape has gained in-
creasing recognition in recent years. It is clear that
shape can play a significant role in the use of particles
as abrasives and in applications involving packing in
powder compacts, slurry rheology, etc. For particles
produced by comminution, shape may be determined
by material characteristics such as crystal cleavage
and by the nature of the breakage process involved.
While it is generally recognized that comminution can
lead to changes in particle shape, relatively few at-
tempts to quantify these effects have been reported.
Furthermore, largely due to the lack of widely ac-
cepted measures of shape, there is some disagree-
ment on the evolution of particle shape in grinding
processes. For example, Bond [1] considered that the
character of the material being broken has more
inf luence on the shape of the product than the type of
size reduction machine used. Similarly, Heywood [2]
stated that the shape of particles produced on initial

fracture is dependent upon the characteristics of the
material. On the other hand, Rose [3] suggested that
the type of the mill has the major effect on the parti-
cle shape although the properties of the material are
also a factor. Similarly, Charles [4] observed that the
shape of glass particles produced by a single fracture
depended on the rate of application of stress. 

The particular mode of breakage is likely to affect
the shape of product particles. Massive fracture can
be expected to produce highly irregular particles with
sharp edges formed by the intersection of propagat-
ing cracks. Attrition of particles, by surface erosion or
chipping at edges or corners, is more likely to cause
rounding of particles although the small fragments
removed may be quite irregular in shape. It follows
that grinding conditions that favor one breakage
mode over another may be critical in determining
product particle shape. For any system, the prevailing
conditions will generally depend on the type of
machine and the properties and size of the particles
being broken. Since there are normally distributions
of particle sizes and applied stresses, it is reasonable
to expect a distribution of product shapes. Gaudin [5]
observed that large particles were often subject pri-
marily to attrition, tending to become more rounded
in shape, while finer material typically underwent
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massive fracture leading to more angular product par-
ticles. Based on examination of crushed glass parti-
cles, Tsubaki and Jimbo [6] concluded that particle
shape varies with size. 

Holt [7] reviewed the effect of comminution devices
on particle shape and concluded that single-pass
devices such as roll crushers generally produce angu-
lar particles while retention systems such as ball mills
produce more rounded particles. Dumm and Hogg
[8] showed that the rounding effect in ball mills
becomes more pronounced with increased grinding
time. Durney and Meloy [9] investigated the shape of
particles produced by jaw crushers using Fourier
analysis to provide a quantitative description of the
shape characteristics. In particular, they compared
the results of crushing under single-particle and
choke-feeding conditions. They observed that when
the particles were fed into the mill one at a time the
products were highly angular, while choke feeding
produced more “blocky” or rounded particles. In each
case, the finer particles had more angular and irregu-
lar shapes. 

In the present paper, populations of crushed parti-
cles from different comminution devices were evalu-
ated using a computerized image analysis technique
to quantify particle shape in terms of physically recog-
nizable shape descriptors.

Shape Analysis

Several different approaches to the analysis of par-
ticle shape have been described in the literature.
Fourier analysis of the vector of polar coordinates that
represent the particle profile yields a set of Fourier
coefficients that, in principle, define the shape of the
particle [10,11]. Meloy [12] observed simple correla-
tions among the coefficients for a variety of different
shapes and defined a two-parameter particle “signa-
ture” as an overall characteristic of the particle shape.
Durney and Meloy [9] used statistical procedures to
detect significant differences in the Fourier coeffi-
cients obtained from different populations. Fractal
analysis [13,14] has been widely applied to particle
shape characterization and is especially attractive for
highly complex shapes such as those of agglomer-
ates. The approach adopted in the present work is
based on an attempt to define shape in terms of physi-
cally recognizable features such as elongation and
angularity. 

An image processing system was used to provide
digitized particle profiles from optical microscopy (or
from scanning electron micrographs) by means of a

procedure developed by Dumm and Hogg [8] and
modified by Kumar [15] and Kaya [16]. A series of
straight-line segments was fitted to the set of N points
representing the complete profile as illustrated in Fig-
ure 1. The intersections of these linear segments
define a reduced set of n perimeter points (n��N)
and describe an n-sided polygon that represents the
essential features of the original profile.

In order to minimize the errors associated with the
use of the fitted polygon, the projected area and cen-
troid of the image were first obtained from the origi-
nal digitized profile. Designating the x-y coordinates
of the original perimeter points as (xi, yi), the cross-
sectional area of the particle was determined from: 

A� ∑
N

i�1
(xi�1�xi)(yi�1�yi) (1)

where the point at (xN�1, yN�1) represents the return
to the initial starting point (i�1). The coordinates x–, y–

of the centroid of the image can be obtained from: 

x–� (2)

and

∑
N

i�1
(x2

i�1�xi
2)(yi�1�yi)

2∑
N

i�1
(xi�1�xi)(yi�1�yi)

1
2
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Fig. 1 Representation of a particle profile consisting of N perime-
ter points (N�40 in this example) by a fitted polygon
defined by a set of n reduced perimeter points (n�7 in this
case).
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βi

α i

φi�1

L i



y–� (3)

The equivalent-circle mean radius of the particle can
be calculated using:

R0�BA/πN (4)

The radial vectors Ri from the centroid to each of
the n perimeter points on the reduced profile are
given by:

R i�BN(xi�Nx–)2�N(yi�Ny–)2 (5)

The angles φi between adjacent edges of the fitted
polygon were evaluated by applying the cosine rule to
the triangles defined by the edge and the adjacent
radial vectors as shown in Figure 1. Thus, for the
edges intersecting at the perimeter point (xi, yi) the
angle α i is given by:

cosα i� (6)

where Li is the length of the edge connecting points
(xi, yi) and (xi�1, yi�1) (see Figure 1). Similarly, βi can
be obtained from:

cosβi� (7)

The angle φi is simply the sum: α i�βi.
Feret’s diameters are defined as the distance be-

tween two parallel lines tangent to opposite sides of
a particle, in some particular orientation. For any
perimeter point, the corresponding Feret’s diameter,
(df)i can be obtained by projecting the other perime-
ter points on to the vector Ri and determining the
maximum distance from the original point (see Fig-
ure 1).

The following shape descriptors were defined to
represent specific geometric features of the profile.
1) The elongation E was defined using the ratio of
the minimum Feret’s diameter to that at right angles
to it. Thus,

E�[(dF)π/2/(dF)min]�1 (8)

where (dF)min is the minimum of the set of measured
Feret’s diameters and (dF)π/2 is the Feret’s diameter
measured perpendicular to (dF)min. As defined, the
elongation is zero for a circular profile.
2) The angular variability Vφ was defined to repre-
sent the variation in the angles φi between adjacent

R2
i�1�L i

2�R2
i

2R i�1L i

Ri
2�L i

2�R2
i�1

2R iL i

∑
N

i�1
(y2

i�1�yi
2)(xi�1�xi)

2∑
N

i�1
(yi�1�yi)(xi�1�xi)

edges on the reduced profile. Specifically, for φi ex-
pressed in radians,

Vφ�∑
n

i�1
�1� �

3
(9)

The third power was used in order to emphasize the
role of the smaller angles, which are considered to
contribute the most to the “angularity” of a particle
[15]. A many-sided polygon fitted to a circle gives a
set of angles close to π with a corresponding angular
variability close to zero.
3) The radial variability VR was used to describe the
departure of the profile from a circle. The particular
definition used was

VR�∑
n

i�1  �1 (10)

where R0 is the equivalent spherical diameter as
defined by Equation 4 and the Ri are the lengths of
the radial vectors from the centroid to each of the n
perimeter points (Equation 5). Since each Ri would be
equal to R0 for a circle, the radial variability would be
zero.

Calculated values of the various parameters are
given in Table 1 for the schematic profile shown in
Figure 1.

Experimental Systems

Shape descriptors were measured for a range of
particle sizes produced by crushing and grinding
under a variety of conditions. Approximately 600 par-
ticles were analyzed from each population and the
distribution of each descriptor was evaluated. The

R i

R0

φi

π
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Reduced Perimeter Relative Distance Angle between
Point, i from Centroid, Adjacent Faces, 

(clockwise from top) Ri/R0 φi

Radians Degrees

1 1.409 1.479 084.7

2 1.070 2.336 133.8

3 0.885 2.549 146.0

4 1.454 1.227 070.3

5 0.878 2.656 152.2

6 1.111 1.855 106.3

7 0.915 3.607 206.7

Table 1 Relative dimensions and calculated shape descriptors for
the schematic particle profile shown in Figure 1.

Shape Parameters:
Elongation, E: 0.41
Radial Variability, VR: 1.37
Angular Variability, Vφ: 0.47



materials used were a high-volatile bituminous coal
from a continuous mining operation in the Pittsburgh
Coal Seam (Green Country, PA) and quartz from
North Carolina. The following crushing and grinding
devices were used to produce particles in different
size ranges:

• Jaw Crusher � used to reduce feed materials
about 1 cm in size to less than about 5 mm

• Hammer Mill (Holmes pulverizer) � used to
crush coal particles in the 5 mm to 1 cm size
range to less than 1 mm

• Disk Mill (Quaker City) � used to pulverize 1
mm feed particles

• Ring and Puck Mill (Bleuler Pulverizer) � used
for fine grinding of disk mill product to micron
sizes

• Planetary Ball Mill (Retsch) � also used for fine
grinding of disk mill product.

The jaw crusher, hammer mill and disk mill are
essentially single-pass devices, although some, lim-

ited retention of broken material may occur. The ring-
and-puck and planetary mills are retention devices
that can subject particles to repeated breakage. In the
case of the latter two devices, different grinding times
were used to vary the exposure of particles to the
grinding environment.

Experimental Results

Analysis of Shape for Different Materials

In order to evaluate particle shape effects for differ-
ent materials, samples of the coal and quartz were
prepared as 9.5�12.7 mm size fractions and fed to a
jaw crusher with a gap setting of 6.4 mm. Products in
different size classes (30�40, 50�70, 70�100, 140�
200 and 200�270 US mesh) were analyzed using digi-
tized images obtained by optical microscopy. 

Examples of the distributions of angular variability
for coal and quartz particles of different sizes are pre-
sented in Figures 2 and 3. In each case, the distribu-

KONA  No.20  (2002) 191

Fig. 3 Graphical and visual representations of the number distri-
butions of angular variability for quartz particles produced
in a jaw crusher (feed size 9.5�12.7 mm; gap setting 6.4
mm).
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Fig. 2 Graphical and visual representations of the number distri-
butions of angular variability for coal particles produced in
a jaw crusher (feed size 9.5�12.7 mm; gap setting 6.4 mm).
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tions are shown graphically as cumulative plots and a
visual representation to illustrate the significance of
the variations is included. The particles in each col-
umn are typical of that range of angular variability
while the number of particles in each column repre-
sents the number fraction in that range. The results
indicate that, for coal particles, the distributions gen-
erally become somewhat narrower and shift to lower
values as size decreases, implying a size dependency
of the shape. On the other hand, the distributions of
angular variability for the quartz particles show no
clear systematic variation with size. Very similar
trends were observed for the other shape descriptors:
elongation and radial variability. It is interesting to
note that the distributions appear to conform quite
closely to the log-normal distribution. 

Effect of Grinding Procedure

The particle shape is expected to be affected by the
type of machine, by the specific breakage mechanism
in a grinding device and by the time spent in the
grinding environment. The effect of grinding device
on shape was analyzed for coal particles using the
Bleuler ring-and-puck pulverizer and the planetary
ball mill. The grinding times were set so as to give a
similar extent of grinding for each mill. The quantity
of feed (�10 mesh) was 20 g for the Bleuler and 9.5 g
for the planetary mill. The distributions of elongation
are presented in Figure 4. The graph indicates that
different grinding devices affect shape differently.
Shape does not change substantially with grinding
time in a high-energy mill (Bleuler). On the other
hand, the shape distributions of the particles pro-
duced in the planetary mill shifted towards lower val-
ues, indicating that particles become more rounded
with increased grinding time. Similar trends have
been observed for particle sizes in the size range
from 3 to 5 µm.

Examples of the distributions of angular variability
for 70�100 US mesh coal obtained from a single pass
through different crushing and grinding devices are
shown in Figure 5. It appears that the jaw crusher,
for which massive fracture is the dominant breakage
mechanism, produces the most irregular particles.
The Quaker City mill, for which most of the breakage
is probably by massive fracture of coarse feed par-
ticles, also produces quite irregular particles. The
Holmes pulverizer, which allows some retention of
material and may include contributions from the attri-
tion-type mechanisms, and the Bleuler mill (30 sec-
ond grinding time), generally produce particles of
more regular shape. Similar trends have been ob-

served for 200�270 US mesh fractions. Changes in
feed size to the devices did not lead to significant dif-
ferences in product particle shape.

The effects of mill type on the average particle
shape for different coal product sizes are illustrated in
Figure 6. While the variations are generally small,
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Fig. 4 Number distributions of elongation for coal particles
(200�270 US mesh) produced in both the Bleuler and
planetary mills using different grinding times.
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Fig. 5 Number distributions of angular variability for coal parti-
cles (70�100 US mesh) produced by different comminu-
tion devices.
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the trends are consistent and similar for each of the
three descriptors. Large particles produced by single
breakage events tend to be quite irregular in shape
while particles subject to repeated breakage or long
exposure to the grinding environment are usually
more rounded.

Conclusions

The results of this investigation indicate that, for
the materials studied (quartz and coal), the shape of
particles produced by size reduction is controlled by

a) the nature of the material being reduced
b) the type of comminution device used and the

predominant breakage mechanisms involved
c) the time spent in the grinding environment.

In particular, it is concluded that the products of in-
dividual breakage events are typically angular and
irregular in shape. Continued exposure to the grind-
ing environment leads to rounding of the particles.
For a given product size distribution, devices that
employ high energy input yield products containing
a high proportion of newly-created particles. Such
devices, therefore, favor the production of irregular
particles. Grinding machines for which the energy
input is relatively low, on the other hand, rely on
repeated breakage action for size reduction and tend
to produce more rounded product particles.
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Fig. 6 Variation in shape with particle size for coal ground in different mill types.
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The differences in the size dependence of product-
particle shape for coal and quartz suggest that the
existence of structural features such as cleats in coal
or cleavage planes in crystals may lead to more angu-
lar and irregular products of comminution. Further-
more, since the effect appears to be more pronounced
for low-energy devices, it may be possible to achieve
some degree of control over shape through appropri-
ate equipment selection. However, considerable addi-
tional work would be needed to establish the basis for
such control.
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Nomenclature

A : Cross-sectional area [m2]
(df)i : Feret’s diameter corresponding to 

perimeter point i [m]
(df)min : Minimum Feret’s diameter of a particle [m] 
(df)π/2 : Feret’s diameter perpendicular to (df)min [m]
E : Elongation of a particle [�]
L i : Edge-length on a particle profile [m]
n : Number of reduced perimeter points 

on a fitted particle profile [�]
N : Number of measured perimeter points 

on a particle profile [�]
R0 : Equivalent-circle mean particle radius [m]
Ri : Length of radial vector from particle 

centroid to the ith perimeter point [m]
VR : Radial variability [�]
Vφ : Angular variability [�]
xi, yi : Cartesian coordinates of the ith

perimeter point [m]
x–, y– : Cartesian coordinates of a particle 

centroid [m]
α i : Angle defined in Figure 1 [radians]
βi : Angle defined in Figure 1 [radians]
φi : Angle between adjacent edges on 

a particle profile [radians]
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1. Introduction

The handling, storage, f low, and mixing of particu-
late materials are important processing steps in many
industries. During all of these processing steps, prod-
uct quality may be lowered by a phenomenon known
as segregation. Segregation is defined as a demixing
process in which components of a mixture separate as
long as one component of the mixture is different
than another. Size-segregation is the most common in
which finer particles gather in the center and larger

particles tend towards the walls of storage container.
However, other types of segregation caused by den-
sity, shape and composition have been observed. Seg-
regation is a serious problem in the processing and
manufacturing of particulate materials. Several stud-
ies have investigated segregation for a particular
process and reported a segregation coefficient in
order to quantify the severity of segregation. Some of
the processes that have been studied include dis-
charge from a hopper, vibrated channels, vibrated
columns, heap formation, and die filling. Another
approach in solving segregation problems was iden-
tifying fundamental segregation mechanisms for a
given process and determining the dominant mech-
anism. By identifying the dominant mechanism of
a particular process, segregation can be predicted
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Primary Segregation Shear Cell for Size-Segregation 
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Abstract

Segregation is important in many bulk handling industries due to its impact on product quality
and mixing. Previous studies have focused on quantifying segregation as a coef ficient for a particu-
lar process. Although this has provided insights into the ef fect of segregation during particular
processes, it has not provided a rational approach to understanding the phenomena of segregation.
Toward this end, a vertically oriented segregation shear cell was designed, fabricated and used to test
the response of binary mixtures of spherical glass beads. Three size ratios of 10.9:1, 8.7:1, and 5.1:1
were used in this study. Variables such as strain, strain rate (i.e., cycle speed) and bed depth were
used to quantify size-segregation characteristics under dif ferent input energies. Size ratio was the
most dominant variable that af fected the percolation rate of f ines through a bed of coarse particles.
Based on the dif ferences in percolation between the smaller ratio of 5.1:1 and larger ratios of 8.7:1
and 10.9:1, there are indications of a critical size ratio that determines the mechanism of percola-
tion. Two mechanisms were observed. First, the larger size ratios exhibited an initial free-fall dis-
charge of fines at the beginning of the test. This initial discharge was followed by a dif fusive
behavior, i.e., monotonically increasing trend that approaches an asymptotic value. The smaller
ratio did not exhibit the initial discharge and the responses were described adequately by the dif fu-
sive behavior. Strain also had an ef fect. Input energy, as related to strain, was found to be critical in
the type of percolation exhibited, i.e., the presence or absence of an initial rapid discharge. For the
size ratio of 10.9:1, the amount of input energy was critical because the size of the fine particles was
near the size of the coarse bed pore space. When the input energy was below a critical limit, mechan-
ical arching was occurring. Although, the input energy is a function of bed depth and strain rate,
these parameters did not inf luence the results outside random behavior.
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based on previously observed and simplified experi-
ments. For example, heap formation is the process in
which a stream of powder is deposited onto a f lat
plate. The powder forms a conical heap as powder is
continuously deposited onto itself. It has been shown
during this process that fines tend to the center of the
conical heap and coarse particles concentrate on the
outer boundaries of the cone. The dominant mecha-
nism for this example of size-segregation was identi-
fied to be a rolling mechanism. Coarse particles more
easily roll down the conical plane formed during
deposition. Therefore, fines concentrate at the center
due to the inability to roll down the conical plane and
coarse particles concentrate at the outer surfaces.

A particulate material will f low as long as the
process induces enough internal shear to overcome
the shear strength of the powder. This is the funda-
mental approach to hopper design using the Mohr-
Coulomb theory and Jenike’s Flow/No-Flow hy-
pothesis. Previous observations have shown that
segregation is occurring in a hopper during f low/dis-
charge. Based on these observations, researchers
developed a simple shear test apparatus to measure
size-segregation during shear. When the shear mech-
anism was isolated, size-segregation was quantified
by measuring the drainage of fine particles through a
bed of coarse particles. This type of segregation is
known as percolation. In this study, percolation was
defined as a demixing process perpendicular to the
shear deformation and parallel to gravity where the
fines traveled through the bed of coarse particles dur-
ing a shear disturbance. The size of the particles that
were studied had mean diameters ranging from 2.4
mm to 37.2 mm. The mean sizes selected were lim-
ited by the construction of the simple shear cell and
applicable fines to coarse ratios. The bed of coarse
particles was fixed similar to a roller assembly so that
pure shear could be obtained and the fines could eas-
ily escape at the bottom of the tester. Therefore, a pri-
mary shear apparatus that would overcome the mean
diameter limitations of the previous work by measur-
ing the discharge of fine particles through a bed of
coarse particles will be an invaluable experimental
device to quantify size-segregation induced by perco-
lation. Therefore, a vertically oriented the primary
segregation shear tester was designed, fabricated,
and tested to evaluate its feasibility for quantifying
percolation segregation.

2. Literature Review

Segregation, while important in every aspect of

powder technology, has limited understanding. Most
researchers define a segregation coefficient and
explore segregation for a particular process. The fol-
lowing subsections summarize the key segregation-
related findings relevant to this study.

2.1 Mechanisms of Segregation
Ten unranked main mechanisms of segregation

have been identified (Mosby et al., 1996): 1) Rolling,
2) Sieving, 3) Push-away, 4) Angle of repose, 5) Perco-
lation, 6) Displacement, 7) Trajectory, 8) Air current,
9) Fluidization, and 10) Impact. Rolling ef fects are
dominant in heap formation, because segregation in a
heap has been described as a surface phenomenon
where the heap surface remains constant. Rolling
effects are also important, because friction varies as a
function of size and stumbling effects, the ability of
larger particles to roll over obstacles. Sieving ef fects
occur in conjunction with rolling effects during heap
formation. The larger particles rolling along the sur-
face create a non-blinding screen. This type of segre-
gation continues as long as the large particles are in
motion. Sieving effects are also present in die filling.
Different densities cause push-away effects. A top layer
with a higher density will push the bottom layers with
lower densities to the side. Therefore, the center core
of the powder sample will have a higher density than
the wall area of the sample. Johanson (1988) gave the
first indication of angle of repose ef fects in a binary
sample of mung beans and fine salt. A high percent-
age of salt prohibited sieving effects, however high
contents of mung beans were near the wall. Percola-
tion has been studied as a function of vibration and
induced by gravity. Vibration can cause a small indi-
vidual particle to travel downward through the pow-
der mass. Bridgwater et al. (1978) developed a simple
shear apparatus that induced percolation. Percolation
is similar to sieving during shear, however a moving
layer is absent.

Displacement segregation describes the phenomena
in which a single large particle placed at the bottom
of a pile of smaller particles travels to the top during
vibration. A critical frequency of vibration was found.
Trajectory ef fects encompass larger particles traveling
further off a chute than do smaller particles. Studies
have shown that a large amount of fines were found
on the side of a heap closest to the chute. Particulate
material filled centrally into a tall bin or hopper that
contains a significant amount of fines (defined as
�50 µm) creates an air f low channel. This air f low
causes fines to travel to the sides of the silo or hopper
and leaves the core filled with coarse particles. Flu-
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idization ef fects are similar to air current effects. Dur-
ing the filling of a hopper, fines become f luidized, or
aerated, which enables the coarse particles to fall
through the aerated fines. The two mechanisms of
impact ef fects are interparticle collisions and particle-
boundary collisions. As a small particle collides with a
larger particle, the small particle can either stop or
increase in velocity. This results in a wider distri-
bution among the fine particles. Impact effects are
increased with an increase in f low rate.

2.2 Segregation Testers
This section has been divided into two major cate-

gories. First, testers that were specifically designed to
measure segregation are reviewed. Second, test tech-
niques used to measure segregation for existing han-
dling equipment are examined.

2.2.1  Specific test designs
The following test designs were developed to quan-

tify segregation during a specific operation. Flow out
of a hopper, filling a hopper, and free-surface f low
were operations that were targeted for this review
because of their relevance to the present study.

Mosby et al. (1996) detailed two testers that were
developed at Telemark. The first was a two-dimen-
sional, rectangular box, tester that has an interior,
inclined channel. The angle of the channel and nine
sampling holes can be adjusted simultaneously so
that the sampling holes are parallel to the channel.
Various channel lengths were tested and it was found
that a channel length of 630 mm gave reproducible
results. Five types of tests were completed to show
the different segregation mechanisms in a heap. Vari-
ables that were changed between the tests were mix-
ing ratios, feed rates, and length of channel. The
mixing ratio was not defined, but it appears to be the
percent of fines (alumina). Sand and alumina were
the two components of the mixture. It was concluded
from this work that f luidization, rolling, and sieving
are predominant mechanisms in heap segregation.

Bagster (1996) built a tester similar to that of Tele-
mark. It consists of a Perspex box with three feeder
guides and several sampling holes. The feed tube is
adjusted during the test so that no impact velocity
occurs at the feed point. This also minimizes the lat-
eral velocity of the particles. Sand was used as the
test material and several concentrations of fines were
used. Segregation was measured by determining a
non-dimensional parameter of coarse concentration.
No correlation between the non-dimensional parame-
ter and degree of segregation was found. 

Harwood (1977) used radioactive tracer sand to
measure segregation in a powder bed during vibra-
tion. The tracer technique did not disturb the powder
bed and enabled time measurements of segregation.
The following conclusions were made: 1) migration of
larger particles tends to be upwards when the vibra-
tion is at the base of the powder sample; 2) in a binary
system (similar density and size) of free-f lowing parti-
cles, very slow migration takes place in both upward
and downward directions; 3) in a binary system (one
free f lowing, one slightly cohesive), limited migra-
tion takes place; 4) there exists a level of vibrational
energy that maximizes segregation; and 5) particle
size is the main effect that controls segregation.

Williams and Shields (1967) introduced vibration to
free f lowing particles on an inclined channel. Equal
weights of feed of coarse and fine fertilizer granules
were fed onto a fixed plate. The particles continued
down the chute into a vibrating channel. The test
device was constructed so that the length of the bed,
direction, and amplitude and frequency of the vibra-
tion could be varied. Segregation was defined as a
coefficient. It was concluded from the study that most
segregation took place in the first 15 cm of the bed
and segregation was maximum when direction of
incline was about 30° with a frequency of 1300 rpm
and amplitude of 0.35 cm.

Hwang (1978) used a chute to create a two layer
f low. The chute was 10.1 cm wide by 3.8 cm deep and
the length could be varied by raising and lowering the
chute. The angle of the chute could also be changed.
The stainless steel chute surface was roughened by
applying a thin layer of particles using contact paper.
This roughness was used to enhance mixing during
f low. The twin hoppers were used to produce a two
layer f low stream. A sampling device was used at the
end of the chute to collect particles at various loca-
tions in the f low stream. Using experimental data,
Hwang developed a mathematical model for diffusion-
type segregation.

Stephens and Bridgwater (1978a) selected an annu-
lar shear cell to study the mixture quality of cohesion-
less powders in the failure zone. The annular shear
cell was selected so that powder behavior after initial
failure could be maintained. This aspect is not avail-
able in the linear direct shear cell of Jenike (1964).
Two particle sizes (1.91 and 4.00 mm) were used in
the shear cell. Velocity distributions for the two sizes
were similar in the failure zone. However, the depth
of failure zone could not be characterized by either
dimensional or dimensionless values. It was deter-
mined that increasing the normal load decreased the
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failure zone depth. Stephens and Bridgwater (1978b)
in a second part presented the significance of the
annular shear cell in determining percolation veloci-
ties and diffusion coefficients. Using an annular shear
cell, they found that for spherical particles large con-
centration gradients or zones of constant concentra-
tion can arise in failure zones. It was concluded that
percolation, migration and diffusion are the control-
ling factors of segregation in concentration profile.
The steady-state profile was inf luenced by the
amount of material in the failure zone.

2.3 Tester Techniques
Sleppy and Puri (1996) examined size-segregation

of granulated sugar discharging from mass f low and
funnel f low bins. Two particle size ratios were used in
each of the bins, 2:1 and 5.7:1, and mixed by equal
weight. It was concluded that funnel f low leads to pre-
dominant fines in the first half of discharge and a pre-
dominant coarse f low in the second half of discharge.
No specific segregation pattern was observed during
mass f low. There was no difference in segregation
between the two size ratios in mass f low, but segrega-
tion patterns in funnel f low had a minimal difference
between the two size ratios. Segregation coefficient
was defined as a fines to coarse ratio in this study.
Markley and Puri (1998) continued the work of
Sleppy and Puri by examining the effect of hopper
size on segregation of granulated sugar. Two hopper
sizes (small and large) were used for both funnel f low
and mass f low conditions. The same trends were
observed, i.e., during funnel f low a predominant fine
mixture at the beginning and coarse mixture at the
end. In addition, more segregation was found in the
large bins for both mass and funnel f lows.

Ahmad and Smalley (1973) investigated particle
segregation of a coarse particle and fine mixture dur-
ing vibration. At a given frequency, segregation in-
creased with an increase in acceleration. However, an
increasing frequency reduced segregation in a range
of accelerations. Segregation was found to increase
with an increase in the particle size of the large par-
ticle and lighter particles were found to segregate
more quickly than heavier particles under the same
operating conditions. Shape did not seem to have an
effect on segregation.

Lawrence and Beddow (1968) examined segrega-
tion of lead (Pb) particles during deposition into a die.
It was found that the fines filtered down through mov-
ing mass and resulted in a collection of fines at the
bottom. This filtering of fines caused the larger parti-
cles to drift outwards toward the die wall. The size

ratio affected segregation by increasing segregation
with an increase in size ratio. It was also found in this
study that particle shape and density had little effect
on segregation and increasing drop height minimized
segregation.

Williams (1976) introduced a coefficient of segre-
gation, which was later revised by Popplewell et al.
(1989) based on their results. The difference between
Williams’ index and Popplewell et al.’s index is that
Popplewell et al. consider the fines weight fraction at
the very bottom of the cell. They found that this
segregation index was much more sensitive and
produced better results. A simple shear model was
proposed by Bridgwater et al. (1978).

In summary, segregation has been measured using
a coefficient, mechanism, and model. The coefficient
technique is by far the most common. However, it
only describes the degree of segregation taking place
for a particular set of operating conditions. The mech-
anism technique provides insight for processes that
exhibit a dominating segregation mechanism. How-
ever, the most encompassing method is to model a
particular process. It is neither possible nor practical
to model every mechanism for a given process. How-
ever, if a specific mechanism can be identified that
explains the majority of segregation taking place, it
would provide a powerful tool in understanding and
minimizing segregation. Therefore, the objectives of
this paper were: 1) to conduct tests to demonstrate
the feasibility of the primary segregation shear tester
using binary mixtures, and 2) to determine segrega-
tion characteristics of these mixtures.

3. Experimental Methodology

This section describes the selection of test mate-
rials, rationale for test technique, primary tester
design, and test methodology. 

3.1 Selection of Test Materials
For this study, three binary particulate material

mixtures of glass beads were selected. Glass beads
were used based on the availability of narrow cut
sizes, sphericity, and non-hygroscopic properties un-
der controlled ambient test conditions. All tests were
conducted in an environment-controlled laboratory
with average temperature of 21°C � 3°C and relative
humidity less than 40% to minimize the effects of
moisture on the test results. The glass spheres were
considered dry (i.e., moisture content was equal to
zero). A dehumidifier, placed near the shear appara-
tus, was used to reduce the ambient moisture in the
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environment. 
Two size ranges of fines (106-125 µm and 180-212

µm) and two size ranges of coarse particles (800-1200
µm and 1000-1500 µm) were used to obtain three size
ratios, 5.1:1 (1000:196), 8.7:1 (1000:115), and 10.9:1
(1250:115), for size-segregation (Table 1). Size ratio
of 6.4:1 (1250:196) was used to validate segregation
constitutive models. These results will be reported in
a subsequent publication. The particle density and
bulk density of the glass spheres were 2500 kg/m3

(Quantachrome Multipycnometer) and 1300 kg/m3,
respectively.

Preliminary tests determined the applicable size
ranges used in this study. Smaller ratios (3:1 to 5:1)
were attempted with different size ranges. However,
due to the design of the tester, significant blinding
(i.e., clogging of the screen) of the exit screen and/or
insignificant percolation occurred at the small size
ratios. The sizes of the coarse and fine particles were
changed until significant percolation was measured
and blinding was eliminated.

3.2 Tester Design
Due to its advantages, a vertically oriented shear

tester was designed (Duffy and Puri, 2000). The new
tester � the Primary Segregation Shear Cell (PSSC)
� is capable of applying strains from 5 to 25% by
changing the cam (Figure 1). The cam is connected
to a variable speed motor that can cycle the cam
between 0.25 revolutions per second and 1.67 revolu-
tions per second. A confining pressure between 0 kPa
(no confining pressure) and 10 kPa can be applied
using the air inlets and the f lexible membrane. A
mesh screen with an opening of 533 µm at the bottom
of the tester prevents coarse particles from passing
and allows fine particles to pass without blinding. The
mesh screen is replaceable, based on the selected test
particle size ratio.

The tester is mounted on a frame that also houses
the load cell collection assembly and electric motor
that drives the cam. Nylon walls were used as side-
walls to contain the particulate system and minimize
the friction between the moving walls and fixed walls.
The load cell collection assembly is aligned below the

mesh screen of the tester (Figure 2). There are 18
individual compartments in the collection assembly
with six of the compartments containing load cells.
All compartments were square with dimension 16.9
mm � 16.9 mm including divider plates (2 mm thick-
ness). Six load cells were selected to measure the per-
colation of fines and minimize the cost of the tester.
Each load cell had a capacity of 50 g � 0.01% (0.005
g). This was the smallest load cell that could be used
due to the handling involved with the collection
assembly during emptying after each test while pre-
serving significant precision and accuracy. Each load
cell was preloaded with a 5 g plate to minimize drift
and noise associated with an unloaded load cell. The
data from the load cells was collected using a Hewlett
Packard 3852A data acquisition system connected to a
personal computer through the general purpose in-
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Coarse Size, d50 1000 µm 1250 µm

Fine Size, d50 0115 µm 0196 µm

Size Ratios For 1250:115 1000:115 1000:196
Segregation Data (10.9:1) (8.7:1) (5.1:1)

Table 1 Summary of size ratios used for this study

Motor

Cam

Nylon Walls

Collection Pan

Shear Box

Air Inlet

Moving
Pivot

Moving
Pivot

Motion

Support Pivot
Fixed Location

Cam Riding Pin

Screen

10.16 cm

10.16 cm

5.08 cm

All components are
stainless steel
except flexible

(a)

(b)

Fig. 1 Vertically oriented primary segregation shear cell (a) over-
all schematic, and (b) 3D schematic



formation bus (GPIB). LabVIEW software (National
Instruments, Austin, TX) provided the translation
from analog to digital so that the information could be
processed using standard spreadsheets. 

In order to facilitate the identification of cell loca-
tion, a lettering system was developed. The three
rows (left to right) were identified as Front Row (FR),
Middle Row (MR), and Back Row (BR) as shown in
Figure 2 (a). The collection assembly was divided
into two halves � Left (L) and Right (R) as shown in

Figure 2 (b). Furthermore, the left half was subdi-
vided into Center (C), Middle (M), and Left (L), and
the right half into Center (C), Middle (M) and Right
(R). To identify a cell by the lettering system, the first
two letters designate the row location, the subsequent
two letters pinpoint the cell location. The first of the
last two letters identifies the half (L or R) and the sec-
ond letter identifies the cell location (L or M or C). As
an example, cell #10 has letter identification of BR-RC.
This refers to Back Row (BR) � Right (R) half and
Center (C) cell as illustrated in Figure 2. The six
load cells were placed in BR-LM (Cell #4), FR-LM
(Cell #6), MR-LC (Cell #8), MR-RC (Cell #11), BR-RM
(Cell #13), and FR-RM (Cell #15). Theoretically, two
load cell locations (e.g., BR-LM and FR-RM) could be
used to determine anisotropy. Therefore, the six se-
lected locations can measure anisotropic behavior and
give an average (or overall) degree of anisotropy.

3.3 Design of Experiment and Test Methodology
Based on preliminary experimentation, 25% and 20%

strains provided excessive energy into the particulate
assembly. At these strains, the fines f looded through
the bed of coarse particles. Flooding is defined as a
very rapid percolation rate that could not be consis-
tently measured for meaningful comparisons by the
load cell sensors. Strains of 25% and 20% are also
extreme limits in shear cell testing (i.e., Jenike shear
tests and conventional triaxial shear tests are com-
pleted under 20% strain). Therefore, the design of
experiments included 5%, 10%, and 15% strains. In this
study, strain is defined as 100 times the maximum
vertical movement of the moving pivot (Figure 1(b))
divided by the vertical wall dimension (10.16 cm).
Two cycle speeds, 0.75 cycles/second and 1.33
cycles/second, were selected in the operating range
of the electric motor. Rates below 0.75 cycles/second
did not provide enough energy to percolate the fines
through the bed of coarse particles in an efficient
manner especially at the lower strains. Rates above
1.33 cycles/second caused f looding. Both of these
strains produce linear velocities in the powder sample
larger than standard shear testing techniques. The
strain and cycle speeds selected for this study repre-
sent the upper and lower operating limits for mean-
ingful comparisons. Three bed depths were also
incorporated into the study to determine the effect of
travel length on percolation velocity, i.e., determine
if the dimensions of the cell inf luenced the results
(Table 2).
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#1
BR-LL

#2
MR-LL

#3
FR-LL

#4
BR-LM

#5
MR-LM

#6
FR-LM

#7
BR-LC

#8
MR-LC

#9
FR-LC

#10
BR-RC

#11
MR-RC

#12
FR-RC

#13
BR-RM

#14
MR-RM

#15
FR-RM

#16
BR-RR

#17
MR-RR

#18
FR-RR

Left Right

Back 
Row

Middle 
Row

Front 
Row

Left Middle Center RightMiddleCenter

#10
BR-RC

Cell Number

Row Identification:
BR – Back Row
MR – Middle Row
FR – Front Row

Column Identification:
LL – Left Left
LM – Left Middle
LC – Left Center
RC – Right Center
RM – Right Middle
RR – Right Right

(a)

(b)

Fig. 2 Schematic of load cell collection assembly (a) isometric
view, (b) top view

FR

MR

BR



different load cell locations for the same treatment to
determine the degree of anisotropy. All treatments
were analyzed. However, due to the large number of
treatments, typical data are presented to give an
overview. The second subsection compares (signifi-
cance level, α�0.05) the same load cell location for
two different treatments. Again, typical data are pre-
sented to give an overview of the statistical analysis.

4.2.1  Statistical analysis at dif ferent locations
and same treatment

Seven statistical comparisons were calculated for
each treatment to determine any anisotropic behavior
of percolation. The comparisons include Cells BR-RM
vs. FR-RM, Cells BR-LM vs. FR-LM, Cells MR-LC vs.
MR-RC, Cells BR-LM vs. BR-RM, Cells FR-LM vs. FR-
RM, Cells BR-LM vs. FR-RM, and Cells BR-LM vs. FR-
RM (Figure 2). Comparisons for Cells BR-RM vs.
FR-LM and the 95% confidence interval are shown in
Figure 3. Other comparisons being similar are not
included. The comparison between Cell BR-RM and
Cell FR-RM had a small time zone of significant differ-
ence (p�0.05). This only occurred between 18 s and
36 s with the final masses being statistically similar
(p�0.05). The remaining comparisons were not sig-
nificantly different (p�0.05) during the entire dura-
tion of the test. Therefore, it was concluded that the
percolation of fines through the bed of coarse parti-
cles was isotropic, i.e., directionally independent or
cell location independent. The size of the 95% confi-
dence intervals for the individual load cells is larger
than normal (COV�10%). However, the 95% confi-
dence intervals decrease considerably when com-
puted in the effective percolation direction. This is
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3.3.1  Test methodology
For each test described above, the following proce-

dure was used:
01. The nylon walls were screwed tightly towards

each other to secure the tester for deposition.
02. Moving pivot at top of tester was removed and

top plate swung open.
03. Flexible membranes were inf lated to 2 kPa us-

ing nitrogen gas.
04. Collection pan assembly was aligned with the

mesh screen at the bottom of the tester using
alignment guides and visual alignment marks.

05. The coarse particles were deposited into the
tester using a spoon to a specific bed height.

06. Fines deposition mould was aligned on the top
of the bed of coarse particles.

07. Data collection was started.
08. Fines were deposited into mould (�40 grams)

and mould was removed.
09. Top plate was closed and moving pivot replaced.
10. The nylon walls were relaxed and the motor

was set at specified strain rate.

4. Results and Discussion

This section includes the statistical, qualitative, and
quantitative comparisons of the mass versus time
relationships for the different treatments. The com-
parisons have been grouped based on the treatment
of size ratio, which was found to be the dominating
treatment. However, the effect of strain, cycle speed,
and bed depth are included to highlight trends of
these treatments.

4.2 Statistical Analysis
The statistical analysis is divided into two subsec-

tions. The first subsection includes statistical com-
parisons between mass versus time relationships at

Parameter Number (Values)

Size Ratios 3 (10.9:1, 8.7:1, 5.1:1)

Strains 3 (5%, 10% 15%)

Cycle Speed 2 (0.75 cycles/s, 1.33 cycles/s)

Bed Depths 3 (2.54, 5.08, 7.68)

Replications 4 per combination

Total Number of Tests 216

Table 2 Testing schedule for size-segregation analysis of binary
mixtures
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Fig. 3 Mean measured mass versus time relationships for Cell
BR-RM and Cell FR-LM and the 95% confidence intervals



due to the fact that the fines percolate through the
bed of coarse particles along a preferred direction,
which may lead to high deviations when looking at
one particular cell location. The size of the 95% confi-
dence intervals in the effective percolation direction
supports the foundation of four replications in the
design of experiment. An average coefficient of var-
iation for all treatments was 9.7%, which is within
standard error of other powder testing techniques
(Kamath et al., 1993, Puri et al., 1995, Duffy and Puri,
1999).

4.2.2  Statistical analysis at same location and
different treatments

Mass versus time relationships at specific load cell
locations were statistically compared (α�0.05) to
determine any significant differences between treat-
ments. All treatment trends being similar, the graphi-
cal statistical comparison at measurement location
FR-LM is given in Figure 4. In most treatment com-
parisons, only one or two of the cell locations were
significantly different. This was due to relatively large
95% confidence intervals at certain locations. Most of
the variation was attributed to the paths that the fines
traveled. In other words, the mean path length varied
from test to test. It is hard to determine the overall
effect by looking at the individual load cells sepa-
rately. Therefore, a normalized mass versus time
along an effective percolation direction was created to
better describe the percolation process utilizing the
data from all load cells. Normalized mass values were
calculated for each measurement location by dividing
with the maximum mass accumulated at that location
upon completion of the test.
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Fig. 4 Mean measured mass versus time relationships at FR-LM
and 95% confidence intervals

4.3 Qualitative Analysis
Normalized mass versus time relationships were

used to qualitatively assess percolation data from the
primary segregation shear cell (PSSC). Extensive
analysis of data clearly showed that size ratio was the
most dominant treatment. Therefore, the qualitative
analysis focuses on the effect of size ratio on the mass
versus time relationships. A similar effect has been
observed and reported by Bridgwater et al. (1978).
For a given strain and cycle speed, there are three
comparisons based on bed depths of 2.54 cm, 5.08
cm, and 7.62 cm. The analysis groups the compar-
isons based on strain and cycle speed and summa-
rizes the results for the three bed depths. The 95%
confidence intervals are also given and represented
by labeled symbols.

4.3.1  Comparisons of 15% strain and 0.75 cps
A typical normalized mass versus time relationship

for bed depth of 2.54 cm is given in Figure 5. Typical
results were collected at 15% strain and 0.75 cps cycle
speed. At any given time, the normalized mass for
the size ratios of 10.9:1 and 8.7:1 were significantly
(p�0.05) greater than the normalized mass for the
size ratio of 5.1:1. In addition, the normalized mass
relationships for 10.9:1 and 8.7:1 were statistically
similar (p�0.05). At the bed depth of 7.62 cm, the nor-
malized relationship of 8.7:1 approached the normal-
ized relationship of 10.9:1. For deeper coarse beds,
the mean path lengths for fines about a certain size
ratio (such as 10.9:1 and 8.7:1) approach each other.
This hypothesis explains the similar normalized mass
profiles. The similarity of profiles for 10.9:1 and 8.7:1
was observed for other treatments.
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Fig. 5 Mean (solid lines) and 95% CI (symbols) for normalized
mass as a function of time � Strain�15%, Cycle Speed�
0.75 cycles/second and Bed Depth�2.54 cm



4.3.2  Comparisons of 15% strain and 1.33 cps
The normalized mass versus time relationships for

bed depth of 5.08 cm is given in Figure 6. The
increase in cycle speed resulted in the normalized
relationships of 10.9:1 and 8.7:1 to have similar re-
sponses while maintaining a significantly (p�0.05)
faster percolation through the coarse bed than the
5.1:1 size ratio. Generally, the increase in cycle speed
provided enough energy for the fines of the 8.7:1
treatment to percolate through the bed of coarse
particles with minimal resistance, i.e., simulating the
10.9:1 treatment. The relationships for the 10.9:1
treatment and 8.7:1 treatment at a bed depth of 5.08
cm are reversed. This trend, which is more pro-
nounced at lower energy inputs, may be attributed to
the minimum pore size of the 10.9:1 ratio (1250 µm :
115 µm). The pore size is large enough for two fine
particles to mechanically arch. However, the mini-
mum pore size of the 8.7:1 ratio (1000 µm : 115 µm)
prevents two fine particles from arching and allows
fine particles to freely travel through the bed of
coarse particles. For the filling method used, the
coarse particle structure is expected to be between
that of cubic and orthorhombic arrangements. It is
known that the cubic arrangement is unstable;
whereas, orthorhombic is stable but does require tap-
ping or vibration to attain the theoretical porosity.
The minimum pore sizes for the two arrangements
are given in Table 3. The mean pore size was calcu-
lated by assuming that the orthorhombic arrange-
ment is the dominant arrangement, i.e., 2/3 weight
factor was assigned to this arrangement, compared
with the cubic arrangement which contributes only
1/3. The mean pore sizes for 1250 µm and 1000 µm
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assemblies were estimated to be 270 µm and 215 µm,
respectively. For both size ratios, the size of fines was
115 µm. The calculated pore sizes of 270 µm and 215
µm lend credence to the mechanical arching hy-
pothesis.

4.3.3  Comparisons of 10% strain and 0.75 cps
The same trend as for 15% strain continues for

strain of 10% and cycle speed of 0.75 cps. For a bed
depth of 2.54 cm, the normalized mass versus time
relationship for the 8.7:1 treatment has a faster perco-
lation rate than the 10.9:1 treatment as shown in Fig-
ure 7. At bed depths of 5.08 cm and 7.62 cm, the
percolation rates of 8.7:1 and 10.9:1 are very similar.
For all three bed depths, the percolation was statis-
tically similar (p�0.05) between 10.9:1 and 8.7:1.
Again, the reversal observed for 2.54 cm bed depth
was attributed to the pore size of coarse particles and
the ability of the fines in the 10.9:1 ratio to form a
mechanical arch in the pore spaces. In the preceding
section’s comparison the reversal occurred for bed
depth of 5.08 cm, which had a higher strain (15%) and
cycle speed (1.33 cps) compared with this case.
Higher energy inputs impact deeper beds, thus a criti-

Minimum Pore Size (µm)

Coarse Particle Cubic Orthorhombic Weighted Mean 
Size (µm)

1250 µm 520 150 270

1000 µm 415 120 215

Table 3 Minimum pore sizes for cubic and orthorhombic arrange-
ments
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cal energy exists that selectively inf luences the rever-
sal, i.e., can not dislodge the mechanical arches. As
was the case with the previous comparisons, the per-
colation for 5.1:1 size ratio is significantly (p�0.05)
less than the other treatments. It was hypothesized
that the fines in the 5.1:1 ratio are actually changing
the pore structure of the coarse bed. In other words,
the size of the fine particle is nearer the size of the
pore space of the coarse particles and does not freely
f low through the bed of coarse particles. Rearrange-
ment of the coarse bed may be taking place. Gener-
ally, the fines in the other treatments are f lowing
freely through the pore spaces of the coarse bed and
may alter the pore structure, but not to the extent to
impede the rapid f low of fines.

4.3.4  Comparison at 10% strain and 1.33 cps
A change in cycle speed from 0.75 cycles/second to

1.33 cycles/second at a strain of 10% did not change
the relationships found for 0.75 cycles/second. At the
smaller bed depths of 2.54 cm and 5.08 cm, it appears
a strain of 10% and cycle speed of 1.33 cycles/second
provides enough energy to dislodge the fine particles
for the 10.9:1 treatment because the percolation was
greater than or equivalent to the 8.7:1 treatment (Fig-
ure 8). However, when the bed depth was 7.62 cm, it
appears there was mechanical arching at the 10.9:1
treatment due to the lower percolation rate. However,
for all three bed depths, the responses for 10.9:1 and
8.7:1 are statistically similar (p�0.05). From these ob-
servations, it appears that the energy combination of
a strain of 10% and a cycle speed of 1.33 cycles/sec-
ond is large enough to dislodge mechanical arches in
the 10.9:1 treatment at small bed depths. However,

this energy input is near its limiting value, because at
the largest bed depth, arching is occurring.

4.3.5  Comparison at 5% strain
Several changes occur when the energy input is

decreased to a strain of 5%. For all cases at strain of
5%, the percolation is greater for the 8.7:1 treatment
than the 10.9:1 treatment and significantly greater
(p�0.05) at a cycle speed of 0.75 cycles/second. In
fact at low input energy level corresponding to 0.75
cycles/second, the 10.9:1 treatment behaves statis-
tically similar (p�0.05) to the 5.1:1 treatment. An
increase in energy input, i.e., increase in cycle speed
from 0.75 cycles/second to 1.33 cycles/second, af-
fects the relative percolation of the 10.9:1 ratio. The
10.9:1 percolation approaches the 8.7:1 percolation.
This supports the hypothesis of mechanical arches
forming in the pore spaces of the coarse particles.
The relationships at strain of 5% also show the effect
of strain on the percolation. The normalized mass
accumulated after 60 seconds at a strain of 5% is
appreciably lower than the mass accumulated at
higher strains.

4.4 Other Treatment Variables and Their Effect
on Percolation

The previous analyses qualitatively assessed the
effect of size ratio on the percolation. However, the
effects of three other parameters (strain, cycle speed,
and bed depth) were also quantified. Strain, as dis-
cussed above, has a significant (p�0.05) effect on the
percolation rate. Higher strains resulted in a faster per-
colation (Figure 9). In most cases, cycle speed had
minimal effect on the percolation rate (Figure 10).
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Fig. 8 Mean (solid lines) and 95% CI (symbols) for normalized
mass as a function of time � Strain�10%, Cycle Speed�
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Fig. 9 Typical mass versus time relationships as a function of
strain � Size Ratio�10.9:1, Cycle Speed�0.75 cycles/sec-
ond, Bed Depth�5.08 cm 
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10.9:1, the amount of input energy was critical
because the size of the fine particles was near the
size of the coarse bed pore space. When the input
energy was below a critical limit, mechanical arch-
ing was occurring. Although the input energy is a
function of bed depth and cycle speed, these para-
meters did not inf luence the results outside ran-
dom behavior.

3. The percolation of fines through a bed of coarse
particles was isotropic. There was no observed
bias in the collection pan at the end of the tests.

4. Significant differences (p�0.05) were measured
between individual load cells under different treat-
ments in one out of six treatments. Many treat-
ments were not significantly different (p�0.05).
However, when statistical comparisons were made
in the effective percolation direction, differences
(p�0.05) were significant when comparing the
size ratios of 10.9:1 and 8.7:1 to the size ratio of
5.1:1.
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1. Introduction

The word autogenous is derived from the Greek
autogenes which means self (auto) generated, born
or produced (genes). In mineral processing however,
autogenous grinding designates generically the action
of rocks grinding upon themselves, as occurring in
tumbling mills. For reasons that will be further ad-
dressed in this work, grinding in autogenous (AG)
mills is frequently assisted by steel balls, in which
case it is called semi-autogenous (SAG) grinding. 

Conceptually, any AG/SAG mill consists of a rotary
cylindrical metallic chamber in which the feed is con-
tinuously introduced through the hollow feed trun-
nion at one end and discharged to another. The
discharge mode does vary substantially between hol-
low discharge trunnions to screen plates (grates) that
can be either placed at the periphery of the cylinder
or radially to the trunnion. The mill shell is internally
protected by means of steel liners. 

Today’s extensive use of AG/SAG mills is credited
to the combination of relative high throughput and

high reduction ratios allied with compactness of their
physical installations. There is, consequently, an in-
creasing demand for techniques, which enable the
prediction of the performance of such equipment,
under a wide range of conditions. Mathematical mod-
elling and simulation have proven to be a reliable
technique to assist the development of comminution
circuits in conceptual design, scale-up from pilot plant
test work and the optimisation of industrial opera-
tions. Over the last 30 years JKMRC has been contin-
uously developing mathematical models of AG/SAG
mill performance. The current model is incorporated
in a computer program for process simulation �
JKSimMet, which has been used successfully to simu-
late a number of closed and open circuit situations. It
is arguably the most popular and widely used model
in the world. There are, however, a number of areas
where the model is still limited in its ability to predict
the effect of changes in operational variables. In par-
ticular its limited inherent ability to relate the perfor-
mance with charge composition and motion is seen as
a major drawback. This has prompted the use of
empirical “corrections” to the model (Mutambo, 1992;
Morrell and Morrison, 1996), which resulted in the
formulation of equations that have been only partially
successful. Significant progress has been recently
achieved towards the modelling of mill charge
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dynamics, particularly those related to the effect of
lifter bar design and the estimation of mill power
draw. These progresses have been based on physi-
cally sound descriptions of the charge motion and the
principal variables, which affect it. This scenario of
increasing demand for a comprehensive model and
the development of better knowledge of charge
dynamics, lead to the initiation of a new AG/SAG mill
mathematical model.

2. Objective

The main objective of this work is to describe the
inf luence of the charge composition and motion on
breakage performance such that it can predict the
performance of the mill under all normally encoun-
tered operational conditions. The derived model
should then incorporate a number of operating con-
ditions as they inf luence the charge dynamics and
therefore the breakage mechanisms involved in
AG/SAG grinding as opposed to a rate process ap-
proach.

3. Review of AG/SAG Grinding Process Models

Researchers involved with power prediction were
motivated by the possibility of reducing the large
amounts of energy consumed in comminution plants.
Accordingly, the energy-size relationships, or “laws of
comminution” were extensively used in attempts to
predict the power draw by crushers and ball/rod
mills, based on one characteristic of the broken mate-
rial. However, the energy approach proved to be inad-
equate for meaningful process simulation, specially in
AG/SAG mills where the mill charge weight varied
substantially.

The difficulty in maintaining the operation of AG
mills in steady state motivated research groups to
develop models to predict and control their dynamic
behaviour. Such models were based on statistical cor-
relations thus representing an intermediate stage
towards more comprehensive approaches (Kelly,
1970). Three lines of models were since then pursued
to model AG/SAG mills i.e., matrix models, kinetic
models and perfect mixing models. However, follow-
ing the evolution of computers, kinetic and perfect
mixing models received much more attention from
research programmes, to the detriment of matrix
models, which were eventually abandoned.

The majority of the models developed were essen-
tially case-specific and strongly dependent on site
conditions. Moreover, they were not designed to take

into account the mechanisms involved in the process.
Wickham (1972) first incorporated the perfect mix-

ing equation (Whiten, 1974) to AG/SAG modelling. A
simplified matrix form was used, in which a con-
densed term adapted the model structure to ignore
both load and discharge rate. Two distinct functions
for rock breakage were considered i.e. impact and
abrasion, but were non-ore specific.

Stanley (1974) published the first successful effort
to model AG/SAG mills according to a mechanistic
approach, as a result of a series of survey campaigns
on both pilot plant and industrial mills. The underly-
ing mechanism assumed was that AG/SAG mills are
mixers in which both transport and breakage occurs.
Furthermore, when rock fragments collide inside the
mill, they generate broken particles, which will be dis-
tributed in other size fractions. Although the concepts
used by Stanley were essentially mechanistic, the
model created can be better classified as a phenome-
nological, because the mechanisms involved were
treated as rate processes rather than genuine physical
interactions, which could be predicted from simple
generic laws. 

Austin et al (1977) developed an AG/SAG model
structure based on the kinetic model. The mean resi-
dence time of the particles within the load was used
to correlate the batch grinding conducted in the labo-
ratory, to the performance of pilot plant and industrial
mills.

Leung (1987) used the perfect mixing model equa-
tion in its full form as well as a mass transfer empirical
relationship. Leung developed a combined ore-de-
pendent impact and abrasion function for describing
breakage. Although average values were established,
breakage rates were mill/ore dependent thus had to
be fitted.

Morrell and Stephenson (1996) incorporated a phe-
nomenological mass transfer relationship to Leung’s
model, based on an extensive work carried out on
industrial mills.

3.1 The Perfect Mixing Model
The basic concepts of the perfect mixing model

were developed by Whiten (1974) in which the rate of
change of mill contents, due to breakage and f low,
can be described by the following equation:

pi�disi�fi�∑
i

j�1
aij rjsj�risi

where 
f i mass f low rate of size fraction i in the mill feed 
p i mass f low rate of size fraction i in the mill dis-

charge
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s i mass of size fraction i in the mill load
r i breakage rate of size fraction i
a ij appearance function (fraction of broken particles

from size fraction j which appears in size fraction i)
d i discharge rate of size fraction i

The perfect mixing model equation represents the
mass balance of each individual size fraction of the
mill charge. Accordingly, the entering particles (mill
feed plus broken particles coming from coarser frac-
tions of the charge) balance with the leaving particles
(mill product plus the broken particles going to finer
fractions of the charge).

3.2 Breakage Mechanisms
Much work has been conducted on the determina-

tion of breakage mechanisms prevailing in tumbling
mills. The results obtained in the analysis of rod and
ball mill operation, which dominated the literature,
are not adequate for AG/SAG mill load analysis as the
particle size range is more ample.

The majority of the authors dedicated to investigate
the subject (Wickham, 1972; Stanley, 1974; Austin et
al, 1977; Manlapig et al, 1979; Goldman et al, 1988,
Kelly et al, 1990, Loveday et al, 1997) have selected a
number of breakage mechanisms. Although a lot of
controversy still persists in the literature, mainly
derived from different nomenclatures for similar phe-
nomena, the following mechanisms are considered to
be predominant in AG/SAG mills: impact, abrasion,
chipping and attrition.

It is important to emphasise that much of the confu-
sion in the literature originates from the indistinct dif-
ferentiation between cause and effect. The former is
here defined as a combination of intensity and mode
to impart energy to a fragment, while the latter is the
resulted size distribution of broken fragments. 

Schöenert (1993) affirmed that only the amount of
energy imparted to a particle in any comminution
machine should be considered to characterise the
breakage event. The form of interaction is therefore
irrelevant. However, both the breakage energy and
mode are related to the motion of the charge. Hence,
by relating the mode of breakage to charge dynamics,
the energy associated with each mode can be deter-
mined. 

A number of different tests to characterise the
physical properties of material subjected to comminu-
tion are reported on the literature. They can be
divided into those which are designed to reproduce
the whole size reduction process within a mill (Bond,
1952; Kjos, 1985; MacPherson, 1987; Mörsky et al,

1994), and the ones created to assess an individual
fragmentation mechanism, specific of the AG/SAG
mill process (Narayanan, 1985; King et al, 1993).

The characterisation tests relevant to the present
work are those which correlate specific energy im-
parted to a rock fragment and its correspondent
degree of breakage. 

Based on the above discussions, this work consid-
ers three main modes to impart energy to any particle
in AG/SAG mills, which are showed schematically in
Figure 1 and described below. 
• Impact, here referred as the action of a falling

charge element, including balls or rocks, onto the
particles lying on the exposed part of the charge.

• Abrasion, which includes the rubbing action of rock
particles against each other, against balls or mill lin-
ers.

• Attrition, including the mechanism of particles be-
ing nipped between steel balls and larger ore parti-
cles rolling and sliding against each other.

3.3 Breakage Rates
Breakage rates are associated with the frequency

breakage events. Leung (1987) assumed that the
breakage rates were fixed and calculated average val-
ues for AG and SAG mills separately. The breakage
rate distribution was not described by back-calculated
relationships, but in terms of five values, at 128, 44.8,
16.0, 4.0 and 0.25 mm. The intermediate values for
other sizes are calculated by interpolation which
results in a smooth breakage rate curve as shown in
Figure 2.

The robustness of Leung’s model contrasts with the
fact that breakage rates are affected by a number of
operating conditions instead of depending only upon
the equipment. Morrell et al (1994) also showed that
the inf luence of variables such as ball charge, ball
size, feed size distribution determines the perfor-
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mance of the process, thus directly affecting the
breakage rate values. 

As operating conditions determine breakage rates,
difficulties were frequently experienced in predicting
the performance of the mill under conditions much
different from those used to fit the model parameters.
In addition, design of full scale mills where no pilot
data were available was limited to matching to the
design of existing mills for which data were available. 

The subject was investigated in detail by Mutambo
(1992) in an attempt to empirically correlate breakage
rate values with the operating conditions and design
characteristics of a range of mills in the JKMRC data-
base. 

4. The New Model

4.1 Description
In grinding mills the kinetic energy that the rota-

tion of the mill shell imparts to the grinding media is
subsequently transferred to ore particles with which
they are in contact, so causing breakage. The kinetic
energy of these breakage events is related to both the
size and velocity of the grinding media whilst the fre-
quency of these events is associated with the number
of grinding media and the rate at which they circulate
within the mill. The process has a discrete nature, as
it comprises many individual collisions or breakage
‘events’. The product of these breakage events may
leave the mill via the discharge grate due to entrain-
ment by slurry, or remain within the charge to un-
dergo further breakage.

It follows from these arguments that for modelling
purposes it is necessary to have a description of at
least the following:
• Energy associated with each breakage event and its

relationship to the charge.

• Frequency of breakage events for each size fraction
and its relationship to the charge.

• Size distribution of the products from each break-
age event.

• Classification performance of the grate.
• Relationship between slurry hold-up in the mill and

its f low rate out of the mill.
The assessment and modelling of each individual

element listed above are summarised in the following
sections. 

The modelling approach adopted in this work is
based on the interaction between mill charge motion
and size reduction mechanisms, which is believed to
resemble a real mill operation. Although the individ-
ual assessment of mill charge dynamics and size re-
duction mechanisms have progressed substantially,
none of the published AG/SAG models are directly
based on the interactions between them.

The charge is assumed to be comprised of two dif-
ferent fractions i.e. the one which causes breakage,
described as grinding media or ‘contactors’, and the
one which receive the contacts, or ‘contactees’. The
motion of the contactors will therefore determine
both the frequency and the intensity of the size reduc-
tion mechanisms. The two mechanisms selected to
represent the size reduction mechanisms in AG and
SAG mills were impact and attrition, which therefore
have to be described according to the approach
adopted in the charge motion model.

Modelling of the charge motion was based on the
approach adopted by Morrell (Morrell, 1993) for pre-
dicting the power draw of tumbling mills. The model
assumes the mill charge to be comprised of concen-
tric shells. The slip between the shells causes a shear-
ing motion and creates the conditions necessary for
attrition breakage where relatively small particles are
nipped between grinding media as they slide against
one another. Impact breakage occurs predominantly
in the vicinity of the toe of the charge where the
grinding media impact after falling from the shoulder
of the charge. 

The Morrell model differentiates between the pow-
er associated with each of these mechanisms individ-
ually and provides separate estimates of impact and
attrition power.

The grinding media are viewed as “contactors” in
the model and are used to determine the input energy
for breakage in each of these modes. The model
using the rate at which the charge rotates as well as
the rate at which the shells slide against one another
also provided an estimate of the total frequency of
breakage events in each mode.

KONA  No.20  (2002) 211

1

10

100

0.01 1 100 10000

Size (mm)

B
re

ak
ag

e 
R

at
e 

(1
/h

)

Fig. 2 Breakage Rate Distribution as Obtained by Leung.



The relationship between contactors and contactees
is assumed to follow a pattern according to each
mode of breakage. Underlying each of these relation-
ships is the assertion that the surface area of the
grinding media dictates the breakage frequency,
whilst the probability that a contactee will be involved
in a collision with a contactor is related to the surface
area of the contactee.

The model operates in an interactive manner, which
is believed to resemble a real mill operation. There-
fore, after each iteration of the charge motion the
grinding media is re-calculated according to the size
reduction relationship. Accordingly, an arbitrary val-
ue of grinding charge volume is initially used as
means to start the calculation of the charge size distri-
bution. The grinding charge is considered to reach
steady state after the constraint of fixed charge vol-
ume is eliminated and the grinding charge loop runs
for a fixed number of iterations.

After each interaction the model calculates the
slurry volume, which will fill the interstices of the
grinding charge and may eventually raise above the
grinding charge surface, thus giving rise to the for-
mation of the slurry pool. If a slurry pool is formed,
the next interaction will take into account its effect on
the falling grinding media. The net result is a reduc-
tion of the impact velocity due to the buoyancy effect
of the slurry pool.

The slurry volume is dictated by the discharge
function and the mill throughput, together with the
attrition mode of breakage, which is assumed to be
prevalent on finer size fractions of the charge. 

The mill charge motion is considered to be com-
prised of a number of shells, which slide against one
another. Attrition breakage therefore occurs in the
interstices between contiguous shells as well as in
the voids of the grinding charge. It follows that for
a breakage charge volume and mill charge motion
there is a limited “volume associated to attrition sites”
to be filled with particles. For situations where the
charge slurry volume is smaller than the volume of
attrition sites, no correction is necessary as any solid
particle in the slurry will be within the breakage
charge. However, as the slurry pool starts to build up
in the mill chamber, the reverse occurs i.e. there will
be more particles than breakage sites which de-
creases the attrition breakage performance of the
mill. The model therefore incorporates a correction
factor to take into account the slurry pool effect on
attrition breakage.

After the stabilisation of the grinding charge loop,
the model iterates until the entire charge size distrib-

ution, charge volume and product size distribution
stabilises. 

One of the most prominent characteristics of the
model resides on its structure and consequently on
the mode in which it iterates. Instead of utilising the
information to iterate backwards as most models do,
the new model generates the necessary information
based solely on the mill design characteristics, operat-
ing conditions and ore characterisation results, as
input data. Therefore, the new model is not based on
variables that are inherently operation dependent or
necessitate scale-up procedures. 

The fact that current AG/SAG mill models are not
based on mill charge dynamics determines a number
of limitations with them. Although a number of oper-
ating variables and mill design characteristics have
been carefully assessed, they were incorporated in
current models by simplistic parameterisation that
limited their application.

The load-interactive approach adopted in the mod-
el incorporates a comprehensive description of the
charge motion. Initially designed by Morrell (1993) to
predict the power draw, the Morrell model was based
on the location of the charge toe and shoulder for
each shell, as the bulk of the charge was divided. The
Morrell model was modified to incorporate Powell’s
(1991) equations for describing the trajectory of par-
ticles in contact with the lifter bars, including the
effect of the angle of the lifter bar on the trajectory to
be determined. Apart from the shell structure of the
charge no assumptions are made about the shape that
the charge takes up.

The net result is a model which predicts the motion
of the grinding charge as well as the power draw
under a wide range of operational and design condi-
tions, and includes the effects of such factors as par-
ticle size, lifter bar geometry, mill filling and mill
speed. The effects of the grate design is also directly
included in the model as the discharge model is
determined by grate open area and geometry. These
factors are therefore incorporated into the size reduc-
tion part of the model. 

The model also includes the prediction of the ball
consumption of the simulated mill, together with the
ball size distribution in the mill charge. The first is a
characteristic not found in the current AG/SAG mill
models even though it is valuable information in a
mill design scenario. The estimation of the ball size
distribution in the mill charge represents a significant
decrease in the amount of input data to the model,
which is also convenient for the user as this informa-
tion is rarely available.
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4.2 Model Structure
The model structure involves a number of sub

processes according to different levels in a rather
complex scheme. Figure 3 summarises the main
structure of the model showing the input data, calcu-
lation loops and output data. Following the input of
mill design characteristics, operating conditions and
feed, the model begins execution by assigning an ini-
tial estimate of the mill charge volume.

The initial charge has the same size distribution as
the mill feed, therefore resembling the start of the
mill operation. The initial charge enters the grinding
charge loop following an iterative process that pro-
vides the charge volume and mill power draw based
on the mill charge motion and ore breakage charac-
teristics. As the grinding charge loop reaches the
stabilisation criterion, the model proceeds to the cal-
culation of the mill discharge size distribution and
thus finishing the cycle. Both grinding charge loop
and mill discharge loop are further discussed in the
following sections. 

4.3 Grinding Charge Loop
Figure 4 shows in detail the schematic f low sheet

of the grinding charge loop. Initially, the charge
motion model provides the first estimation of the ini-
tial charge breakage energy and frequency based on
the calculated characteristic media size. The total
breakage energy and frequency are divided according
to each of the breakage mechanism i.e. impact and
attrition. The energy is then distributed to each size
fraction which results in the estimation of individual
values of impact and attrition specific breakage ener-
gies for all particle sizes. 

The breakage of each size fraction according to
both impact and attrition are calculated considering
the individual values of breakage energy together
with the ore breakage characteristics. 
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The frequency of contacts follow the same proce-
dure as the total amount of contacts is distributed to
each size fraction according to a relationship between
contactors and contactees. The resulting breakage of
each individual size fraction is then calculated on the
basis of breakage energy and frequency. 

A discharge rate is associated with each size frac-
tion using a hold-up � f low rate model. Mathemati-
cally the various sub processes are brought together
according with a extended version of the perfect mix-
ing model equation, as follows:

fi�disi�∑
i�1

j
sj(aij

imprj
imp�aij

attrj
att)�si[ri

imp(1�aii
imp)�ri

att(1�aii
att)]�0

where
r i

imp impact breakage rate of size fraction i 
r i

att attrition breakage rate of size fraction i
a ij

imp impact appearance function 
a ij

att attrition appearance function

Therefore, after each interaction the model esti-
mates the total volume, which is discharged out of the
mill through the grate. The discharge rate is calcu-
lated using a hold-up f low rate model (Morrell and
Stephenson, 1996) in combination with the classifica-
tion function, resulting in the following equation:

di�CiQ0.5A0.5g1.25f�0.67D0.25Vm
�1

where
C i classification function at size I
Q f lowrate through the grate
A grate open area
γ mean relative position of the grate apertures
φ fraction of mill critical speed
D mill diameter
Vm volume of the mill charge

The net result after the discharged volume calcula-
tion is a new grinding charge volume and new grind-
ing charge size distribution, which serves as the
starting values for subsequent interactions. At this
stage the model estimates the total slurry volume in
the mill charge comprising the finer fractions of ore
together with the water held-up in the mill. 

As the model assumes that only part of the charge
will determine the frequency and intensity of the
breakage events, the structure was configured in a
way to first establish a stable grinding charge. There-
fore, after each iteration of the charge motion the
grinding media is re-calculated according to the size
reduction relationship. The grinding charge is consid-
ered to reach steady state after the constraint of fixed
charge volume is eliminated and the grinding charge

loop runs for a fixed number of iterations. 
After each interaction the model calculates the

slurry volume, which will fill the interstices of the
grinding charge and may eventually raise above the
grinding charge surface, thus giving rise to the for-
mation of the slurry pool. If a slurry pool is formed,
the next interaction will take into account its effect on
the falling grinding media. The net result is a reduc-
tion of the impact velocity due to the buoyancy effect
of the slurry pool.

4.4 Charge Motion
The motion of the mill charge is caused primarily

by the transfer of momentum from the mill shell to
contiguous particles according to a succession of con-
tacts. As there is a slip between particles, part of the
imparted energy is dissipated, resulting in a loss of
rotational rate among adjacent layers from the mill
shell to the inner surface of the charge.

Morrell (1993) established an experimental cam-
paign in a laboratory glass ended mill from which he
was able to calculate a series of velocity profiles of
mill charge according to variations in mill rotational
speed, mill charge volume, particle size, among oth-
ers. He derived a series of expressions, which allowed
the charge angular velocity gradient to be calculated.
He also derived expressions to calculate the position
of toe and shoulder angles as a function of selected
operating variables.

The subject is in fact one of paramount importance
for mill operation, as it drives both the mill power
draw and the comminution process performance.
Accordingly, depending upon the amount of slip in
the mill charge, the energy imparted to the charge
will be split into attrition, abrasion or dissipated
through heat as a by-product of friction. 

However, it was assumed in the Morrell model that
no slip occurs at the shell wall. Such a simplification
is a valid first approximation in the case of AG/SAG
mills, as it does not significantly inf luence the power
draw by this equipment, which in fact was the main
purpose of the Morrell model. Nevertheless, as a
wide variety of lifter bar profiles are currently found
in industrial units the comminution performance of
the mill can be altered depending upon the specific
application. Moreover, there is an increasing interest
of industry towards a means of predicting the trajec-
tory of the outer shells’ particles as a function of the
lifter bar profile. Most of that interest is motivated
by the consequences of inadequately designed lifter
bars, which have reportedly caused severe damage to
mill shells (Johnson et al, 1994).
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It is important therefore to separate the behaviour
of shells whose trajectories are directly inf luenced by
the lifter bars and those which are not. The former
are physically elevated by the action of the lifter bar
surface thus showing no slippage with mill shell,
whereas the latter are mostly inf luenced by the coeffi-
cient of friction between neighbouring shells. 

Two distinct treatments were therefore adopted to
predict both the shoulder and toe angles of individual
shells. A theoretical one comprising the motion of
those shells directly inf luenced by the lifter bars and
an empirical one for the inner shells. 

The theoretical approach was based on the work
initiated by Vermeulen (1985) and further enhanced
by Powell (1991), whilst the empirical one was based
on Morrell (1993). 

Once the trajectories of the shells inf luenced by the
lifter bar are established, the remaining shell trajecto-
ries are determined based on Morrell’s expressions
to calculate the loss of rotational rate between con-
tiguous shells, together with the empirical expres-
sions for the shoulder and toe positions. 

The net result of the above scheme was a model
which predicts the motion of the grinding charge as
well as the power draw under a wide range of opera-
tional and design conditions, and includes the effect
of such factors as particle size, lifter bar geometry,
mill filling and mill speed. 

Apart from the shell structure of the charge no fur-
ther assumptions were made about the shape that the
charge takes up. However a lifelike prediction of the
charge motion is provided by the model and is typi-
fied by the example shown below. 

4.5 Breakage Energy
The new AG/SAG model differentiates the break-

age processes occurring in AG/SAG mills into two
main mechanisms. Accordingly, the slip between the
shells causes a shearing motion and creates the con-
ditions necessary for attrition breakage where rela-

tively small particles are nipped between grinding
media as they slide against one another. Impact
breakage occurs predominantly in the vicinity of the
toe of the charge where the grinding media impact
after falling from the shoulder of the charge. 

The Morrell model estimation of the bulk power
associated with each of these mechanisms was the
basis to establish the relationships, which associates
the mill charge motion with specific comminution
energy for all size fractions of the mill charge. The
grinding media are viewed as contactors in the model
and are used to determine the input energy for break-
age in each of these modes. 

The separation of impact from attrition was a depar-
ture from the way most models treat breakage. Until
now it has been usual to describe breakage in terms
of a single specific energy imparted to the particles,
resulting from a combination from various size reduc-
tion mechanisms.

The motion of the charge was therefore described
in terms of the breakage frequency and energy asso-
ciated to each size reduction mechanism. Accord-
ingly, the bulk power associated to the grinding
charge according to impact and attrition was distrib-
uted to the entire charge of the mill. The interpre-
tation of the physical mechanisms involved in the
charge motion was therefore the basis to model the
selected size reduction mechanisms independently. 

To fully describe the model, it was necessary to
have functions, which describe the way the total
breakage frequency and energy is distributed
amongst the size fractions of the contactees.

The total power associated with impact was directly
derived from the mill charge motion model. The
power attributed to impact was thus calculated from
the power consumed by each shell to elevate the
media elements and the frequency of contacts attrib-
uted to the media elements. The power consumed by
individual shells was provided by the Morrell model. 

The charge motion model adopted a shell descrip-
tion of the charge according to which all grinding
media elements follow a circular trajectory up to the
point where they enter a free fall trajectory. The cycle
is completed as the grinding element re-enters the cir-
cular path at the toe of the charge. 

To determine the rate at which breakage energy is
imparted to the contactees, or the total number of
impacts as shown in Figure 6, a simple approach was
adopted by assuming that impact is directly related
to the motion of the charge. These two assumptions
were used to calculate the average energy associated
with each impact event. From the shell description
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used by the model the mean energy associated with
each impact was then estimated.

Attrition breakage was considered to occur due to
nipping in between media as they slide and roll over
one another. It was further assumed that attrition has
an upper limit which is equal to the charge lower limit
size i.e. attrition mode of breakage is restricted to par-
ticles smaller than those which form the grinding
media. 

The approach adopted to describe attrition energy
was equivalent to the one described for impact. Ac-
cordingly, the energy attributed to attrition was calcu-
lated from the power consumed as a result of slip
amongst contiguous shells and the frequency of con-
tacts attributed to the media elements. The attrition
power consumed by individual shells was provided by
the Morrell model whereas the frequency of attrition
events was determined from the relative velocity of
contiguous shells and their surface area, as schemati-
cally described in Figures 7 and 8.

4.6 Breakage Frequency
The frequency at which impact and attrition break-

age occur was considered to be the amount of im-
pacts per particle per unit of time, according to the
definition established by Morrell (1989). The defini-
tion of what constitutes a breakage event and its
subsequent parameterisation was then necessary to
describe the frequency at which the size reduction
mechanisms occur in the mill.

The approach adopted in this work was based on
the mechanistic description of the interactions be-
tween contactors and contactees. A more detailed
interpretation was however necessary in order to
establish a procedure to predict the breakage fre-
quency associated with impact and attrition according
to each mill charge size fraction. 

The equations developed to represent both impact
and attrition breakage frequency were based on the
same approach i.e. the total number of breakage
events associated with the contactors was distributed
amongst the mill charge particles according to a par-
tition term. These partition terms were established
on the basis of the mechanisms derived from the
charge motion and according to each specific size
reduction mode used. 

The impact events generated by the motion of the
grinding media (impactors) are distributed amongst
the impactees according to a mechanism based on
surface area of the particles. Therefore, the estima-
tion of impact breakage frequency involves two main
terms i.e. a specific impact generation rate as well as
a partition term, which divides such a rate of events
amongst each individual size fraction. A secondary
term was introduced as recourse to calibrate the rela-
tionship.
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Fig. 6 Three-Dimensional Representation of a Shell Cycle. Fig. 8 Three-Dimensional Representation of the Surface Formed
Between Contiguous Shells.

Fig. 7 Surface Formed Between Contiguous Shells with Differ-
ent Rotational Speeds.



The impact breakage rate was therefore estimated
as follows:

ri
imp�Γ imp Pi

imp K i
imp

where 
ri

imp impact breakage frequency of size fraction i 
Γ imp specific impact generation rate
Pi

imp impact partition term 
K i

imp constant

The average number of impact contacts per parti-
cle comprises the ratio between the total number of
impact contacts generated and the total number of
particles which forms the grinding charge. 

The total number of impact contacts was derived
from the Morrell model, which was based on the
grinding charge comprising solely of mono-sized par-
ticles. This number was subsequently normalised
according to the number of grinding media particles.
Numerically this relationship was expressed as fol-
lows:

Γ imp�� �
where
Ns

imp number of impact contacts per unit time given
by shell s

n number of shells
ε total number of grinding charge particles with

an equivalent size equal to C, given by: 

e�� �
where
si volume of all ore particles contained in size frac-

tion i
si

b volume of all steel balls contained in size frac-
tion i

m size fraction which contains media size lower
limit value

C characteristic media size

The specific impact generation rate is the average
frequency with which a grinding media element
impacts the toe region.

The impact partition term represents the distribu-
tion of the impact breakage events provided by the
grinding media elements to the impactees. Accord-
ingly, this term incorporates the mechanism attrib-
uted to the interactions between impactors and

m

∑
1
(si�si

b)

�C
3π
N6 �

∑
n

1
Ns

imp

e

impactees, according to which the surface area dic-
tates the interactions.

The impacts generated by the entire ball charge
were considered to act indistinctly on all impactees
regardless of the particle size. It was assumed that
below the toe of charge steel balls re-transmit any
impact they received. This energy was therefore con-
sidered to be absorbed by the rock charge. Hence
balls were not considered impactees. 

As for impact, the attrition events generated by the
motion of the grinding media (attritors) are distrib-
uted amongst the attritees according to a characteris-
tic mechanism based on surface area of the particles.
However, the effective attrition contacts i.e. those
which cause attrition breakage, were considered to
represent a size relationship between attritors and
attritees. Accordingly, the model assumes that only a
certain size of particle provides adequate sites to cap-
ture and subsequently break other particles by attri-
tion.

4.7 Ore Characterization
The size distribution resulting from a breakage

event, or appearance function, comprises the combi-
nation of the energy associated to the breakage event
together with the results of the energy-breakage rela-
tionship calibrated for the ore investigated. Although
two modes of imparting breakage energy to the parti-
cles were presented and further parameterised, the
particle’s response in terms of breakage is considered
solely on the basis of the corresponding fragmen-
tation, which results from the amount of energy
imparted, regardless the mode of breakage. This is
equivalent to assuming that even though the mode of
applying energy to a particle in a AG/SAG mill may
vary substantially, the resulting breakage will depend
only on the particle characteristics and the total
amount of energy received by the particle. 

The ore breakage characterisation data resulted
from two particular laboratory tests, which were
developed at JKMRC i.e. the drop-weight impactor
and the tumbling test (Napier-Munn et al, 1996).

The drop-weight impactor is able to accommodate
particles in the size range 10-100 mm thus covering
the range of sizes typically found in the grinding
media of AG and SAG mills. It is used to generate
energy-breakage data comprising usually a 0.25 to 2.5
kWh/tonne range of specific energies applied to par-
ticles. The test reproduces breakage events carried
out on individual particles, even though in a typical
programme a number of particles are tested as to
minimise the effects of ore heterogeneity as well as
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experimental errors. Figure 9 shows a schematic of
the JKMRC drop weight testing device.

The autogenous tumbling test was designed to cre-
ate an environment where the breakage energy im-
parted to each particle is very small thus resulting in
size reduction typical of abrasion and chipping. The
data generated from this test were re-interpreted not
as a secondary parameter to the model but instead, in
terms of a energy-breakage relationship. 

The experimental data obtained from drop-weight
and tumbling tests were treated separately according
to the procedures described in previous sections. The
information derived from such treatment were com-
bined into a single system which constitutes the ore
breakage characterisation, further used by the model
to calculate the appearance function.

The breakage characterisation system adopted by
the AG/SAG model consists of two complementary
groups of information. The first group involves the
relationship between specific energy associated to a
breakage event and a breakage parameter represent-
ing a single point of the size distribution of corre-
sponding broken particles. Accordingly, the specific
energy (kWh/tonne) values derived from the drop-
weight test impacts were associated with a breakage
parameter obtained from the sizing of broken frag-
ments, in this case t10 or the percent passing at one-
tenth of the original fragment size. The specific
energy (Ecs) and breakage parameter (t10) relation-
ship was described in terms of a matrix, as shown in
the first two columns of Table 1. The information

obtained from the tumbling test was directly incorpo-
rated to this matrix as noted in the first line. The com-
bination of results from both drop-weight device and
tumbling tests provided a comprehensive assessment
to the energy/breakage relationship.

The second group of information related the break-
age parameter t10 to the entire size distribution of bro-
ken fragments. The t10 was therefore associated with
t2, t 4, t100 or the other t n’s which characterise the cor-
responding size distribution. The full size distribution
is predicted by successive interpolations conducted
over the regressed t n values. The tumbling test re-
sults were also included into the drop-weight t10/t n

matrix as an extra line, as shown in Table 1.

5. Validation

The model validation exercise represents a critical
step in the analysis of the model’s ability to reproduce
a real mill operation and, by extension, establishes
the limits of the model’s application as well. Accord-
ingly, the new AG/SAG mill model was evaluated on
its predictive capacity to resemble the interactions
between the load and mill operating conditions. The
simulations thus aimed to assess the load compo-
sition as inf luenced by different conditions on the
resulting breakage and power draw. The analysis in-
cluded the load interaction with the following vari-
ables:
• Mill Throughput 
• Slurry Pooling
• Grate Design and Open Area
• Lifter Bar Design
• Mill Speed 
• Ore Breakage Characteristics 

Industrial AG/SAG mills have a characteristic rela-
tionship between the load and the mill throughput,
which tends to be more prominent as the ball charge
decreases. Accordingly, the load of an industrial AG
mill increases with throughput up to a point where
the increments will decrease progressively. This is
equivalent to say that there is a non-linear relationship
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Fig. 9 The JKMRC Drop-Weight Testing Device.

Ecs t10
Parameter t (%)

(kWh/tonne) (%) t2 t100

6.0�10�4 1.77�10�2 1.87�10�2 1.38�10�2

0.50 20 63.1 07.5

1.25 30 84.2 11.4

2.50 50 99.9 20.2

Table 1 Relationship Between Ecs and t n.



between them. 
In terms of mathematical simulation of AG/SAG

mills the relationship between load and throughput
determines the ability of the model to reproduce over-
load conditions, which in industrial mills, often coin-
cides with the filling of 35%. 

To assess this relationship, the data obtained from a
selected industrial mill was chosen as they represent
the operation of a large mill (9.5 m in diameter) in
conditions of high load level. The simulation results
obtained with new and Leung’s model are shown in
Figure 10. 

It is clear from Figure 10 that the simulations
using Leung’s model resulted in tendency of a linear
relationship between the mill throughput and mill
load whereas the new model showed a non-linear
response. Accordingly, both Leung’s and new model
load level predictions coincides at the throughput of
250 tonne/h which in this case was equivalent to 19%
of mill volume. However, from this point onwards
Leung’s model predicts mill loads up to more than
55% as the throughput increases whilst the new model
shows a tendency to f lat out at 40% of the mill volume.

Even tough the survey campaign carried out on the
selected mill operation did not include a step change
procedure to validate the above simulated results, the
new model clearly resembles the industrial mill oper-
ation as opposed to the results obtained with Leung’s
model. 

Although the new AG/SAG mill model was de-
signed to incorporate a number of mill operating con-

ditions and design characteristics not included in
existing models, its predictive capacity was compared
with Leung’s AG/SAG model. The comparisons were
conducted in terms of the most significant variables
of the mill performance i.e. power draw and dis-
charge size distribution. 

Each of the models was then applied to an indus-
trial mill database and the relative error of their pre-
dictions calculated. The comparisons were based on
the predictions relative to the mill power draw and
mill discharge P80. Table 2 summarises the individual
values obtained according to each data set and model
used. The mean relative error and standard deviation
were calculated for each set of model predictions. 

The fact that the new AG/SAG model predicted
steady mill charges for all the 17 data sets as opposed
to the other model tested indicated its superior capac-
ity to reproduce the database. However, as Leung
imposed no limits for the mill charge, it was decided
to conduct the comparisons using the charge volumes
as predicted by the models.

The results showed in Table 2 indicated generally
very high values of the standard deviation associated
with the mean relative error. Accordingly, although
the mill power draw predictions showed relatively
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Opera- Mill Power Draw Mill Discharge P80
tion/ (MW) (mm)

Survey Exper. Leung New Exper. Leung New

Mill # 1

1 7.13 7.77 7.12 0.97 2.22 1.42

2 6.85 7.53 7.04 1.13 4.97 1.31

3 7.13 7.43 7.04 0.96 8.19 1.90

4 6.77 7.33 6.55 1.13 5.72 1.75

Mill # 2

1 5.76 3.85 3.91 0.24 0.27 0.42

2 2.34 3.72 2.60 0.82 0.34 0.32

3 3.28 5.15 4.60 1.02 0.33 0.55

4 3.93 5.76 4.89 0.86 0.32 1.50

5 6.07 5.02 5.79 0.69 0.34 0.60

6 5.72 4.55 4.80 0.58 0.28 0.50

7 6.07 6.24 4.82 1.08 0.33 0.47

8 5.68 4.40 4.98 0.26 0.28 0.28

9 5.95 5.41 4.37 1.43 0.32 1.73

Mill # 3

1 2.50 2.88 2.80 0.44 0.62 0.44

2 2.60 2.00 1.95 0.20 0.45 0.42

3 2.45 2.30 2.24 0.40 0.50 0.33

4 2.63 2.89 2.85 0.89 0.67 0.43

Relative Mean �7.1 1.7 �78.2 �8.4
Error Std. Dev. 27.3 18.6 230.6 50.3

Table 2 Predictions of Mill Power Draw and Product Size Distrib-
ution.



lower mean values the standard deviations varied in
the range of 18.6 to 27.3%. The new AG/SAG model is
better than Leung’s as determined by the respective
relative error means and standard deviations. Accord-
ingly, the new model over predicted the power draw
by 1.7% whilst the other model under predicted by
7.1%. 

The predicted mill discharge size distributions rep-
resented by the P80 parameter showed a totally differ-
ent picture as the new model resulted much superior
than the other model. The new model provided the
lowest standard deviation of the relative error (50.3%)
whereas the other model resulted in a corresponding
value of 231%. 

Overall the new model provided the lowest mean
relative error and standard deviation for both mill
power draw and mill discharge size distributions. 

Additional Model Features

The slurry accumulation within the mill load was
investigated in terms of its effects on mill perfor-
mance for all 17 data sets. A series of comparisons
between different circuit configurations showed that
the effects caused by slurry pooling at both impact
and attrition terms of the new model resulted in cor-
rect tendencies of both mill power draw and mill dis-
charge size distribution.

The simulations designed to assess the mill perfor-
mance caused by grate design and total open area
predicted variations of slurry hold up in the mill
charge according to the expected behaviour of a full
scale mill. The results should therefore be coupled
with effects of slurry pooling on the mill power draw
and discharge size distribution. 

The new model incorporated the effects of the lifter
bar design on the mill performance. The simulated
mill performance ref lected accordingly the changes
in the charge motion. Supplementary information was
obtained as the simulations indicated whether the
points of impact associated with the outer shells were
onto the charge or the mill liner. This is a potential
feature for optimisation of the lifter bar profile. Fig-
ure 11 shows the representation of a simulated
charge profile.

The effects of mill speed on the charge motion
were evaluated. The results indicated consistent var-
iations of charge volume and corresponding mill
power draw. The mill discharge size distribution re-
f lected accordingly the relative variations of impact
and attrition breakage mechanisms with mill speed. 

On the basis of 17 AG/SAG mill data sets the new

model was found to provide consistent estimations of
both mill power draw and product size distribution. In
both cases the differences between the standard devi-
ation of the relative error associated with the esti-
mations were very close to the data measurement
standard error.

Even though the differences obtained for the mill
power draw and product size distribution were rela-
tively small, it should be emphasised that the high
magnitude of the data relative error which may not be
tolerable in greenfield estimations. 

6. Conclusions

A model was developed to describe the influence of
the charge composition and motion on breakage per-
formance such that it can predict the performance of
AG/SAG mills under all normally encountered opera-
tional conditions. The parameters derived from the
mechanistic description of the charge dynamics were
incorporated into distributions of both impact and
attrition breakage frequency and intensity. The valida-
tion exercise indicated that the new model predic-
tions were better than an existing model as well as
incorporates a number of additional features related
to the mill design and operating conditions.

7. Notation

A grate open area (m2)
a ij appearance function (fraction of broken 

particles from size fraction j which appears 
in size fraction i)

a ij
att attrition appearance function

a ij
imp impact appearance function 

C characteristic media size (m)
C i classification function at size i
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Fig. 11 Simulated Charge Profile Corresponding to a Lifter Bar
of 120 mm and Angle of 90° for a 9.6 m diameter SAG
mill.



D mill diameter (m2)
D i discharge rate of size fraction i (h�1)
fi mass f lowrate of size fraction i in the 

mill feed (t/h)
K i

imp constant
n number of shells
m size fraction which contains media size lower

limit value
Ns

imp number of impact contacts per unit time given 
Pi

imp impact partition term 
pi mass f low rate of size fraction i in the 

mill discharge (t/h)
Q f low rate through the grate (m3/h)
ri breakage rate of size fraction i (h�1)
ri

imp impact breakage rate of size fraction i (h�1)
ri

att attrition breakage rate of size fraction i (h�1)
si mass of size fraction i in the mill load (t)
si

b volume of all steel balls contained in 
size fraction i (m3) 

Vm volume of the mill charge (m3)
ε total number of grinding charge particles
φ fraction of mill critical speed
γ mean relative position of the grate apertures
Γ imp specific impact generation rate by shell s (h�1)

8. Glossary

angle of the lifter � angle formed between the lifter
face and its base 

appearance function � size distribution of broken
fragments

breakage rates � frequency of breakage
comminution � process of size reduction
discharge function � description of the probability of

a size fraction to be discharged from the mill cham-
ber

grate � perforated steel plate installed in the mill dis-
charge end designed to classify the mill charge 

greenfield estimation � estimation not based on oper-
ating mill or pilot plant campaign 

grinding media or contactors � coarse rocks and
steel balls contained in the mill charge

JKMRC � Julius Kruttschnitt Mineral Research Cen-
tre, University of Queensland, Australia

JKSimMet � commercial software for mass balanc-
ing, modelling and simulation of comminution

lifter bar � steel bar installed in the mill internal wall
to assist the charge lifting

matrix models � mathematical models where all vari-
ables are structured in matrices 

mechanistic approach � representing a phenomenon
by its mechanisms

P80 � size at which 80% of the mass passes of a given
size distribution

rate process approach � mathematical description of
comminution based on rates of change

reduction ratio � ratio between the characteristic
sizes of the mill feed and discharge solids

shoulder of the charge � uppermost point reached by
grinding media

slurry hold-up � pulp retention in the mill chamber
slurry pool � accumulation of pulp above the charge

in the mill chamber
specific energy � energy per mass (kWh/tonne)

imparted to a fragment
toe of the charge � outermost point where the grind-

ing media impact after a falling trajectory
trunnion � steel cylindrical projection forming the

mill feed and discharge ends
tumbling test � test in which 3 kg of �55�38 mm

fragments are tumbled in a laboratory mill for 10
minutes 
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1. Introduction

Various methods have been used to quantify the
adhesive force between particles. Indirect methods
include those which measure adhesive force by deter-
mining properties of powder beds such as angle of
repose, shearing stress, f luidization threshold force,
and degree of volume reduction. Direct methods that
investigate many individual particles include adhesive
force measurement methods that use image process-
ing or statistical processing, such as the centrifugal
method [1, 2, 3] and the impact separation method.
[1, 4] One method that works with a single particle
uses a spring scale or other instrument to measure
the force needed to directly separate a particle from a

f lat surface or another particle, [5] but this method is
usable only with particles that are at least 200 µm
large, and it is meant for inorganic powders. The fine
particle adhesive force measuring apparatus (PAF-
300, Okada Seiko Co. Ltd., Tokyo) used in this study
is capable of directly measuring, during visual obser-
vation, the adhesive force between a f lat surface and a
fine particle, or between two fine particles, even down
to particle sizes of about 10 µm. In other words, this
apparatus can focus on a single particle, tear it away
from a substrate or from an aggregate of fine parti-
cles to which it is attached, and gauge the tiny force
needed to dislodge it. Because the PAF-300 can use a
microscope or CCD camera to select the desired par-
ticle and measure its adhesive force, it can determine
the relationship between the adhesive force and how
it is attached or how it is released. This paper reports
also on adhesive force measurement with the cen-
trifugal method, and compares the results with those
obtained with this measuring apparatus.

2. Sample Materials

Our sample powders were corn starch (Cornstarch
W, Nippon Syokuhin Kakou, Co. Ltd., Okayama), lac-
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tose (Pharmatose 200M, DMV International), and
potato starch (refined starch, Hokuren Agricultural
Cooperative, Hokkaido). In experiments measuring
adhesive force between a fine particle and f lat sur-
face, the materials used as the substrate for making
particles adhere were slide glass (Micro Slide Glass,
Matsunami Glass Ind., Ltd., Osaka), tablets formed by
compressing a powder of the same material as the
sample particles made to adhere to the f lat surface,
and gelatin capsule “0” (CLEAR Y, Shionogi Qualicaps
Co. Ltd., Nara), which is widely used in the pharma-
ceutical field. We used the same gelatin capsule “0”
for centrifugal method measurements in comparison
experiments. We used gelatin capsule “3” and HPMC
capsule “3” (CLEAR 1, Shionogi Qualicaps Co. Ltd.,
Nara) as the substrates when measuring adhesive
force between fine particles.

3. Apparatus and Method

3.1 Measuring Basic Physical Characteristics
of Powders

Powder particle size was measured with a laser dif-
fraction and scattering particle size analyzer (LMS-30,
Seishin Kigyo Co. Ltd., Tokyo). Shape index was mea-
sured with a high-speed image analyzer (LUZEX-FS,
Nireko Co. Ltd., Tokyo). When performing these mea-
surements, Eqs. 1 and 2 were used in measuring two
indexes: the index showing unevenness (ψ1), and that
showing roundness (ψ2). 

ψ1�4πA／PM2 (1)
ψ2�4A／πML2 (2)

Where:
A is the particle’s actual projected area,
PM is the circumference of the particle’s projected

image, and
ML is the maximum length of the projected particle

image.

We used a differential scanning thermal scale (TG-
DTA2000, Mac Science Co. Ltd., Kanagawa) to mea-
sure the moisture content of powders.

3.2 Overview and Operation of the Fine 
Particle Adhesive Force Measuring 
Apparatus (PAF-300)

The apparatus used to measure adhesive force
(Fig. 1) comprises a sensor unit (6) that measures
adhesive force, the computer (1-b) that controls the
sensor unit, an image analyzer (1-a), a stereoscope (8)
for monitoring the adhesive force measuring unit, and

a CCD video camera (9). A detailed view of the sensor
unit (Fig. 2) shows it is composed of a contact needle
(6-b) that comes into contact with the sample and dis-
lodges particles, two plate springs (6-a) connected
to the needle, and a laser displacement gauge (6-c)
behind the springs. When the stage (5-a) moves
slightly in the direction of the large arrow, the contact
needle is pulled toward the sample substrate by the
particle adhering to the needle, stress is caused on
the plate springs, the needle moves to the left, and the
laser displacement gauge measures its change in
position. When the stage is moved slightly more to
the left, the stress on the plate springs exceeds the
adhesive force between the particle and sample sub-
strate, and the particle comes loose, which releases
the stress on the springs. At that moment needle dis-
placement is maximum, and computer processing
converts the displacement into adhesive force. Pow-
ders were caused to adhere to the surface by passing
each power through a screen with 75 µm openings
from about 20 cm above the surface, and allowing par-
ticles to fall freely. The experiment was performed in
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Fig. 1 Apparatus for Measuring Adhesive Force
1-a: Image analyzer 05: Triaxial movable stage
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Fig. 2 Sensor Unit
5-a: Triaxial movable stage 6-c: Laser unit
5-b: Sample 6-d: Laser beam
6-a: Plate springs 8: Stereoscope
6-b: Contact needle



a laboratory where temperature was maintained at 20
to 23°C and humidity at 50 to 55%. Adhesive force
between a f lat surface and fine particle was measured
in the following manner (Fig. 3-A): A particle was
attached to the surface and the contact needle was
attached to the particle, then the computer automati-
cally dislodged the fine particle from the surface.
Adhesive force between two fine particles was mea-
sured in the same manner (Fig. 3-B). As an example
of this latter type of measurement (Fig. 4), a particle
was attached to the contact needle, and then the stage
was moved under computer control to the left at a
rate of about 0.6 µm s�1, at which time adhesive force
was automatically measured. In the data plot obtain-
ed in this operation (Fig. 5) the distance the stage
moved is on the horizontal axis, and the calculated
force acting on the plate springs is on the vertical
axis. That force corresponds to the particle’s adhe-
sive force. At the moment the contact needle dis-
lodged the particle from the surface to which it had
adhered, the maximum value at point 4 was attained,
after which the value instantly dropped. We deter-
mined adhesive force to be the difference between
the center line and the maximum amplitude of the
springs’ free vibration, which steadily weakens. Be-
cause the force acting on the two plate springs is
given by the product of the spring constant k and dis-
placement L in Eq. 3, finding k makes it possible to
calculate adhesive force F. Because spring constant k
is given by Eq. 4, [6] the constant can be obtained by
plotting Eq. 4 (Fig. 6).

F�kL (3)
k�4π2(add.w.‐c)／(Ti2�To2) (4)
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Where:
add. w is the additional weight attached to the
springs,
Ti is the characteristic frequency of the springs mea-

sured when the additional weight was attached,
To is the initial characteristic frequency of the plate

springs, and
c is the y-axis intercept.

From Fig. 6 we calculated the value of the sensor
unit spring constant k as 0.18. Further, because this
apparatus pulls particles horizontally, we used Eq. 5
to find the inf luence of a powder’s own weight on
measurement, and considered the effect of the force
acting vertically.

Fg�4π(d/2)3ρ α/3 (5)

3.3 Adhesion between Contact Needle and
Measured Particle

When the adhesive force between a particle and the
contact needle is weaker than that between the f lat
surface and particle, it is necessary to somehow
attach the particle to the needle. In our measure-
ments of the adhesive force between potato starch
and gelatin capsules, the adhesive force between the
starch and gelatin was greater than that between the
starch and needle, making measurements impossible

without using an adhesive. We therefore attached
individual particles to the needle with an adhesive,
which was a 40% aqueous solution of the macromo-
lecular polymer hydroxypropyl cellulose (HPC-L,
Nippon Soda Co., Ltd., Tokyo). However, we used no
adhesive when the adhesive force between the needle
and particle was greater than that between the f lat
surface and particle.

3.4 Comparison of Centrifugal Measurement
and PAF-300 Measurement of Adhesive
Force between a Flat Surface and Fine 
Particle

We used the centrifugal method to measure the
mean adhesive force F50 of potato starch to a gelatin
capsule, and we used the PAF-300 to measure the
adhesive force of a fine particle to a f lat surface, i.e.,
that of potato starch to a gelatin capsule. A compari-
son can be made because both methods were used to
measure the adhesive force between a f lat surface
and an individual particle. The centrifugal method
determines mean adhesive force F50 by applying a
constant centrifugal force on a group of particles,
finding the particle size at which half the particles
break away, and then calculating the adhesive force.
Thus it is possible to find the particle size that corre-
sponds to mean adhesive force F50. With the PAF-300
one can freely select the particle size one wants to
measure, and our results in this study were those for
comparatively large particles of about 60 µm, a size
that allows stable results. Both experiments were con-
ducted at a temperature of 20 to 23°C and humidity of
55 to 55%, conditions that make the effects of liquid
bridging comparatively small. [7] Therefore we took
into account only van der Waals force, and used Eq. 6
to calculate the Hamaker constant H of the potato
starch from the adhesive force determined. The H of
hydrocarbons is reported [7] to be generally between
4.0 and 10.0�10�20 (J), and the constant calculated
from the adhesive force obtained was examined to
see if it conformed to the usual range. Adhesion dis-
tance a corresponds to the distance at which van der
Waals force is the maximum, and we used the value of
0.4 nm found in the literature. [8]

Fvdw�Hd/24a2 (6)

4. Results and Discussion

4.1 Measuring Adhesive Force between a Flat
Surface and a Fine Particle [1, 9-11]

Table 1 presents the measurement results for aver-
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age particle size, 10% diameter in cumulative distribu-
tion, 90% diameter in cumulative distribution, shape
index, and moisture content of the powders used in
this study. Table 2 gives the results obtained from
measuring the adhesive force of these three powders
using slide glass as the substrate. Adhesive force
increased in the order from lactose, corn starch, and
potato starch, and the adhesive force of potato starch
was over four times greater than that of lactose. The
adhesive force of potato starch was larger than that of
corn starch by the same extent. Table 2 also includes
the adhesive forces of the three powders when the
f lat surface used for each powder was a tablet formed
by compressing the same powder. Just as with slide
glass, adhesive force increased in order from lactose,
corn starch, and potato starch, although the differ-
ences between them were not as great as when slide
glass was the f lat surface. As seen in Table 1, the
particle size [1, 10, 11] and particle shape [9, 11, 12]
would seem to be the biggest reasons. It would seem
that the more spherical a particle is, and the more its
surface is smooth and lacks roughness, the greater
its effective contact area, thereby reducing the mean
distance between the particle and f lat surface, in turn
increasing van der Waals force. [11] A powder’s mois-
ture content is another conceivable inf luence, which
will be larger especially for adhesive force between
different substances. The adhesive force of lactose,
whose moisture content of about 5% is lower than the
other two powders, was smaller than the adhesive
force of the other powders, and moisture content was

thought to be one reason. The inf luence of a powder’s
own weight when using this apparatus was provision-
ally calculated with Eq. 5 to be 0.49 nN vertically for
potato starch (particle size 40 µm, true density 1.48 g
cm�3). Because this is about 1/1,000th the measured
adhesive force and hardly affects the results, we
treated it as part of measurement error.

4.2 Measuring Adhesive Force between Fine
Particles

Table 3 presents the results of measuring, as
shown in Fig. 3-B, the inter-particle adhesive force of
corn starch, lactose, and potato starch on a gelatin
capsule surface. When the particle type changed we
discerned a clear difference, just as with the measure-
ment of adhesive force between f lat surfaces and
particles in Table 2. Adhesive force in order of low
to high went from lactose to corn starch to potato
starch. As shown in Table 3, we likewise measured
the inter-particle adhesive force of corn starch, lac-
tose, and potato starch on the surface of an HPMC
capsule. Results were about the same as with the
gelatin capsule, and we previously reported slight dif-
ferences, [12] but we believe this is attributable to the
difference in the particle-attracting electrostatic adhe-
sive force [13] due to differences between the gelatin
and HPMC capsules with respect to material, capsule
moisture content, and electrification amount.

4.3 Comparison of Centrifugal Method and
Our Method in Measuring Adhesive Force
between a Flat Surface and Fine Particle

Table 4 shows the results obtained when using the
centrifugal method to measure the mean adhesive
force F50 between potato starch and a gelatin capsule,
and the results from using the PAF-300 to measure
the adhesive force between a f lat surface and fine par-
ticle, i.e., gelatin capsule and potato starch. Also given
in the table is the Hamaker constant, which was calcu-
lated with Eq. 6 using these results. Table 4 shows
that measurement results obtained with the well-
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D10 D50 D90
Water 

Sample (µm) (µm) (µm) ψ1 ψ2 content 
(%)

Corn starch 10.1 18.0 33.6 0.854 0.701 12.4

Potato starch 18.2 34.2 60.3 0.898 0.722 14.1

Lactose 05.7 28.8 80.6 0.557 0.511 05.2

Table 1 Physical Properties of the Samples

Adhesive force (nN)

Corn starch Potato starch Lactose

Glass platea 066.9�26.1 188.8�60.7 37.8�6.30

Tablet surfaceb 144.4�28.0 161.3�29.0 67.3�26.3

Table 2 Adhesive Force between Particle and Glass Plate, and
Tablet Surface of Same Substance

a Each value represents the mean �S.D. (n�5).
b Each value represents the mean �S.D. (n�8).

Adhesive force (nN)

Corn starch Potato starch Lactose

Gelatin capsule 145.0�30.4 270.8�49.9 78.1�11.5

HPMC capsule 127.1�27.6 222.6�57.5 79.5�24.9

Table 3 Adhesive Force between Particles on the Gelatin Capsule
and HPMC Capsule

Each value represents the mean �S.D. (n�8).



established centrifugal method closely agree with the
results yielded by the PAF-300, and suggests that the
PAF-300 can perform measurements of more or less
the same accuracy as the centrifugal method. Fur-
ther, both methods yielded values for the Hamaker
constant that are within or close to the range of 4.0 to
10.0�10�20 (J) for hydrocarbons found in the litera-
ture. [7]

5. Conclusion

In this study we used an apparatus that, by directly
dislodging adhering particles, can measure adhesive
force between two particles or between a particle and
a f lat surface, and we measured the adhesive forces
of three organic powders. The apparatus was able to
measure clear differences in adhesive force. When
dislodging particles with the apparatus, particle be-
havior was monitored with a microscope and an
image analyzer, and recorded as an animated image,
making it possible to calculate the adhesive force of a
single particle. Of the three organic powders used,
potato starch had the highest adhesive force, followed
by corn starch, and finally lactose. We found that lac-
tose had an especially weak adhesiveness to slide
glass in comparison to the other powders. It is likely
that particle size, shape, and moisture content had
the most to do with the difference in adhesiveness,
but it is conceivable that powder electrification also
had some effect. By making comparisons with the
measured values yielded by this apparatus, we believe
it will be possible to further explore adhesive force
changes in the same powders under different tem-
perature and humidity conditions, and to study the
adhesive force equations that have been under inves-
tigation for some time.

Nomenclature

a distance between two particles (m)
A actual projected area of a particle (m2)

add.w additional weight attached to spring (kg)
c y-axis intercept
d mean Heywood diameter of particle 

measured (m)
D10 10% diameter in cumulative distribution (µm)
D50 50% diameter in cumulative distribution (µm)
D90 90% diameter in cumulative distribution (µm)
F adhesive force (N)
F50 mean adhesive force in centrifugal 

separation (N)
Fg force of gravity (N)
Fvdw van der Waals force (N)
H Hamaker constant ( J)
k spring constant (N m�1)
L distance that contact needle moves (m)
ML maximum length of projected particle 

image (m)
n number of samples
PM diameter of circle having a circumference

equivalent to the perimeter of the 
projected particle image (m)

Ti characteristic frequency of plate springs
when additional weight is attached (s)

T0 initial characteristic frequency of plate
springs (s)

α acceleration of gravity (m s�2)
ρ density of particle (kg m�3)
ψ1 shape index based on PM
ψ2 shape index based on ML
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1. Introduction

Until now the usual way of synthesizing monodis-
persed oxide particles on an industrial scale has been
to use reactors that hydrolyze metal alkoxide (the
alkoxide route).1-3 As in the reactor developed by
Ring4,5 and Fisher et al.,6 the principle of the system is
as follows: when a hydrolyzed solution is put into a
pipe under ideal plug-f low conditions, nucleation and
growth occur continuously and form monodispersed
particles. Consequently, it is difficult to maintain an
ideal plug f low in a large pipe for a long time. We
noted that using a Couette-Taylor vortex to prepare
monodispersed particles keeps a large quantity of
solution at the ideal plug f low for a long time. This
vortex is generated by filling the space between the
walls of two coaxial cylinders with a liquid, and gener-
ating a Couette f low with the viscous frictional force
induced by rotating the inner cylinder. Increasing
rotation speed causes a transition from a Couette f low
to a doughnut-type Couette-Taylor vortex (C-T vor-
tex) while spinning the inner cylinder (Fig. 1). The
diameter of the C-T vortex is equal to the space
between the inner and outer cylinders, and each vor-
tex is independent.7,8 Each Taylor vortex generated

functions as a batch reaction vessel and brings about
homogeneous mixing in the vortex. It is possible to
improve non-homogeneous mixing in a large reaction
vessel. C-T vortices have already been used for con-
tinuous seed emulsion polymerization in the prepara-
tion of monodispersed Latex particles.9 We created a
trial version of a reaction apparatus which uses vortex
f low, and used it to prepare monodispersed silica col-
loids.11 We found that monodispersed silica colloids
could be continuously prepared, while the hydrolysis
and polymerization reaction of ethyl silicate (Stöber
method10) was controlled, and the particle size distri-

Takashi OGIHARA and Mamoru NOMURA
Department of Materials Science and Engineering,
Fukui University*

Continuous Synthesis of Monodispersed Alumina Particles by the 
Hydrolysis of Metal Alkoxide Using a Taylor Vortex†

Abstract

A continuous reactor was developed for industrial production of monodispersed alumina particles
from metal alkoxide. Taylor vortex f lows were used for solution mixing. Each of the Taylor vortices
functioned as a batch reaction vessel. Monodispersed spherical alumina particles were prepared by
hydrolyzing aluminum alkoxide in a mixture of octanol and acetonitrile. The particles were contin-
uously produced for 5 h by using this reactor. Particle size and distribution were comparable to those
obtained by batch processing. We investigated the ef fects of Taylor number (Ta) and residence time
on the particle size, particle size distribution, yield, and particle number density of monodispersed
alumina particles, which were obtained at Ta numbers from 50 to 150.

* 9-1, Bunkyo 3, Fukui-shi, Fukui-ken, 910-8507 Japan.
† This report was originally printed in J. Soc. Powder Tech-

nology, Japan. 37, 722-727 (2000) in Japanese, before
being translated into English by KONA Editorial Commit-
tee with the permission of the editorial committee of the
Soc. Powder Technology, Japan.

Motor

Outer
cylinder
(50 mm dia.)

Reservoir

Inner
cylinder
(38 mm dia.)

1500 mm

Static mixer

Feeder

Alkoxide
solution

Water
solution

L

b

ω

Ri

Fig. 1 Schematic diagrams of Couette-Taylor vortex f low and
reactor



bution of silica colloids obtained was the same as that
yielded in batch processing.11 This paper describes
the continuous preparation of monodispersed alumina
particles by applying this vortex f low to the hydroly-
sis of aluminum alkoxide, and relates our investiga-
tion on the effect of reaction conditions on particle
formation. Especially in the synthesis of monodis-
persed particles12,13 from aluminum alkoxide, it is nec-
essary to prepare the emulsion in a different kind of
solvent mixture. Taking continuous reaction into
account, it appears that using a C-T vortex is very
effective because the size and size distribution of the
emulsion are inf luenced by mixing uniformity and
strength.

2. Materials and Methods

2.1 Starting solution
Al (sec-OC4H9)3 (ASBD, Takefu Fine Chemical Co.,

Ltd.) was used as the starting material, which was
prepared as described below. Water (Nacalai Inc.)
was double distilled and deionized. Octanol (Nacalai
Inc.) and acetonitrile (Nacalai Inc.) were used to pre-
pare an emulsion as an organic solvent. Organic sol-
vents were dehydrated using a molecular sieve (3A,
1/16) for 24 h. Hydroxy-propyl-cellulose (HPC, Wako
Chemical Co., Ltd., MW 100,000) was used as the dis-
persant. For the preparation of monodispersed alu-
mina particles, the starting solution was prepared
according to concentration conditions for batch pro-
cessing13,14 and the use of a continuous tube-type
reactor.15 The concentration of HPC, which was dis-
solved in the octanol at R. T., was 0.2 g/cm3. ASBD
was dissolved in the octanol at 50°C for 2 h under
ref lux, after which hydroxy-propyl-cellulose (0.2
g/dm3) was added to prepare a 0.05 mol/dm3 ASBD
solution. Meanwhile, water was used to prepare a 0.05
mol/dm3 solution in octanol (60 vol %) and acetoni-
trile (40 vol %).

2.2 Preparation of alumina particles
The apparatus (Fig. 1) consisted of a starting solu-

tion tank, a feeder for supply to the mixer, a T-type
mixer, a C-T vortex f low reactor, and collector.15 The
reaction vessel consisted of a glass outer cylinder (50
mm diameter, 1500 mm length) and a stainless steel
inner cylinder (38 mm diameter, 1500 mm length)
with a common axis. The sum of the vortices devel-
oped in this reactor vessel was determined by divid-
ing height (L) by inter-cylinder space width (b),
which yielded a value of 125. The ASBD solution and
aqueous solution were fed into the T-type mixer by

the feeder at the same rate (3�10�4 dm3/s). After
mixing, they were put into the reaction vessel where
the emulsion formed. Solution residence was con-
trolled by pushing the mixture upward, and residence
time is the interval starting when the mixed solutions
enter the reactor vessel, and ending when the mix-
ture exits. We set residence time to a maximum of 1 h
in these experiments. For the sake of convenience,
reaction temperature was 25°C because the experi-
ments were carried out in a room kept at 25°C. The
Taylor (Ta) number was defined as the determining
f low condition factor in the C-T vortex, and it was
determined by Equation (1).

Ta� . � �
0.5

(1)

Where:
Ta is the Ta number,
ω is the angular speed of the inner cylinder (1/s),
Ri is the inner cylinder radius (mm),
b is the annular gap width (mm), and
ν is the f luid viscosity (m2/s).

The Ta number was controlled by the motor’s rota-
tional speed, and ranged between 30 and 200. Upon
leaving the reaction vessel, the solution containing
alumina particles was collected in a beaker, and the
alumina particles were separated from the mother liq-
uid using a centrifugal separator. After washing the
alumina particles ultrasonically with ethanol for 10
min, an agglomerated chalk-like powder was obtained
by drying at 100°C for 24 h.

2.3 Characterization of as-prepared particles
We used a scanning electron microscope (Hitachi

Co., Ltd., S -800) to determine the as-prepared parti-
cles’ average size, geometrical standard deviation,
morphology, and state of agglomeration. SEM pho-
tomicrographs were analyzed to assess average size
and geometrical standard deviation, and 200 particles
were measured for each sample. Particle number
density was calculated with Equation (2).

N� (2)

Where:
N is the particle number density (�1026/dm3),
Y is the yield (%),
d is the particle density (g/cm3), and
V is particle volume (cm3)

Particle volume was determined from average size,

Y
dV

b
Ri

ωRib
ν
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assuming the particles are solid true spheres. The
density of α-alumina (3.98 g/cm3)16 was used as parti-
cle density. Hence, these values are not accurate, but
they give us an idea of the relative tendency. Crystal
phase was determined by powder X-ray diffraction
(Macscience Co., Ltd., MXR-3V). Water and organic
species contents of the particles were measured by a
thermogravimetric and differential thermal analysis
(Rigaku Co., Ltd., PTC-10).

3. Results and Discussion

3.1 Comparison of C-T vortex reactor and
batch processing

Typical alumina particles shown in the SEM pho-
tomicrograph (Fig. 2) were made with a C-T vortex
reactor. Their Ta number is 92 and residence time
was 30 min. An SEM photograph of alumina particles
obtained by batch processing17 is also shown in
Fig. 2 for comparison with monodispersed alumina
particles obtained from the C-T vortex reactor. As-
prepared alumina particles are spherical and un-
agglomerated. XRD showed that the crystal phase
of as-prepared powders was amorphous. DTA-TG
showed that the content of water, octanol, and unre-
acted ASBD was about 40 wt% (Fig. 3). The particle

size distributions of alumina particles prepared by the
C-T vortex reactor and batch processing are shown in
Fig. 4 (a) and (b), respectively. The average size and
geometrical standard deviation of alumina particles
obtained from the C-T vortex reactor were 0.2 µm and
1.15, respectively. On the other hand, those of alu-
mina particles obtained with batch processing were
0.17 µm and 1.16, respectively, showing that the size
of alumina particles obtained by the C-T vortex reac-
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Fig. 2 SEM photomicrographs of monodispersed alumina particles prepared with a C-T f low reactor and a batch reactor
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tor was comparable to that of particles made by batch
processing.

3.2 Continuous preparation
It is apparent that this system is capable of prepar-

ing monodispersed alumina particles. We performed
continuous production with this reactor for 5 h, dur-
ing which time we collected 0.1 dm3 of solution at 30-
min intervals and examined the change in average
size (R), geometrical standard deviation (σg), yield
(Y), and particle number density (N) of the monodis-
persed alumina particles obtained after centrifugal
separation (Fig. 5). The Ta number was 92 and resi-
dence time was 30 min. There were no changes in the
average size, geometrical standard deviation, yield,
and particle number density of alumina particles dur-
ing any one of the five hours. It was therefore evident
that the ASBD hydrolysis reaction was controlled by
this apparatus, which was able to maintain continuous
production of alumina particles having uniform qual-
ity. One can presume that there is little ASBD diffu-
sion from one vortex to another because if ASBD
readily diffused among vortices, ASBD concentration
differences among vortices might cause non-unifor-
mity in both the droplet size distribution and emul-
sion number density. As a result, the average size,
geometrical standard deviation, and particle number
density of alumina particles obtained in each vortex
would differ widely. However, as the variance in these
values for alumina particles was slight in this experi-
ment, the diffusion of ASBD is controlled among the
vortices to an extent at which the particle size and

yield of alumina particles are not inf luenced.

3.3 Effect of Ta number
We investigated the effect of Ta number on particle

size, geometrical standard deviation, yield, and parti-
cle number density (Fig. 6). Residence time was 30
min. When the Ta number was less than 50, the appa-
ratus produced polydispersed alumina particles with a
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geometrical standard deviation of more than 1.2 and a
broad particle size distribution. As a result, both the
separation between vortices and the mixing in each
vortex were incomplete because each vortex exists in

the boundary where the transition from a Couette
f low to a Couette-Taylor vortex f low occurs. Monodis-
persed particles were obtained when the Ta number
was more than 50. The particle size and geometrical
standard deviation of alumina particles were constant
in the Ta number range where monodispersed parti-
cles were formed.

On the other hand, the alumina particle yield in-
creased as the Ta number increased, with 85% yield
obtained at 150. Particle number density also in-
creased as the Ta number increased. This is probably
because the ASBD hydrolysis reaction was promoted
by uniform mixing in the vortex when the Ta number
grew larger. When the Ta number was greater than
150, the yield and particle number density further
increased. However, unlike the alumina particles
obtained at Ta 92, those formed at Ta 160 were
agglomerated (Fig. 7), which indicated that the parti-
cles were agglomerated by the high collision fre-
quency that occurred during particle formation by
vigorous mixing. This showed that when preparing
monodispersed particles using this apparatus, parti-
cle agglomeration occurs even in the range in which a
Couette-Taylor vortex with plug f low is formed. Con-
sequently, monodispersed alumina particles were pro-
duced in the range from 50 to 150.
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3.4 Effect of residence time
We investigated the relation among residence time,

average size, geometrical standard deviation, yield,
and particle number density (Fig. 8). The Ta number
was 92. Residence time was controlled by allowing the
feeder supply rate to change from 1.5�10�4 to 9�10�4

m3/s. Because the average size and geometrical stan-
dard deviation of alumina particles were always the
same at a certain residence time, it was evident that
these values were independent on residence time. On
the other hand, yield rose to 86% at 1 h, and the parti-
cle number density also increased. Fig. 8 indicates
that because the size of alumina particles did not
change until the 1 h mark, the yield increase is not
due to the growth of alumina particles, but to the
increase in particle number density.

4. Conclusion

Monodispersed alumina particles were continu-
ously prepared by the hydrolysis of aluminum alkox-
ide using a C-T vortex f low reactor. We reached the
following conclusions:
(1) Monodispersed alumina particles were amor-

phous, and the particle size and particle size dis-
tribution were comparable to those obtained by
batch processing.

(2) The average size, geometrical standard deviation,
yield, and particle number density of monodis-
persed alumina particles were constant during
continuous preparation, and reproducibility is
possible.

(3) The Ta number range in which monodispersed
alumina particles were formed was from 50 to
150. Particle size and geometrical standard devia-
tion were independent on the Ta number in this
range, but the yield and particle number density
increased as the Ta number increased. Alumina
particles were also agglomerated when the Ta
number was greater than 150.

(4) The particle size and geometrical standard devia-
tion of monodispersed alumina particles were
independent on residence time, but yield in-
creased with residence time. Yield increase is not
due to the growth of alumina particles, but to the
increase in particle number density.

Nomenclature

b Annulus width (mm)
d Particle density (g/cm3)
F Frequency (%)
L Length of cylinder (mm)
N Particle number density (�1026·dm�3)
R Average particle size (µm)
R i Radius of inner cylinder (mm)
Ta Taylor number
V Particle volume (cm3)
Y Yield (%)
σg Geometrical standard deviation of average size
ν Kinematic viscosity (m2/s)
ω Angular velocity
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1. Introduction

One way of obtaining fine particles from liquid is to
first make the liquid into fine droplets, then remove
the solvent by drying or other procedures to obtain
solid particles. Typical methods of atomizing liquids
include those using pressure energy such as binary
nozzles and nebulizers, and methods that apply me-
chanical vibration energy, such as ultrasonic spraying
and vibrating orifices. By contrast, electrostatic atom-
ization [1, 7] applies electrical energy to liquid at the
nozzle tip, thereby breaking the liquid column at the
nozzle into fine droplets. Although it is possible to
vary the size of the produced droplets from the sub-
micrometer level to several millimeters, and to obtain
droplets of a comparative monodispersion, there is
currently little promise of increasing its processing
capacity. The inf luence of a liquid’s surface tension
and its electrophysical characteristics on the electro-

static atomization is very large. For example, there
are few reports to use solutions with high conductiv-
ity or high viscosity [12].

There are an interfacial reaction [3] and a mem-
brane emulsion as the method to produce spherical
particles from solutions [4]. For the interfacial reac-
tion, silica particles are produced by mixing water
glass (a sodium silicate solution) into benzene, and
then solidifying at the droplet interface. As droplet
fusion and dispersion occur at both the droplet for-
mation stage and the solidification stage, it yields
particles with a broad size distribution. Membrane
emulsion yields a monodispersion of spherical silica
by passing water glass through an inorganic mem-
brane treated hydrophobic, and making droplets of a
uniform size. However, it is a complicated procedure
that has difficulty delivering particles bigger than 10
µm. There are reports by Sato et al. [8, 9] on making
silica particles by electrostatic atomization, but they
offer little discussion on the effects of physical prop-
erties of liquid.

We therefore used water glass with high conductiv-
ity and high viscosity to explore the inf luence of their
physical properties, supply f low rate, and applied volt-
age on electrostatic atomization, and examined the
conditions for making spherical silica particles of uni-
form size in the several hundred µm range.
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2. Materials and Methods

An aqueous solution of sodium silicate, known as
water glass (water glass no. 3, made by Fuji Chemical
Co., Ltd.) was used. Water glass no. 3 contains 29% sil-
icon in the form of SiO2, and its SiO2/Na2O molar
ratio is 3.2. Pure water was added to the water glass
to change the physical characteristic values of the
aqueous solution. The surface tension of the solu-
tion was measured with a Wilhelmy tensiometer
(CBVP-A3, Kyowa Science Co., Ltd.), viscosity coeffi-
cient with a cone and plate type viscometer (ED,
TOKIMEC INC.), and conductivity with a conductiv-
ity meter (ES-12, Horiba, Ltd.). Table 1 shows that
adding more pure water brings a linear decrease in
surface tension, and an exponential decrease in the
viscosity coefficient, while conductivity maximized at
the condition added 40 vol.% pure water. This can be
explained by the declining concentration of sodium
silicate (water glass) and the attendant change in dis-
sociation.

Droplets were formed by the nozzle (N) in the
schematic diagram of the experimental apparatus as
shown in Fig. 1. It was a stainless steel pipe with an
outside diameter of 0.7 mm and an inside diameter of
0.4 mm. Its tip was polished and finished to a 90°
angle. Facing the nozzle was the earth electrode (E),
a brass disk 60 mm in diameter and 2 mm thick. In its
center was a 10 mm hole that allowed atomized
droplets to pass through. The earth electrode was 6
mm away from the nozzle tip. A high-voltage power
supply (HV; model HEOPS-10B2-PV made by Matsu-
sada Precision) was used to apply a positive or nega-
tive DC voltage between the nozzle and the earth
electrode. To prevent electricity leakage, we used a
microfeeder (JP-S, Furue Science) to supply silicone
oil (KF-96-100CS, Shin-Etsu Chemical Co., Ltd.) to

Volume ratio 
Sample of water  Viscosity Surface Conductivity

No. glass No.3 (mPa s) tension (S m�1)
and water (mN m�1)

30 100 : 00 139.3 71.0 3.46

31 090 : 10 037.3 66.7 3.79

32 080 : 20 021.7 64.0 3.83

33 070 : 30 010.8 55.7 4.09

34 060 : 40 006.7 52.3 4.11

35 050 : 50 004.3 48.5 4.05

Table 1 Physical Properties of Sample Solutions Measured at
293 K

the sealed container (R1), thereby supplying a certain
quantity of the water glass solution from R1 to the
nozzle. Droplets formed by electrostatic atomization
were captured in a polyethylene container (R2) hold-
ing alcohol, where the droplets were instantaneously
dehydrated and solidified. Atomization was observed
with a video camera, video monitor, and a strobo-
scope (S).

To remove the sodium from the water glass parti-
cles solidified in the alcohol (solid particles of sodium
silicate), they were separated from the alcohol and
then immersed for 5 min in a 500 mol/m3 aqueous
solution of dilute sulfuric acid. We used an optical
microscope to count out over 200 of the silica parti-
cles thus made, and determined their particle size dis-
tribution. To find the mean size we calculated the
mean volume diameter on a number basis from
counted data.

3. Results and Discussion

3.1 Solution to Capture Water Glass Droplets
Water glass becomes silica particles after reactions

to remove water and sodium. Accordingly, we experi-
mented with a method of removing water and sodium
by dripping the atomized water glass droplets directly
into a 500 mol/m3 aqueous solution of dilute sulfuric
acid. Water glass reacted rapidly with the dilute sulfu-
ric acid and immediately solidified, but it f locculated
instead of becoming spherical particles, probably
because of the low interfacial tension between water
glass and dilute sulfuric acid. We therefore decided to
obtain spherical silica particles by forming an inter-

Oscilloscope

HV

Feeder

TV camera

TV monitorN

ES

R2

R1

Fig. 1 Schematic Diagram of Experimental Apparatus
HV: High voltage power supply, N: Nozzle, E: Earth elec-
trode, S: Stroboscope, R1: Vessel with water glass and sili-
cone oil, R2: Container of alcohol solution



sometimes destroyed when interior water exits, fur-
ther study will be necessary for choosing an appropri-
ate capture solution.

3.2 Effect of Applied Voltage
Silica particles were produced when a positive high

voltage applied on the nozzle with grounding the
opposed electrode. The relationship between the
mean volume diameter and applied voltage shows
Fig. 3. Zone A, where applied voltage ranged up to
4.6 kV, was an electrostatic drip zone where the size
of the droplets gradually decreased as applied voltage
rose. At 4.6 kV zone A suddenly became zone B, a
uniform cone-jet zone where small droplets were
produced. Electrostatic force caused by the electric
charge accumulated on droplet surfaces, overcame
surface tension, and allowed the formation of uni-
formly sized small droplets. We observed at this point
that droplets emerging from the nozzle tip were
stretched into cone shapes called Taylor cones [10].
This uniform cone-jet mode continued at about 5.0 kV
at the f low rate of 0.13 ml/min, and at around 5.2 kV
with a large f low rate of 0.32 ml/min. Further increas-
ing the applied voltage, we noted a discharge atom-
ization mode where the current amount suddenly
increased (zone C). Average particle size was some-

face with the water glass, removing water and solidify-
ing with alcohol, which has a dehydration effect, and
then immersing the particles in 500 mol/m3 aqueous
solution of dilute sulfuric acid to remove sodium.

Methanol, ethanol, and 2-propanol were tested to
select an alcohol suited to solidifying particles while
keeping them spherical. Photomicrographs in Fig.
2 were taken of the captured silica particles. We
were unable to obtain spherical particles with 2-
propanol (Fig. 2a) or ethanol (Fig. 2b). Using meth-
anol yielded the most spherical particles (Fig. 2c).
Sato et al. [9] used a 60 vol.% solution of ethanol when
making silica particles from water glass no. 3. Parti-
cles dehydrated and solidified with methanol are
almost concentric circles as in Fig. 2c. Dehydration
and solidification begin at a droplet’s surface, with
interior water exiting later, which is likely what gives
the particles their hollow centers, and therefore their
concentric circle configuration. Particles made with 2-
propanol appear to have solid centers in the photomi-
crograph. It would seem that when water exits slowly
and solidification proceeds unhurriedly, particles
without hollows are obtained even though droplet
shape cannot be retained, but when solidification is
rapid, one can obtain spherical, hollow silica particles.
However, because hollow particles in the making are
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Fig. 2 Effects on Particle Shape of Various Alcohols Used as Collection Liquids
Experimental conditions were the same as the uniform cone-jet mode in Fig. 4. 
(a) 2-propyl alcohol, (b) Ethyl alcohol, (c) Methyl alcohol

500 µm

(a)

500 µm

(b)

500 µm

(c)



ed our attention exclusively to the uniform cone-jet
mode.

Next we investigated the effect of the polarity of the
voltage applied to the nozzle. When a positive volt-
age was applied, uniform cone-jet atomization was
observed across the range from 4.6 to 5.2 kV, but
applying a negative voltage yielded different results.
When applying 4.6 kV there was an immediate transi-
tion from zone A to zone C, and we observed no uni-
form cone-jet atomization. Mori et al. [2] and Sato et
al. [8] reported that it is easier to achieve uniform
cone-jet atomization when applying a positive voltage
than when applying a negative voltage, which agrees
with our results. We conjecture the reason is the dif-
ference between positive and negative discharge char-
acteristics when a corona discharge arises between
the nozzle tip and the earth electrode disk as electro-
static atomization proceeds. Specifically, when there
is a positive electrode corona discharge, nitrogen and
oxygen atoms are ionized and move toward the earth

what larger in this zone because under these condi-
tions some of the droplets were large, but the wider
particle size distribution produced a clear distinction
between zones B and C. As can be seen from the par-
ticle size distributions of these two zones (Fig. 4) and
the photomicrographs of zone B (Fig. 2c) and zone C
(Fig. 5), there was a very narrow particle size distrib-
ution at 4.8 kV, at which the uniform cone-jet mode
arose (zone B), while the distribution was very broad
at 5.5 kV, where discharge atomization proceeded
(zone C). Because the purpose of this research was to
obtain silica particles of uniform size, we then turn-
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Fig. 5 Silica Particles Produced in Discharge Mode
Experimental conditions were the same as those in Fig. 4.
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decreased, the uniform cone-jet zone narrowed.
When the f low rate was 0.06 ml/min, the lowest in
our experiment, uniform cone-jet atomization oc-
curred between 4.6 and 4.8 kV in Sample 31, and
between 4.5 and 5.0 kV in Sample 33.

At a 5 kV applied voltage, the size distribution of sil-
ica particles narrowed as the f low rate increased as
shown in Fig. 7. But when the f low rate was reduced,
average particle size decreased while the distribution
broadened. The reason appears to be that decreasing
the f low rate makes it hard to control, and even a
small variation in f low rate has a big effect on atom-
ization.

3.4 Addition of Pure Water
We manufactured silica particles from an aqueous

solution whose ratio of water glass to pure water was
varied while maintaining a 5 kV applied voltage and a
0.13 ml/min f low rate. Fig. 8 shows that undiluted
water glass (Sample 30) yields a two-peak distribu-
tion. As the amount of added water increased, mean
particle diameter decreased and the distribution nar-
rowed. One way to obtain small silica particles is to
reduce the f low rate, but it is also effective to use
water glass whose viscosity has been attenuated by
adding water.

As water content increases, it is anticipated that
droplets will contract more during dehydration. To
investigate the contraction rate of droplets when turn-
ing into particles, we made a comparison by conduct-
ing an experiment in which atomized droplets were
captured directly by silicone oil. When using a water

electrode, but under a negative electrode corona dis-
charge, highly mobile electrons themselves move,
resulting in dielectric breakdown and difficulty in
obtaining a stable corona discharge.

The following equation provides the strength of the
electric field between the nozzle and disk [11].

E0�4f/{doln(8L/do)} (1)

When 5 kV were applied under the electrode condi-
tions in Fig. 3, the electric field strength at the noz-
zle’s tip, E0, was calculated to be 6.7 MV m�1, which
was greater than the 3 MV m�1 dielectric breakdown
strength of air. Thus electrostatic atomization is pre-
sumably difficult with negative high voltage. Results
discussed below were obtained by applying positive
high voltage.

As Fig. 6 shows the effects of applied voltage and
volumetric f low rate on the mean volume diameter of
silica particles, the high-viscosity Sample 31 yielded
large silica particles whose sizes decreased only
slightly when a high voltage was applied. But Sample
33, whose viscosity was one-fourth that of Sample 31,
was heavily affected by applied voltage. In all sam-
ples, particle size was less affected by applied voltage
at smaller f low rates.

3.3 Flow Rate
Fig. 6 also shows the inf luence of f low rate. The

lower the f low rate, the smaller the silica particles
that were formed. But we also found that as f low rate
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distilled water, ethanol, and an aqueous glycerin solu-
tion. Ogata et al. [5, 6] derived a correlation equation
using distilled water, ethanol, propanol, and an aque-
ous glycerin solution for a solution up to 130 mPa s.
Further, Yamaguchi et al. [13] made atomized
droplets using an aqueous solution of calcium chlo-
ride, an aqueous solution of glycerin, and a solution
made by adding liquid paraffin and/or an antistatic
agent to xylene, and described the relationship
between droplet size and physical properties. Al-
though they propose a dimensionless correlation e-
quation, a direct comparison is difficult because the
dimensionless quantity differs from one researcher to
another. For that reason we made the following sim-
plification to compare Eq. 2 with the dimensionless
correlation equations proposed heretofore.

As our experiment used only one nozzle, the ratio
of its inner and outer diameters was fixed. Although
we did not measure permittivity, we made its contri-
bution constant under the assumption that its value
would not change very much due to the large amount
of water. Using these assumptions, we summarized
the dependency of physical properties in Table 2
using dimensionless correlation equations in previous
reports. There is no value for conductivity in the data
from Mori et al. [2] because they did not include it.
The dependence on physical property values exhibits
considerable differences among ours and the previ-
ous four reports. Conductivity was especially large in
our study: while it was under 0.2 S m�1 in the previ-
ous reports, it was in the high range of 3 to 4 S m�1 in
our study. Also, we examined the correlation with the

glass solution to which 10 vol.% pure water had been
added (Sample 31), diameter contracted 5.8%, and
with a water glass solution to which 30 vol.% pure
water had been added (Sample 33), contraction was
7.8%. Far greater than this change was the change in
average particle diameter, thereby demonstrating that
physical properties of a solution are the larger inf lu-
ence.

3.5 Estimating the Diameter of Particles
Formed

Substantial changes occurred in atomization by
diluting water glass with pure water, but because
some physical properties of the solution also change
simultaneously, it is unknown which physical prop-
erty has the largest inf luence. For that reason we per-
formed a multiple regression analysis for f low rate,
applied voltage, surface tension, viscosity coefficient,
and conductivity using the data for the uniform cone-
jet mode under conditions of a 0.06 to 0.32 ml/min
f low rate, and a 4.5 to 5.8 kV applied voltage. The
analysis yielded the following correlation equation.

dv�5.06�104f�1.56Q0.383γ 0.861η 0.313κ 2.29 (2)

Fig. 9 shows the relationship between the mean vol-
ume diameter calculated with this equation, dv,calc, and
the measured value, dv,obs, has a high multiple correla-
tion of 0.986, which is significant. Particle diameter
was most affected by conductivity, while the inf lu-
ences of the f low rate and viscosity coefficient were
low.

Mori et al. [2] reported a correlation equation using
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size of particles formed. Specifically, particle diameter
was 5 to 10% smaller than droplet diameter, and the
shrinkage factor was dependent on the amount of
water added. For this reason, it would seem there is a
slight difference between the correlation with droplet
diameter in previous reports and the correlation in
our case.

Because Eq. 2 is an empirical equation, it is inappro-
priate for understanding the phenomenon, and we
therefore derived a dimensionless correlation equa-
tion from Eq. 2. Assuming that a relative permittivity
of the solution is constant, we found the following
dimensionless correlation equation with the dimen-
sionless quantity used by Yamaguchi et al. [13].

�3.83�10�9 � ��0.917� �0.65� �0.382� ��1.3

(3)

The multiple correlation coefficient was slightly
worse, at 0.977. Comparison with the dimensionless
quantity range of Yamaguchi et al. [13] produces
a considerably different conductivity range as dis-
cussed above, so the index of the fourth dimension-
less quantity in Eq. 3 is different. Further, the index
of the dimensionless quantity including u was also dif-
ferent to adjust the dependence of f low velocity u.
Judging from this, obtaining a general equation to
estimate the droplet diameter in electrostatic atomiza-
tion would require the accumulation of further data
on different physical properties.

4. Conclusion

We added various amounts of pure water to a solu-
tion of water glass with high conductivity and high
viscosity to change the solution’s physical properties
and investigated electrostatic atomization, and arrived
at the following conclusions.

εf ε0u
κdo

ηu
γ

ρu2do

γ
ε0E0do

γ
dv

do
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1) As applied voltage was increased, the electrosta-
tic drip mode, uniform cone-jet mode, and discharge
mode were observed. It was in the uniform cone-jet
mode that droplets of uniform size were obtained.

2) When the DC high voltage applied to the nozzle
was positive, we observed uniform cone-jet atomiza-
tion, but making it negative caused a direct shift from
electrostatic drip mode to discharge mode, with no
uniform cone-jet atomization observed.

3) When the applied voltage increased, the high
electric field strength at the nozzle tip resulted in a
higher frequency of droplet ejection and a smaller
mean volume diameter, but the effect of the applied
voltage on the particle size was small.

4) Decreasing the f low rate reduced mean volume
diameter, but it was necessary to increase f low rate to
obtain silica particles with a narrow size distribution.

5) Diluting the water glass with pure water resulted
in silica particles having a small mean volume diame-
ter and a narrow particle size distribution.

6) Based on the results of this study, we obtained
the following empirical equation estimating to the
mean volume diameter of the silica particles formed.

dv�5.06�104f�1.56Q 0.383γ 0.861η 0.313κ 2.29
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f low rate applied voltage surface tension viscosity conductivity
Q φ γ η κ

this study 0.383 �1.599 �0.861 0.313 �2.291

Mori [2] 0.430 �0.510 �0.022 0.124 �

Ogata [5] 0.667 �1.111 �0.111 0.444 �0.222

Ogata [6] 0.667 �1.111 �0.208 0.250 �0.222

Yamaguchi [13] 0.470 �1.500 �0.520 0.070 �0.080

Table 2 Values for Dependence on Physical Properties

Power indexes of physical properties of sample solution and of operating conditions for the empirical correlation to the size of par-
ticles produced by electrostatic atomization. Our results are compared with those of four previous studies.
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Nomenclature

do outer diameter of nozzle (m)
dv mean volume diameter of silica particle (m)
E0 electric field strength of nozzle tip, 

defined in Eq. 1 (V m�1)
L electrode gap (m)
Q volumetric f low rate of sample solution (m3 s�1)
u linear velocity of sample solution 

through nozzle (m s�1)
γ surface tension of sample solution (N m�1)
ε0 permittivity of vacuum (F m�1)
ε f dielectric constant of sample solution (F m�1)
η viscosity of sample solution (Pa s)
κ electrical conductivity of sample solution (S m�1)
ρ density of sample solution (kg m�3)
φ applied voltage (V)
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Introduction

Polymeric f locculants, which are widely used in the
f locculation and dehydration of suspensions, are gen-
erally hydrophilic polymers and therefore have the
drawback that the f locs contain large amounts of
water which cannot be easily removed. In our previ-
ous paper (Sakohara and Nishikawa, 2000) we pro-
posed the use of thermosensitive polymers as a way
to alleviate this problem.

Thermosensitive polymers in aqueous solutions
become soluble (hydrophilic) at low temperatures,
but are insoluble (hydrophobic) at high tempera-
tures. This hydrophilic/hydrophobic transition is re-
versible and occurs at the transition temperature,
which is determined by a primary structure of poly-
mer (Ito, 1989). In our previous paper (Sakohara and

Nishikawa, 2000) by using the plunger test the com-
paction of a highly concentrated kaolin suspension
with poly(N-isopropylacrylamide) (polyNIPAM), a
representative thermosensitive polymer, was exam-
ined. The suspended particles were fully mixed with
polyNIPAM, and the mixture was heated to above the
transition temperature. Then by applying an appropri-
ate external force, the compacted f locs was readily
obtained.

We proposed the mechanism illustrated in Fig. 1
for the formation of such compacted f locs employing
thermosensitive polymers. First, the polymer mole-
cules are fully adsorbed onto the suspended particles
below the transition temperature (process 1, left). If
the conventional hydrophilic polymer is used, the par-
ticles disperse stably under these conditions. But in
case of thermosensitive polymer, by heating the sus-
pension to above the transition temperature (process
2, center), the adsorbed polymer molecules change to
hydrophobicity, in turn making the surfaces of the
suspended particles hydrophobic, and resulting in the
f locculation (f loc formation) of the suspended parti-
cles due to the hydrophobic interaction. Applying an
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appropriate external force at this point will cause the
rearrangement of the particles, thereby forcing out
the water and readily allowing compaction. On the
other hand, since the hydrophilic/hydrophobic transi-
tion of thermosensitive polymers is reversible, by
cooling the mixture down below the transition tem-
perature (process 3, right) the f locs disorganize and
return to stable suspended particles.

However, the plunger test in our previous paper
was meant to obtain the compacted f locs and did not
allow us to adequately investigate this f locculation
mechanism. In this research, therefore, we per-
formed the f locculation experiments and examined
the validity of this model by using an agitator tank.

1. Materials and Methods

As a thermosensitive polymer we used poly(N-iso-
propylacrylamide) (polyNIPAM), which were synthe-
sized by the same methods as in our previous paper
(Sakohara and Nishikawa, 2000). The molecular
weight is about 3.95�106, and its transition tempera-
ture in water is about 32°C. As a sample suspension,
kaolin (Katayama Chemicals, Inc.) suspension with
a concentration of 20 kg/m3, containing 0.5 mM
sodium hydroxide as a dispersant, was used. The
transition temperature of polyNIPAM in the aqueous
solution of 0.5 mM sodium hydroxide is about 34°C,
slightly higher than that in water.

We performed the f locculation experiment with an
acrylic resin agitation tank which had an inside diam-
eter of 109 mm and a height of 135 mm, and which
was fitted with six baff le plates. Into this tank we put
1 dm3 of the test suspension, and submerged it in a
thermostatic bath at the prescribed temperature. The
suspension was stirred at 300 rpm using a turbine
blade (six f lat blades, 50 mm in diameter) installed at
half the liquid depth. After the temperature of suspen-

sion reached the prescribed temperature, the desired
amount of polymer was added, and the mixture was
stirred rapidly (300 rpm) and then slowly (150 rpm)
under each of three experimental conditions de-
scribed below. Although the slow stirring speed was
faster than that generally used in the jar test, this
speed was chosen to ensure good contact between
the suspended particles and the polymer molecules,
or among suspended particles. The f locculation per-
formance was evaluated by settling for 30 minutes
after stirring finished. The sample supernatant was
taken from the depth of 50 mm below the surface, and
the measurement of transmittance was performed at
a wavelength of 600 nm using a spectrophotometer.

The f locculation experiment was conducted under
each of the following three conditions to confirm the
viability of the mechanism proposed in Fig. 1.

(1)  Flocculation experiment below and above
the transition temperature 

The mechanism in Fig. 1 assumes that the hy-
drophilic polyNIPAM molecules adsorb onto sus-
pended particles shown as in process 1 in the figure.
To verify this we examined the f locculation perfor-
mance at 30°C, below the transition temperature of
polyNIPAM, and at 40°C, above the transition temper-
ature. The desired amount of polyNIPAM was added
to the suspension after the suspension had attained
the prescribed temperature, and the stirring was per-
formed at high speed for 30 min, and then at low
speed for 20 min.

(2)  Flocculation experiment by heating 
We performed the following experiment to verify

process 2 in Fig. 1, that is, the formation of f locs by
heating the suspension. PolyNIPAM was added at
30°C, below the transition temperature, and the mix-
ture was stirred at high speed for 10 min. The ther-
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mostatic bath water of 30°C was then quickly changed
to water of 60°C, and the rapid stirring was continued
for 20 min, followed by 20 min slow stirring. The
change in suspension temperature is indicated by the
open circles in Fig. 2. Measurements of temperature
were carried out with a thermocouple near the agita-
tor blades.

(3)  Flocculation experiment by cooling suspen-
sion back below the transition temperature
after heating 

We performed the following experiment to verify
process 3 in Fig. 1, in which f locs formed by heating
will again disperse when the suspension is cooled
below the transition temperature (reversibility). The
suspension was stirred at low speed for 20 min under
the heating conditions described above, and then the
thermostatic bath water was quickly replaced with
water of 25°C, and slow stirring was continued for
another 50 min. The closed circles in Fig. 2 show the
suspension’s temperature change.

2. Results and Discussion

2.1 Effect of Temperature on Floc Formation
Fig. 3 shows the f locculation performance at 30°C

and 40°C. Since polyNIPAM is hydrophilic at 30°C,
it acts like the conventional hydrophilic polymeric

f locculant: The transmittance of the supernatant in-
creased with increasing the polymer dosage, and then
decreased after peaking. This means there is an opti-
mum polymer dosage. At and near that dosage, the
bridging adsorption of polyNIPAM on the suspended
kaolin particles encourages f loc formation, and the
transmittance of supernatant increases. But when too
much polyNIPAM is added, the surfaces of the sus-
pended kaolin particles are covered with polyNIPAM,
and thereby disperse stably, which reduces transmit-
tance (Sakohara et al., 1980). At 40°C, however, f locs
were hardly formed no matter what the additive
amount of polymer, and the supernatant transmittance
remained low. It is considered due to the fact that the
added polyNIPAM molecules immediately became
hydrophobic and that they could not adsorbed onto
the kaolin. As a result, f locs did not form. Therefore,
to make kaolin adsorb the polyNIPAM as in the
Fig. 1 model, the operation must be performed be-
low the transition temperature.

We have seen no instances as in our experiment in
which polyNIPAM was used as the f locculant, but
there are some reports of the f locculation of inor-
ganic particle suspensions by copolymers of NIPAM
and cationic monomers (Guillet et al., 1985; Deng et
al., 1996). When this kind of cationic polymer is used,
f loc formation has been observed even if the polymer
is added to a suspension at the temperature higher
than the transition temperature. In this kind of poly-
mer, the portion of polyNIPAM that has become
hydrophobic agglomerates through hydrophobic in-
teraction, and forms polymer fine particles with
cationic components on their surfaces. It appears that
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these surface with cationic components function as
f locculants. As a result, they cause f locculation even
above the transition temperature.

2.2 Effect of Heating Suspension on Floc 
Formation

Fig. 4 compares the f locculation performance
obtained by heating suspension to 60°C after poly-
NIPAM adsorption at 30°C, and that obtained at 30°C.
By heating from 30°C to 60°C, the transmittance
increased and then decreased with increasing poly-
NIPAM dosage. By adding more polyNIPAM the
transmittance increased again, and then remained
fairly steady (range A in the figure). In this range the
supernatant had very low transmittance at 30°C,
meaning that hardly any f locs were formed. This
shows that f locs formed by heating the suspension
after the surfaces of the suspended particles were
covered enough with polyNIPAM. In fact, before the
temperature of agitator tank was raised (when it was
still 30°C), we did not discern f loc formation, but
when the tank was heated we clearly discerned f loc
formation with the unaided eye at the point the tem-
perature of suspension exceeded the transition tem-
perature. This seems to bear out the mechanism
illustrated in Fig. 1: By heating a suspension of
kaolin particles whose surfaces are covered enough
with polyNIPAM, the polyNIPAM becomes hydro-
phobic, which in turn makes the particle surfaces
hydrophobic, thereby making particles adhere to
each other and form f locs due to the hydrophobic
interaction.

Even when the suspension was heated, the trans-
mittance increased with the same polymer dosage as

the optimum dosage for 30°C (range B in the figure).
The reason appears to be that f loc formation during
the 10 min of rapid stirring after adding polyNIPAM
to an almost optimum amount increased supernatant
transmittance. This fact suggests that even though
polyNIPAM adsorbed onto the surfaces of suspended
particles might become hydrophobic, they do not
readily desorb from the suspended particle surfaces.
As stated in our previous paper (Sakohara and
Nishikawa, 2000), this is likely because polymer
adsorption onto the suspended particles is multipoint
adsorption by functional groups in the polymer mole-
cules.

2.3 Reversibility of Floc Formation by
Hydrophobic Interaction

The closed circle in Fig. 4 shows one example of
the f locculation performance by adding polyNIPAM,
by raising the suspension temperature from 30°C to
60°C, then by cooling it down to below the transition
temperature. The polymer dosage was 0.02 kg/kg-
kaolin. As the figure shows, the suspension return-
ed to a nearly completely dispersed state. We also
observed clearly with the unaided eye that the f loc
quickly disappeared when the suspension tempera-
ture fell below the transition temperature. This shows
that f locculation (f loc formation) caused by the hy-
drophobic interaction occurs reversibly in response to
the change in temperature.

Conclusion

We investigated the f locculation mechanism utiliz-
ing the hydrophilic/hydrophobic transition of poly-
NIPAM, a representative thermosensitive polymer, by
using an agitation tank to perform a f locculation ex-
periment on a kaolin suspension. Since f locculation
hardly occurred above the transition temperature
(about 32°C), the adsorption operation of polyNIPAM
onto suspended kaolin particles needs to be per-
formed in a hydrophilic state below the transition
temperature. When the kaolin particle surfaces are
coated enough with polyNIPAM by increasing the
polymer dosage, kaolin particles disperse stably
below the transition temperature, but f locs form by
heating the suspension. When the f locculated suspen-
sion is cooled back to below the transition tempera-
ture, particles disperse again. From these results, it
can be concluded that the f locculation mechanism
due to the hydrophobic interaction proposed in our
previous paper (Sakohara and Nishikawa, 2000) is
valid.
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1. Introduction

Tablets are the most frequently used form of phar-
maceuticals. The main tableting method in Japan
used to involve first making granules, and then com-
pressing them into tablets by way of indirect (gran-
ule) tableting, but the need in recent years for
process validation, GMP, and automation of produc-
tion processes has focused renewal attention on the
direct tableting method, which involves few steps.

Because direct tableting necessitates an active
ingredient powder that excels in f lowability, bindabil-
ity, mechanical strength, and other qualities more
than the materials for indirect tableting, there are cur-
rently limited pharmaceutical tablets on commercial
production that can be made by direct tableting. For
that reason development of the design method of
active ingredient crystals that can be directly tableted
has been waited. As the model drug in our research
ascorbic acid, which is difficult to tablet directly, was

used to develop directly compactable crystals without
a binder for direct tableting. The compactibility of
resultant crystals were evaluated.

Our design method involved using a process called
spherical crystallization developed originally by us
[1], which allowed us to manufacture agglomerated
crystals with two different internal structures that
were suited to our purpose. After assessing the crys-
tals’ f lowability and packability to ascertain their
adequacy as the powder for direct tableting, we con-
ducted static and dynamic compression tests. We ana-
lyzed the static compression process and determined
the factors related to improving the granulated crys-
tals’ compactibility. Further, anticipating the commer-
cial production of tablets, we determined the effect of
compression speed on compactibility.

2. Materials and Methods

2.1 Materials
Ascorbic acid was chosen as a model drug because

of its brittleness and its strong cohesive properties.
As a control for assessing powder physical properties
such as f lowability and packability fine crystals (100
mesh product, average particle diameter of 18.8 µm,
made by Takeda Chemical Industries, Ltd.) was used,
and for assessing compactibility it was coarse crystals
with excellent f lowability (FG product, average parti-
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cle diameter of 425 µm, made by Takeda Chemical
Industries, Ltd.). A control for both assessments was
commercially available granulated ascorbic acid for
direct tableting (hereinafter, “C97 granules,” average
particle diameter of 422 µm, made by Takeda Chemi-
cal Industries, Ltd.). C97 granules are produced in a
f luidized bed with 3% starch added as a binder. As the
model drug for plastic deformability we used potas-
sium chloride (Japanese Pharmacopoeia, hereinafter
written “KCl,” average particle diameter of 650 µm,
produced by Yamazen Corporation).

2.2 Preparation of Ascorbic Acid Agglomerated
Crystals for Direct Tableting

Ascorbic acid was dissolved in 50°C purified water
(a good solvent) to prepare a 0.4 g/ml saturated solu-
tion. A pipette was used to quickly drop a prescribed
amount of the solution into a 500 ml cylindrical agita-
tor tank containing 300 ml of ethyl acetate (a poor
solvent, maintained at 5°C) while stirring with a four-
bladed propeller-type agitator at either 300 or 800
rpm. By choosing a water-to-ethyl acetate volumetric
ratio of either 1:100 or 4:150, we prepared spherical
agglomerated crystals of ascorbic acid by two dif-
ferent crystal agglomeration mechanisms: spherical
agglomeration (SA), and emulsion solvent diffusion
(ESD). We inserted baff les in the agitator tank to pro-
mote granulation with SA, but with ESD we let granu-
lation occur without using baff les so as to prevent the
breakdown of emulsion droplets. After stirring for 20
min the crystal agglomerates obtained were suction
filtered, washed with a small amount of methanol, and
dried under reduced pressure for at least 24 h. We
used the agglomerate fraction in the 125 to 500 µm
range, obtained by classifying with a screen to bring
them into line with the C97 granule particle size
range. This fraction’s yield was good at 70 to 80%.

2.3 Measuring Physical Properties of 
Agglomerated Crystals

A scanning electron microscope (JTM-T330A,
JEOL., Ltd.) was used to observe the particle form of
the original crystals (100 mesh product), coarse crys-
tals (FG product), and C97 granules, and the surface
property and cross sections of the two types of spher-
ically agglomerated crystals (SA and ESD products).

Sample f lowability was measured and assessed by
using the pouring method to make them pile, then
measuring their angle of repose.

Sample packability was assessed by analysis of the
tapping process with the Kawakita [2] (Eq. 1) and
Kuno [3] (Eq. 2) methods, and using the parameters

a, b, and k in the equations.

(n/C)�(1/ab)�(n/a), C�(V0�Vn)/V0 (1)
ρf�ρn�(ρf�ρ0)exp(�kn) (2)

Where:
a is the degree of volume reduction when the tap

number is infinity,
b and k are constants for the apparent packing rate,
V0 and Vn are the volume in the initial loosely packed

and the nth tapped state, and
ρ0, ρn, and ρf are the apparent density in the initial

state, the nth tapped state, and the most densely
packed state.

2.4 Tablet Preparation
A screen was used to classify the test samples into a

125 to 500 µm fraction. We placed 150 mg of each
sample into a die with diameter of 8 mm, and used
an AUTOGRAPH (Instron type press) (AG5000D,
Shimadzu Corporation) to tablet the samples at a con-
stant rate of 10 mm min�1 and at various compression
pressures between 50 and 300 MPa�5%. Assuming
commercial production, we mixed 1% magnesium
stearate into each sample and used the universal ten-
sile compression tester and a single-punch tableting
machine (TabA11, Okada Seiko Co., Ltd.) to produce
tablets under a constant compression pressure of 200
MPa�5% and at various compression speeds. The
compression speed of single-punch tableting machine
was calculated from the displacement rate of upper
punch when compressing.

2.5 Compression Behavior Analysis
2.5.1  Heckel Analysis [4, 5]

We used Heckel’s equation (Eq. 3) to analyze the
compression process of agglomerated crystals, and
assessed their compactibility.

1n [1/(1�D)]�KP�A (3)

Where:
D is the relative density of the tablets under compres-

sion pressure P (MPa; the ratio of tablet density to
the powder’s true density),

K is the slope of the straight portion of the Heckel
plot, and

the reciprocal of K is the mean yield pressure (Py).

Eq. 4 gives the intercept obtained by extrapolating the
straight portion of the plots.

A�1n [1/(1�D0)]�B (4)

Where:
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D0 is the relative density of the powder bed when
P�0.

Eqs. 5 and 6 give the relative densities corresponding
to A and B.

DA�1�e�A (5)
DB�DA�D0 (6)

2.5.2  Stress Relaxation Test
We put 150 mg of each sample in a die with 8 mm

diameter the surface of which was coated with mag-
nesium stearate in advance, then used the universal
tensile compression tester to compress the samples at
a constant speed of 10 mm min�1. After the pressure
attained 200 MPa, the upper punch was held in the
same position for 20 min, during which time we mea-
sured the reduction amount of the stress applied on
the upper punch. [6] The result was corrected by sub-
tracting from this measurement the relaxation mea-
sured without powder in the die under the same
conditions. We used Eq. 8 to find the relationship
between relaxation ratio Y(t) and time t, calculated
the parameters A s and Bs, and assessed relaxation
behavior. [7, 8]

Y(t)�(P0�Pt)/P0 (7)

Where:
P0 is the maximum compression pressure, and
Pt is the pressure at time t.

t/Y(t)�1/AsBs�t/As (8)

2.5.3  Tablet Elastic Recovery Test
We placed 150 mg of each sample in a die with 8

mm diameter and used the universal tensile compres-
sion tester to compress them up to 200 MPa at the
constant speed of 10 mm min�1. We measured the
thickness of each tablet under maximum pressure
(Hc) and at about 24 h after tablet ejection (He). Eq. 9
was used to calculate the elastic recovery ratio (ER).
[9]

ER�[(He�Hc)/Hc]�100 (9)

About 24 h after the tablet was ejected, its weight,
diameter, and thickness was measured, and its appar-
ent density (ρa) calculated. Eq. 10 was used to calcu-
late internal tablet porosity (ε) from true density (ρt),
which was measured with an air comparison pyc-
nometer (Model 930, Beckman-Toshiba, Ltd.).

ε�1�ρa/ρt (10)

2.6 Tablet Tensile Strength Test
Tablets were kept in a desiccator (silica gel) for

about 24 h, and then a hardness tester (GRANO,
Okada Seiko Co., Ltd.) was used to measure a load
across the diameter of each tablet at a compression
speed of 100 µm s�1 to find the hardness F when
crushing. Eq. 11 was then used to calculate the ten-
sile strength T. [10]

T�2F/πdL (11)

Where:
d and L are a tablet’s diameter (m) and thickness (m).

We crushed the tablets made by compressing the
two types of spherically agglomerated crystals, and
observed the fracture planes with a scanning electron
microscope.

3. Results and Discussion

3.1 Spherical Crystallization Mechanism and
Physical Properties of Agglomerated 
Crystals

It was found that crystal agglomeration was possi-
ble with two different types of mechanisms depended
on the amount of drug solution added to the system
(poor solvent). When both solvents were mixed at a
small water-to-ethyl acetate volumetric ratio (1:100), a
W/O emulsion formed at first. Then as the emulsion
drops cooled and the water and ethyl acetate counter-
diffused, solubility in the emulsion drops decreased,
and crystals precipitated on the surfaces of drops.
Spherical agglomerates were obtained when crystal-
lization completed. This agglomeration mechanism is
called emulsion solvent diffusion, or ESD. On the
other hand, when the water-to-ethyl acetate volumet-
ric ratio was large (4:150) and the solvents did not
mix, crystals precipitated in the same way after an
emulsion formed. At this system a small amount of
water that was liberated from the ethyl acetate phase
acted as a liquid bridging agent (forming a liquid
bridge), which caused particles to randomly agglom-
erate, and then become spherical under the shearing
force of stirring, after first passing through funicular
and capillary forms. This agglomeration mechanism
is called spherical agglomeration, or SA. Fig. 1 illus-
trates the SA and ESD mechanisms, and Fig. 2 pre-
sents electron photomicrographs of the surfaces and
cross sections of the two types of ascorbic acid
agglomerated crystals. Both types of agglomerated
crystals were spherical. 

As one can see from the agglomeration mechanism
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in Fig. 1, while in the SA method the primary crys-
tals randomly agglomerated, crystals in the ESD
method grow toward the center. Owing to this differ-
ence in the agglomeration mechanism, the two meth-
ods yield two types of agglomerated crystals with
different internal structures.

The physical properties of the agglomerated crys-
tals are shown in Table 1. 

The angle of repose of agglomerated crystals was
clearly lower than that of the original crystals, and
about the same as that of commercially available C97
granules. We used the equations of Kawakita and
Kuno to analyze the tapping process. The value a in
Kawakita’s equation was lower than that of the origi-
nal crystals, while b in Kawakita’s equation and k in

Kuno’s equation were both higher. Both of the
agglomerated crystals obtained had excellent f lowa-
bility and packability, and in terms of handling prop-
erties such as feeding into die, the agglomerated
crystals were useful for direct tableting.

3.2 Compression Behavior Analysis
To determine the compression characteristics of

the agglomerated crystals, Heckel’s equation [4, 5]
was used to analyze the compression behavior of
agglomerated crystals (Fig. 3). 

Except for KCl, none of the agglomerated crystal
types exhibited a linear relationship at low com-
pression pressures, while they did at high pressures.
This shows that at low compression pressures the
rearrangement and crushing of agglomerated crys-
tals proceeds simultaneously, and that at high pres-
sures crystal particles are cohered and bonded with
one another while undergoing plastic deformation.
The initial portions of Heckel plot curves are a gen-
eral indication of the tendency for particle fracturing.
Doelker used the values for DA, D0, and DB calculated
from Heckel plots respectively, as an indicator of com-
paction by the densest packing of rearranged and
fractured particles into a die; an indicator of com-
paction by initial packing; and an indicator of fractur-
ing characteristics (compaction of a powder bed by
the rearrangement of primary particles and fractured
particles). The higher the value of D0, the better the
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Random coalescence
Funicular → Capillary

Compaction and spheronization

Precipitated crystals
and aggregate with

bridging liquid

Spherical
agglomerate

Precipitated crystals

Formulation of
emulsion

Crystallization

Liberated bridging liquid

SA method

ESD method

Crystallization
Counterdiffusion of

good solvent and poor solvent
without

coalescence

Fig. 1 Mechanism of spherical crystallization

Spherical
agglomerate

Sample Angle of repose (°) a1) b1) k2)

Original 56.1�2.3 0.508 0.066 0.021

C97 33.7�1.0 0.079 0.151 0.045

SA 33.8�2.6 0.224 0.176 0.065

ESD 33.0�1.6 0.133 0.155 0.063

1) Parameters in Kawakita’s equation: (n/C)�(1/ab)�(n/a) and
C�(V0�Vn)/V0, where n is the tap number and V0 and Vn are the
powder volumes at the initial and nth tapped state, respectively.

2) Parameter in Kuno’s equation: ρf�ρn�(ρf�ρ0)exp(�kn), where
ρf, ρn, and ρ0 are the apparent densities at equilibrium, the nth

tapped, and initial state, respectively.

Table 1 Flowing and packing properties
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Fig. 2 Scanning electron photomicrographs of external appearance and cross-section of original ascorbic acid crystals, a C97 granule, potas-
sium chloride crystals, and SA and ESD agglomerated crystals of ascorbic acid

a) Original crystals

50 µm

100 µm

50 µm

50 µm 10 µm

100 µm

100 µm

100 µm

b) Original coarse crystals

c) C97 granule d) Potassium chloride crystals

e) SA agglomerated crystal

Cross section

Cross section

f) ESD agglomerated crystal



initial packability in a die, while the higher the value
of DB, the greater the fracturing tendency exhibited
by a powder. [11] Analysis results indicated that the
original coarse crystals and KCl had high D0 values,
which is probably because the surfaces of these crys-
tals were comparatively smooth (Fig. 2), which made
them easy to pack into a die. Because SA agglomer-
ated crystals had the highest DB value, it was evident
that considerable fracture occurred during compres-
sion (Table 2). 

Plastic f low of the particles during compression

occurred mainly after rearrangement and fracture.
Plastic deformability is generally evaluated according
to mean yield pressure (Py), which was calculated
from the slope of the linear portion of plots. Py values
in descending order were SA crystals, ESD crystals,
C97 granules, and the original coarse crystals (Table
2). All these values are higher than that of KCl, a sub-
stance that tends to undergo plastic deformation, and
they are about the same with regard to plastic de-
formability. They had lower elastic recovery values
than the original coarse crystals.
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Fig. 3 Heckel’s plot for ascorbic acid and potassium chloride crystals at a compression speed of 10 mm min�1

Straight lines were obtained by a linear regression analysis of data between 50 and 150 MPa. (a) Original coarse crystals, (b) C97 gran-
ules, (c) SA agglomerated crystals, (d) ESD agglomerated crystals, and (e) KCl crystals
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To investigate compactibility in more detail, we
measured stress relaxation, which is an indicator of
plastic deformability (Table 2). Fig. 4 shows the
results obtained by interpreting the relaxation
process with Eq. 8. Good linear correlations were
obtained with all samples, and constants AS and BS

were determined from their slopes (Table 3). 
AS indicates the relaxation ratio at infinity time; the

higher the value, the greater the stress relaxation.
1/BS indicates the time until the relaxation ratio
attains AS/2, and means that the larger the BS value,
the faster the relaxation rate. Spherically agglomer-
ated crystals had larger stress relaxation than other
crystals, with that of SA crystals larger than that of
ESD crystals. And because the AS and BS values were
large, Table 3 shows that stress relaxation under sta-
tic pressure was large, and that the relaxation rate
was rapid. Stress relaxation occurred because of par-
ticle fracturing and rearrangement caused by pack-
ing, and because of the plastic deformation of the
particles themselves. [12] It is thought that because
spherically agglomerated crystals were easily frac-
tured during compression, their particle sizes became
smaller, and their stress relaxation increased due to
rearrangement. By contrast, the original coarse crys-

tals and C97 granules had small relaxation values.
This is likely because, as one can estimate from the
values for D0 and DB calculated from the Heckel plots,
the initial packing rate in the die was high, and little
rearrangement was caused by fracturing during com-
pression. KCl had small stress relaxation. The small
AS value shows that stress relaxation under static
pressure decreased owing to the adequate stress
relaxation afforded by the strong plastic f low during
compression (Fig. 3). Further, the low BS value
means that the relaxation rate under static pressure
was extremely slow.

3.3 Improving the Compactibility of Spherically
Agglomerated Crystals

We assessed the compactibility of agglomerated
crystals samples according to the tensile strength of
tablets (Fig. 5). [10] 
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Sample
Heckel analysis Relaxation pressure Elastic recovery

Py (MPa) DA D0 DB
(MPa) (%)

Original 127.4�2.9*** 0.741�0.001*** 0.561�0.013*** 0.180�0.013*** 007.0�0.2*** 9.3�0.5***

C97 134.8�4.0*** 0.682�0.001*** 0.400�0.005*** 0.282�0.006*** 028.4�0.4*** 5.1�0.4***

SA 168.8�3.5*** 0.702�0.002*** 0.330�0.011*** 0.372�0.010*** 146.1�0.4*** 5.0�0.5***

ESD 142.9�2.9*** 0.747�0.001*** 0.409�0.010*** 0.338�0.011*** 124.9�0.5*** 4.7�0.2***

KCl 035.4�1.6*** 0.551�0.005*** 0.523�0.017*** 0.028�0.012*** 013.5�1.1*** 8.9�1.1***

The results are expressed as mean �S.D. of four runs. There was a significant difference with the value for original coarse crystals at p�0.001
(***), p�0.01(**) and p�0.5 (*).

Table 2 Analysis of compaction behavior

Sample AS BS

Original 0.058�0.001*** 0.012�0.001***

C97 0.168�0.002*** 0.013�0.000***

SA 0.778�0.004*** 0.021�0.001***

ESD 0.658�0.006*** 0.029�0.001***

KCl 0.103�0.005*** 0.004�0.000***

The results are expressed as the mean �S.D. of four runs. There
was a significant difference with the value for original coarse crys-
tals at p�0.001 (***).

Table 3 Parameters of stress relaxation process
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Fig. 4 Relationship between t/Y(t) and t
(▲) Original coarse crystals, (◆) C97 granules, (●) SA
agglomerated crystals, (■) ESD agglomerated crystals,
and (★) KCl crystals



Capping of the original coarse crystals occurred at
compression pressures of 200 MPa and above. Owing
to the small DB value of the original crystals, there
was less fracturing than agglomerated crystals and
elastic recovery was high (Table 2), thereby allowing
capping. When ascorbic acid was made into crystal
agglomerates by crystal agglomeration, tableting was
possible without the occurrence of capping. What is
more, the tensile strength of the resulting tablets
improved dramatically; it was significantly better even
than C97 granules, and displayed superior com-
pactibility. The reasons for this are likely that as the
DB value of spherically agglomerated crystals was sig-
nificantly high (Table 2), making the crystals frac-
ture easily under compression, this increased the
points of contact among particles; the large stress
relaxation (Table 2) facilitated plastic f low, thereby
increasing the contact area; and new high-energy sur-
faces appeared because of fracturing, which strongly
bonded the particles. [13]

3.4 Effect of Compression Speed on the 
Compactibility of Spherically Agglomerated
Crystals

It was found that spherically agglomerated crystals
exhibited an excellent capacity for compactibility

under static compression. Nevertheless, powder beds
are compressed rapidly in the commercial production
of tablets. For that reason we mixed a lubricant (mag-
nesium stearate) into the samples, and used a single-
punch tableting machine as well as universal tensile
compression tester to investigate the effect of com-
pression speed on tensile strength. Fig. 6 shows the
relationship between compression speed and tensile
strength. 

When the universal tensile compression tester was
used to compress the original coarse crystals, the
tablets exhibited low tensile strength, but there was a
tendency for tensile strength to increase somewhat as
the compression speed increased. Although the com-
mercially available C97 granules had a value higher
than that of the original coarse crystals, the tendency
was the same. KCl, which tends to undergo plastic
deformation, had a tendency for tensile strength to
decrease as the compression speed increased. While
spherically agglomerated crystals displayed the same
tendency as KCl, under compression with the com-
pression tester its tensile strength increased at a
compression speed of 300 mm min�1. But when com-
pressing with the single-punch tableting machine, all
samples had about the same tensile strength, no mat-
ter what the compression speed. When compression
was performed with both the universal tensile com-
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Fig. 6 Relationship between tensile strength of ascorbic acid
tablets and compression speed
Sample: 150 mg
Compaction pressure: 200 MPa
(▲, △) Original coarse crystals, (◆, ◇) C97 granules,
(●, ○) SA agglomerated crystals, (■, □) ESD agglomer-
ated crystals, and (★, ☆) KCl crystals
Tablets were prepared using an Instron-type hydraulic
press (closed symbols) or single-punch tableting machine
(open symbols) at a 200 MPa compaction pressure. The
results are expressed as the mean �S.D. of four runs.
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Fig. 5 Relationship between tensile strength of ascorbic acid
tablets and compaction pressure
Sample: 150 mg
Compression speed: 10 mm min�1

(▲) Original coarse crystals, (◆) C97 granules, (●) SA
agglomerated crystals, and (■) ESD agglomerated crys-
tals 
†: Some tablets are capped during compaction. The results
are expressed as the mean �S.D. of four runs. There was
a significant difference with the value for C97 granules at
p�0.001 (***), p�0.01 (**) and p�0.5 (*).



pression tester and the tableting machine at the same
compression speed, tablets made with the compres-
sion tester had the higher tensile strength. We
assume this is due to a characteristic of the compres-
sion imposed by the tester, which is static compres-
sion at a constant speed that places uniform stress on
the powder. By contrast, compression applied by the
tableting machine initially has a high speed, then
gradually slows. It is therefore characterized as dy-
namic compression in which changes in the powder
bed’s internal stress are non-equilibrium. Thus, it is
likely that tablet tensile strength was low because the
compression energy was not effectively applied for
powder compaction and formation.

Fig. 7 shows the relationship between tablet poros-
ity and compression speed. 

Tablets made from the original coarse crystals with
the single-punch tableting machine had lower poros-
ity than those made with the universal tensile com-
pression tester. This is probably because when the
compression speed was high, the powder was sub-
jected to a bigger impact, and brittle original crystals
was fragmented, rearranged, and compacted by com-
pression. With respect to spherically agglomerated
crystals, although no clear difference in ESD crystals

was found, when making SA crystals at the same
compression speed with the universal tensile com-
pression tester and the single-punch tableting ma-
chine, the tablets made with the compression tester
had lower porosity. This correlates to the above-noted
fact that tablets made with the compression tester
have a higher tensile strength. To investigate the
packed state of crystals in tablets made with the com-
pression tester we used a scanning electron micro-
scope to examine tablet cross sections (Fig. 8). 

At a low compression speed, solid bridges formed
between crystals in both types of agglomerated crys-
tals, but when the compression speed was high there
was no fusion between crystals, and the cross sec-
tions were very similar to those of agglomerated crys-
tals prior to compression. We assume this is because
when compression time is long, crystals undergo con-
siderable plastic deformation. [6] In our examination
of tablets obtained from SA agglomerated crystals we
observed only the primary crystals that made up the
agglomerated crystals, suggesting that compression
fractured the agglomerated crystals back down to
their primary crystals, which is the reason for the
large DB value. On the other hand, examination of
tablets obtained from ESD agglomerated crystals
revealed that the internal structure of agglomerated
crystals in the tablets was partially retained, sug-
gesting that compression fractured only the outside
surface of the agglomerated crystals. Because the
internal structures of agglomerated crystals differed
according to the mechanism by which spherically
agglomerated crystals were made, the agglomerates
also differed with respect to the extent of fracturing
during compression and the arrangement of crystals
in tablets, which is likely the reason for their different
plastic deformability ( Table 2).

4. Conclusion

By applying spherical crystallization methods to
ascorbic acid with strong cohesive and brittle proper-
ties, we were able to make agglomerated crystals
with excellent f lowability and packability, and with
better compactibility than commercially available
granulated particles for direct tableting, thereby
determining that these agglomerated crystals are use-
ful as particles for direct tableting. In consideration of
the drying conditions for this method, it is believed
that the ethyl acetate remaining in the agglomerated
crystals is under the 5,000 ppm standard of the resid-
ual solvent guideline. [14] We found that major rea-
sons for the superior compactibility of spherically
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Fig. 7 Relationship between porosity of ascorbic acid tablets and
compression speed
Sample: 150 mg
Compaction pressure: 200 MPa
(▲, △) Original coarse crystals, (◆, ◇) C97 granules,
(●, ○) SA agglomerated crystals, (■, □) ESD agglomer-
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Tablets were prepared using an Instron-type hydraulic
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(open symbols) at a 200 MPa compaction pressure. The
results are expressed as the mean �S.D. of four runs.



agglomerated crystals are the increased fragmenta-
tion of granulated crystals and plastic deformability
(f lowability) of fractured particles under compres-
sion, and the low elastic recovery. An increase in the
speed of compression on spherically agglomerated
crystals reduces the tensile strength of tablets, but
our study showed that even direct tableting can be
done at high speed. Spherical crystallization can be
used for any drug as long as an appropriate solvent is
chosen. This is a useful granulating technology that
can solve the problems of poor powder physical prop-
erties and compactibility that make other drugs hard
to tablet, and that can make them into powder that is
responsive to direct tableting.
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Nomenclature

A total densification of powder bed due to die 
filling and particle rearrangement

AS constant
a constant
B densification of powder bed due to particle 

fragmentation
BS constant
b constant
C constant
D relative density of powder at applied pressure P
D0 relative density of powder when pressure is 0
d tablet diameter (m)
ER elastic recovery ratio (%)
F crushing hardness (N)
Hc tablet thickness at maximum pressure (m)
He tablet thickness at 24 h after ejection (m)
K slope of straight line by Heckel plot (1/Pa)
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Fig. 8 Scanning electron photomicrographs of cross section of ascorbic acid tablets prepared by static compression

a) SA agglomerated crystals
Compression speed�1 mm min�1

b) ESD agglomerated crystals
Compression speed�1 mm min�1

c) SA agglomerated crystals
Compression speed�300 mm min�1

d) ESD agglomerated crystals
Compression speed�300 mm min�1

10 µmε�0.111�0.002 ε�0.085�0.002 10 µm

10 µmε�0.120�0.006 ε�0.097�0.006 10 µm



k constant
L tablet thickness (m)
n tap number
P applied pressure (Pa)
P0 maximum pressure (at time t�0) (Pa)
Pt pressure after time t (Pa)
T tensile strength (N/m2)
Vo volume at initial state (m3)
Vn volume at nth tapped state (m3)
Y(t) pressure relaxation ratio
ε tablet porosity
ρ0 apparent density at initial state (kg m�3)
ρa apparent density (kg m�3)
ρf apparent density at equilibrium state (kg m�3)
ρn apparent density at nth tapped state (kg m�3)
ρt true density (kg m�3)
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1. Introduction

The dispersibility of fine particles in various sol-
vents af fects the quality of the products in the
manufacturing process treating suspensions. It is
important to control the dispersion/f locculation
behavior of fine particles in various solvents in the
field of paint, printer ink, magnetic material, elec-
tronic parts, etc. [1]. The DLVO theory, as is well
known, explains the dispersion/flocculation behavior
of fine particles in aqueous solution. However, this
theory cannot be applied to the particles in organic
solvents, because the factors on dispersibility in
organic solvents are very complicated.

The dielectric constant of a substance is closely
concerned with the dipole moment, and also the
polarity of a substance with high dielectric constant
is considered to be large. Generally, the affinity
becomes higher between the solvent with large polar-
ity and the metal oxide particle with large polarity.
Therefore, dispersibility of fine particles in a solvent

may be concerned with the dielectric constant of the
solvent. On the other hand, Hildebrand [2] proposed
the concept of regular solution theory and gave the
experimental solubility parameter δ in order to
expand it to real solutions. However, this concept is
applicable only to nonionic solution with no dipole
interaction. In order to extend this theory toward
polymer solutions, the Hildebrand’s solubility para-
meter δ was divided into London dispersion effect δd,
polar effect δp and hydrogen bonding effect δh by
Hansen, and then the applicability of these solubility
parameters was investigated for the solubility of pig-
ments and polymers [3, 4, 5, 6].

In this study, the relationship between dispersibility
of fine particles and various properties of the solvent,
such as dielectric constant and solubility parameters,
was investigated in various solvents [7, 8]. The
median diameters of fine particles of Al2O3, TiO2 and
Fe2O3 were measured in various solvents to evaluate
the dispersibility of particles, and also Hansen’s solu-
bility parameters were used for the evaluation of dis-
persibility of fine particles in various solvents.

2. Hildebrand’s solubility parameter and
Hansen’s solubility parameter

As the concept of ideal solution is not well applica-
ble to real solutions, many useful approximations
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have been made to real solutions. Hildebrand pro-
posed the concept of regular solution theory and he
gave the following equation to evaluate the solubility
of various materials [2],

δ�{(DH�RT)/V }1/2 (1)

where R, T, DH and V are gas constant, temperature,
enthalpy of vaporization and molar volume, respec-
tively. The solubility parameter δ can be calculated by
the following equation [2],

δ�3.75 (γ/V 1/3)1/2 (2)

where γ is surface tension of the solvent.
On the other hand, the concept of regular solution

is applicable only to nonionic solutions in which
association and dipole interaction do not take place
between solvent and solute. However, hydrogen bond-
ing and dipole interactive force should not be ignored
in many solvents. It is important to extend the regular
solution theory to real solutions. Hansen divided
Hildebrand’s solubility parameter δ into three terms
as follows [3],

δ2�δd
2�δp

2�δh
2 (3)

where δd, δp and δh are corresponding to London dis-
persion effect, polar effect and hydrogen bonding
effect, respectively. In estimating the value of δh,
Hansen noticed the fact that the hydrogen bonding
energy of -OH group was about 5kcal and then he pro-
posed the next equation taking account of the contri-
bution of -OH group to aggregation [5],

δh�BN500N0 nN/V (4)

where n is the number of -OH group in a unit mole-
cule.

The value of δp is calculated by the following equa-
tion derived by Bottcher [9],

δp
2�12.108/V 2･(e�1)/(2e�nD

2)･(nD
2�2)m2 (5)

where e is dielectric constant, nD is refractive index
for Na-D ray and m is dipole moment. The value of δd

is estimated from the vaporization energy of the mate-
rial in which the -OH and -CO groups do not exist.

As the dispersion phenomenon, similar to dissolu-
tion, is related to the diffusion phenomenon, it is pos-
sible to express the dispersion/flocculation behavior
of fine particles using Hansen’s solubility parameters.
The fine particles of a-Al2O3, a-Fe2O3 and anatase
type-TiO2 were used as a model particle, and the
median diameters of these particles in various sol-
vents were measured. The dispersibility of the fine
particles was considered from the obtained results.

3. Experimental

Fine particles of a-Al2O3 (Sumitomo Chemical
Corp., 0.5mm median diameter), a-Fe2O3 (Toda
Kogyo Corp., 0.7mm median diameter) and anatase
type-TiO2 (Ishihara Sangyo Kaisya Ltd., 0.2mm medi-
an diameter) were used as a model particle. These par-
ticles were dried in oven at 423K for 24hrs. Twenty
seven types of solvents were selected as dispersion
media. Table 1 shows the list of used solvents with
some physical properties. These solvents were dehy-
drated with molecular sieves for 24hrs before prepar-
ing suspensions. Each value of fd, fp and fh shown in
Table 1 indicates the numerical balance among the
Hansen’s three solubility parameters, and these val-
ues are calculated by the following equations, respec-
tively.

fd�δd/(δd�δp�δh)�100 (6)
fp�δp/(δd�δp�δh)�100 (7)
fh�δh/(δd�δp�δh)�100 (8)

The particles and solvents were mixed at 10g/dm3

of slurry concentration, and then shaken at 300spm
for 24hrs. The particle size distribution in each sus-
pension was measured by using a laser scattering par-
ticle size analyzer (LA-910, Horiba Ltd.). The degree
of dispersion and f locculation was evaluated from the
value of the median diameter in each solvent. 

4. Results and discussion

The median diameters of particles in various sol-
vents are shown in Fig. 1 as a function of dielectric
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Fig. 1 Relationship between median diameter and dielectric con-
stant of various solvents
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constant of the solvent. Each number in Fig. 1 means
the kind of solvent listed in Table 1. The median
diameter decreases with an increase in dielectric con-
stant. In the range of dielectric constant over 5, the
values of median diameter are under 10mm for many
particle-solvent systems and good dispersion can be
obtained under this condition. However, some parti-
cle-solvent systems are confirmed to be against this
tendency. For example, the values of median diame-
ter are more than 10mm in case of Al2O3-pyridine
(er�12.3), Al2O3-acetone (er�20.7), Al2O3-acetonitrile
(er�37.5), Fe2O3-ethylene glycol (er�37.7) and TiO2-
acetonitrile (er�37.5) systems. The particles in these

suspensions indicate strong f locculation in spite of
high dielectric constant of these solvents. On the
other hand, the median diameter for Al2O3-acetic acid
(er�6.15), Al2O3-pentanol (er�13.9) systems is less
than 0.6mm, and good dispersion is confirmed in
these systems though these solvents have low dielec-
tric constant. In case of pyridine, Al2O3 particles have
strong f locculation (median diameter �20mm), while
Fe2O3 particles indicate good dispersion (median
diameter �2mm). For almost all of metal oxide parti-
cles the dispersibility of particles tend to be related to
the polarity of solvent, but there are some systems for
which the dispersibility of particles does not obey the
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No. Solvent e δ δd δp δh f d f p f h

1 Hexane 1.89 07.24 7.24 0.1 0.2 94 02 04

2 Cyclohexane 2.20 08.18 8.18 0.2 0.2 96 02 02

3 1,4-Dioxane 2.21 10.01 9.30 0.9 3.6 67 07 26

4 Benzene 2.28 09.02 8.95 0.5 1.0 85 05 10

5 Xylene 2.37 08.79 8.65 0.5 1.5 81 05 14

6 Toluene 2.38 08.90 8.82 0.7 1.0 84 07 09

7 Trichloroethylene 3.40 09.28 8.78 1.5 2.6 68 12 20

8 Chloroform 4.81 09.21 8.65 1.5 2.8 67 11 22

9 Acetic acid 6.15 10.45 7.10 3.9 6.6 40 22 38

10 Aniline 6.89 11.05 9.53 2.5 5.0 56 15 29

11 Pyridine 12.3 10.60 9.25 4.3 2.9 56 26 18

12 n-Pentanol 13.9 10.59 7.81 2.2 6.8 46 13 41

13 1-Butyl alcohol 17.1 11.32 7.81 2.8 7.7 42 16 42

14 1-Propyl alcohol 20.1 11.97 7.75 3.3 8.5 40 17 43

15 Acetone 20.7 09.75 7.58 5.1 3.4 47 32 21

16 Ethyl alcohol 24.3 12.98 7.73 4.3 9.5 36 20 44

17 Methyl alcohol 32.6 14.49 7.42 6.0 10.9 30 25 45

18 Acetonitrile 37.5 11.95 7.50 8.8 3.0 39 46 15

19 Ethylene glycol 37.7 16.07 8.23 5.4 12.7 31 21 48

20 Formic acid 58.5 12.18 7.00 5.8 8.1 33 28 39

21 Water 78.3 23.43 6.00 15.3 16.7 16 40 44

22 Methyl isobutyl ketone � 08.31 7.49 3.0 2.0 60 24 16

23 2-(2-butoxy ethoxy) ethanol � 09.97 7.80 3.4 5.2 47 21 32

24 Diacetone alcohol � 10.13 7.65 4.0 5.3 45 24 31

25 2-Ethoxy ethanol � 11.44 7.85 4.5 7.0 41 23 36

26 Diethylene glycol � 14.56 7.86 7.5 9.7 31 30 39

27 Ethanolamine � 15.35 8.35 7.6 10.4 32 29 39

Table 1 Physical properties of solvents used in this study 

ε : Dielectric constant,     δ : Hildebrand’s solubility parameter,     δd, δp, δh : Hansen’s solubility parameter



above tendency. Furthermore, it is very interesting
that water is not the best dispersion medium for metal
oxide particles. 

When the particles can be regarded as a complete
spherical body with radius a, the van der Waals attrac-
tive energy VA is expressed as follows,

VA�� � � �2 ln � (9)

where x is the distance between particles (L) divided
by the radius of particle (a), and A131 is Hamaker con-
stant of particles in the solvent. Therefore, it is recog-
nized from Eq.(9) that the van der Waals attractive
energy between particles increases with an increase
in the value of A131. When A11 and A33 are individual
Hamaker constants of particles and solvent, respec-
tively, the Hamaker constant of the particles in the
solvent A131 can be approximated by the following
equation,

A131�(BNA11�BNA33)2 (10)

The relationship between the van der Waals attrac-
tive energy and the dispersibility of the particles was
investigated. The relationship between Hamaker con-
stant of particle A131 and dielectric constant of solvent
is shown in Fig. 2. In case of Al2O3 and TiO2 systems,
some values of A131 are as high as 10�10�20 J in the
range of dielectric constant around 5. Because the van
der Waals attractive energy of them becomes large,
the particles tend to f locculate under the condition.
In case of Fe2O3 system, A131 values is less than
10�10�20 J through all range of dielectric constant.
The results indicate that the van der Waals attractive

x(x�2)
(x�1)2

1
(x�1)2

1
x(x�2)

A131

12

energy of Fe2O3 is small in the solvents used in this
study and the particles have a tendency to disperse.
Though high Hamaker constants are calculated in the
range of dielectric constant more than 20, the electro-
static repulsive energy by charged particles affects
strongly dispersion and f locculation. From the above
results, it is difficult to evaluate the dispersibility of
particles in a solvent by using only the Hamaker con-
stant. 

The Hansen’s solubility parameters were used to
investigate the dispersibility of particles without us-
ing dielectric constant and Hamaker constant. The
numeral balance of Hansen’s solubility parameters for
each solvent was calculated from Eqs. (6)�(8), and
then the value was plotted in the triangular chart. The
points of solvents with a similar median diameter
were linked to make the isometric particle lines. 

Figure 3 shows the isometric particle lines for
Al2O3. The intersected point of three broken lines in
Fig. 3 indicates the values of fd, fp and fh of the hypo-
thetical solvent in which the best dispersibility is
obtained. The point is defined as the optimal dis-
persible point. The same examinations were carried
out by using TiO2 and Fe2O3 particles to evaluate the
applicability of Hansen’s solubility parameters to the
dispersibility of several particles. In Fig. 3, the opti-
mal dispersible point can be determined to be the
center point of the largest inscribed circle for the
closed isometric particle line comprising the solvents
with the particle size of 1.0�4.0mm. The values of the
optimal dispersible point for Al2O3 are fd�44%, fp�
19% and fh�37%, respectively. As fd, fp and fh values
of a solvent approach to the optimal dispersible
point, the dispersibility of the particles becomes
better. The solvents causing high dispersion to Al2O3

particles are acetic acid, formic acid, 2-(2-butoxy
ethoxy) ethanol, 2-ethoxy ethanol, diethylene glycol,
ethanolamine and 1-pentanol, respectively.

The isometric particle lines of TiO2 and Fe2O3 are
shown in Figs. 4 and 5, respectively. The optimal dis-
persible point of TiO2 system locates at fd�49%, fp�
18% and fh�33%, and the good solvents for TiO2 are
acetic acid, formic acid, 2-(2-butoxy ethoxy) ethanol
and 2-ethoxy ethanol. In the case of Fe2O3 system, the
optimal dispersible point exists at fd�55%, fp�22% and
fh�23%, and the good solvent for Fe2O3 is pyridine.
From these results, the specific optimal dispersible
point exists for each metal oxide particle.

Generally, the affinity between the two materials is
considered to be high when the chemical and physi-
cal properties of two materials resemble each other.
For example, nonpolar materials can be easily dis-
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Fig. 3 Isometric particle lines on triangular chart for Al2O3 (Each number means a solvent listed in Table 1)
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solved in nonpolar solvents, but hardly dissolved in
polar solvent. On the other hand, polar materials are
easily dissolved in polar solvents, but hardly dissolved
in nonpolar solvents. It can be also said that the dis-
persibility of fine particles is related with the affinity
between a particle and a solvent. Therefore, the val-
ues of fd, fp and fh of a hypothetical solvent for which
the optimal dispersible point is obtained may corre-
spond to the values of fd, fp and fh of each particle
itself. When the values of fd, fp and fh of a solvent
approach to the optimal dispersible point, the particle
is well dispersed in the solvent.

5. Conclusion

In order to clarify the relationship between the f loc-
culation/dispersion of fine metal oxide particles and
the properties of solvents, the dispersibility of TiO2,
Al2O3 and Fe2O3 particles in various solvents was
investigated in this study.

High polar solvents tend to disperse metal oxide
particles. The Hamaker constant of particles becomes
large in the solvent with low dielectric constant, and
then the particles have tendency to f locculate. How-
ever, some particle-solvent systems do not obey this
tendency. It is difficult, therefore, to evaluate the f loc-

culation/dispersion behavior by using only polarity of
solvent or the Hamaker constant of particle. 

The dispersibility of particles in various solvents
can be evaluated by using the numeral balance, fd, fp
and fh of Hansen’s three solubility parameters. The
values of fd, fp and fh of the hypothetical solvent giving
the optimal dispersion exist for each particle. As the
values of fd, fp and fh approach to the optimal dis-
persible point, the fine particles are well dispersed in
a solvent. The fd, fp and fh values for an optimal dis-
persible point seem to be the values of fd, fp and fh of
the particles themselves.

Nomenclature

A � Hamaker constant [J]
a � Particle diameter [m]
fd, fp, fh � Numeral balance of δd, δp, δh [%]
H � Enthalpy [J mol�1]
L � Distance between particles [m]
n � Number of -OH group in a molecule [�]
nD � Refractive index [�]
R � Gas constant [J mol�1 K�1]
T � Temperature [K]
V � Molar volume [m3 mol�1]
γ � Surface tension [N m�1]
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δ � Hildebrand’s solubility parameter [�]
δf, δp, δh � Hansen’s solubility parameters [�]
ε � Dielectric constant [�]
µ � Dipole moment [C m]
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The 36th Symposium on Powder Technology

Information Articles

The 36th Symposium on Powder Technology

Subject: “Industrial Development of Nanoparticles”

Session 1   Chairperson: Prof. Hitoshi Emi (Kanazawa Univ.)
• Particle Electrification Prof. Hideo Yamamoto

(KONA Award Commemorative Lecture) (Soka Univ.)
• Problems and Application of Material and Prof. Yukio Yamaguchi

Bio- Nanotechnology (Tokyo Univ.)

Session 2   Chairperson: Prof. Kiyoshi Nogi (Osaka Univ.)
• Control of Powder and Nanoparticle properties Prof. Makio Naito

— Key to Creation of New Industries (Osaka Univ.)
• Manufacture and Application of the Fullerenes Dr. Gohei Yoshida 

(Honjo Chemical Corporation)

Session 3   Chairperson: Prof. Jusuke Hidaka (Doshisha Univ.) 
• Aerosol Deposition Method for Thick Film Coating Dr. Jun Akedo

on Electroceramic Material (National Institute of Advanced Industrial 
Science and Technology)

• Particle Engineering using Nano-sized Particles and Dr. Toyokazu. Yokoyama
Its Application to Drug Delivery System (Hosokawa Powder Technology Research 

Institute)

The 36th Symposium on Powder Technology was
held on August 30, 2002 at the Arcadia-Ichigaya in
Tokyo under the sponsorship of the Hosokawa Pow-
der Technology Foundation and with the support of
Hosokawa Micron Corporation. The symposium in

this year was also very successful with the atten-
dance of 208 with about 20 academic people. The
main subject of this year was “Industrial Development
of Nanoparticles”.
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The 10th KONA Award

As the winner of the KONA Award, which is spon-

sored by Hosokawa Powder Technology Foundation

and given to the scientists or groups who have

achieved excellent researches in the field of particle

science and technology, Professor Hideo Yamamoto

of Soka University was selected.

Prof. Yamamoto has achieved remarkable results in

the field of particle science and technology, which

include those on the mechanism of contact electrifica-

tion of particles and preparation of functional parti-

cles.

On January 24, 2002, Mr. Masuo Hosokawa, Presi-

dent of the Foundation, handed the 10th KONA Award

to Prof. Yamamoto at the ceremony of presentation

held at the R&D Center of Hosokawa Micron Corpo-

ration in Hirakata, Japan.
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Hosokawa Powder Technology Research Institute has been founded for 
the new powder business of Hosokawa Group in the future

Hosokawa Micron Corporation recently announced
that it will enter the nanotechnology-based/nanostruc-
tured material industry in order to expand its range of
business opportunities through exploiting its abun-
dant knowledge and experiences in the powder proc-
essing technology and microengineering. In line of
this new strategy, Hosokawa Powder Technology
Research Institute (HPTRI) was established in Oc-
tober 2002 to further promote R&D activities, in view
of the major importance and infinite potentialities of
nanotechnology and its application.

HPTRI consists of three divisions: R&D Division,
Test Centers and Powder Contract Processing
Division. Within the R&D Division, Nanoparticle
Technology Center (NPTC) was newly established in
order to carry out research in producing and proc-
essing nanoparticles. Various methods to produce
nanoparticles are now being examined, and some of
them are ready for commercialization/ready for the
market. One of them is Joule Quench Method, a
chemical-synthetic method using plasma technology
which was recently introduced from NanoProducts
Inc. Colorado, USA. In a pilot plant at NTPC in
Hirakata, Osaka, sample nanoparticles have been al-
ready produced and distributed for customers’ use
and evaluation. 

Another new and original technology of Hosokawa
Micron is Mechano-Chemical Bonding (MCB), a
method of creating new/nanostructured materials
through activation of nanoparticles. The MCB proc-
essing systems are available for tests at HPTRI in
Hirakata and its branch laboratory at Hosokawa
Bepex Division, Minneapolis, USA.

HPTRI has two test centers, one in Hirakata, Osaka

Pref., and another in Tsukuba, Ibaraki Pref. (near
Tokyo). Most kinds of test machines are available to
meet the requirements of customers.

Also incorporated into HPTRI is Hosokawa Mi-
crometrics Laboratory (HMLab). Originally founded
in 1958, its main function is to carry out contract
R&D projects for particle design and particle engi-
neering as well as for the development of new ad-
vanced machines and systems for powder processing. 

The Contract Powder Processing Division is also an
important part of HPTRI, with the growing needs for
the contract powder processing, which minimizes
investment risks by cutting construction cost of pro-
duction facilities, or enabling the customer to exam-
ine products in small portions.

With these comprehensive R&D systems and cen-
ters, the new research institute HPTRI is sure not
only to support but also pioneer the business opportu-
nities and possibilities of the present and the future.
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