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Gianfranco Ferrara, professor at the Department of
Chemical, Environmental and Raw Materials Engi-
neering of the University of Trieste, Italy, died Janu-
ary 12th, 2000, in Sassari (Sardinia) at the age of 71.

In the last years of his life he had liver cancer
brought on by hepatitis caught during his youth.
After controlling the cancer for years, he died from
the rapid metathesis of said cancer.

Gianfranco Ferrara was born February 16th, 1928,
in Iglesias (Sardinia). He received his degree in Min-
erals Engineering in 1954 at the University of Cagliari
(Italy). At the same University he was appointed
Research Assistant in 1955 and Assistant Professor in
1960. In 1971 he accepted a position of Professor of
Mineral Processing at the University of Trieste. From
1979 to 1991 he was Chairman of the Mineral Engi-
neering Division. He retired in 1999. That same year
he was appointed “Professor Emeritus” of the Univer-
sity of Trieste.

As an Italian delegate, he was a member of the
Steering Committee of the International Scientific
Committee of the International Mineral Processing
Congress. He was a member of the Editorial Board of
the scientific journals Coal Preparation and KONA—
Powder and Particle, and the European Editor of Min-
erals Engineering from 1988 to 1998. For many years,
he was a consultant to the European Community for
the Primary Raw Materials and Recycling research
programs.

Innovative in his scientific activity, he was the pro-
genitor of several Mineral Processing fields, particu-
larly in Physical, as opposed to Chemical, Separation
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Processes. In 1954, in his Minerals Engineering de-
gree thesis, he introduced the use of density tracers
for determining the partition curve of dense medium
cyclones, a technique that 30 years later was exten-
sively applied in Australia and South Africa for labora-
tory and plant set-up. Now it is used worldwide.

In the years 1956-58 he developed a water-only-
cyclone for the separation of heavy minerals. Later,
the water-only-cyclone was used extensively in coal
preparation.

In 1959 he studied the influence of recycling in sep-
aration circuits. For the first time he introduced the
concept of circuit analysis. This research work was
published only in Italian. Twenty years later, circuit
analysis was independently studied and developed in
depth by T. P. Meloy. Now Circuit Analysis is the stan-
dard tool for studying and evaluating mineral process-
ing separation circuits.

In 1960 he developed a process of centrifugal sepa-
ration using a rotating tube. This process was never
used industrially. However, this idea of a flowing film
separation process in a centrifugal field led to the
development of other separation devices, such as the
Knelson separator, the Mozley Multi-Gravity separator.

From 1964 to 1970 he was one of the leaders of the
research team, directed by Mario Carta, for the study
of the electric separation of minerals. The studies,
both theoretical and experimental, led to the physical
explanation of the triboelectric separation and to the
development of new corona and triboelectric separa-
tors especially designed for treating fine particles.

In the field of process modelling, he developed with
U. Preti a new Kinetic-probabilistic model for the
screening process, sizing. Even today his sieving
model remains the most reliable model developed.
Other studies of his were on modelling and simula-
tion of integrated plant operations in mineral process-
ing, on the use of geostatistics in modelling, and on
the modelling of flowing film separation processes.

In the field of locked particles, using Meloy’s 3 con-
servation laws, in collaboration with U. Preti and T. P.
Meloy, he made important contribution to the study
of mineral liberation. This work led to the prediction
of the shape of locked particle size distribution that
are far steeper that normal comminuted particle size
distributions. Such information is now used in Circuit
Analysis of Mineral Processing Circuits.

During his life, his maximum efforts were devoted
to the study of dynamic dense medium separation
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stage dense medium separator used in more than 30
plants throughout the world (England, Germany, Italy,
Greece, Spain, Canada, Brasil, South Africa, China).
This device is the most precise extant dynamic dense
medium separator. Thus, the Tri-Flo has been applied
to difficult separations, such as processing of petalite,
spodumene, feldspar and quartz. These studies were
laboratory and industrial plant tests, rheology of
dense medium and its modelling, design of regenera-
tion circuits, theoretical and fluid-dynamic aspects for
both cylindrical and conical cyclones, coal prepara-
tion, industrial plant results, and new perspectives
and applications of the Tri-Flo Separator.

Other late studies of his were on cyclones and
cyclone modelling (in collaboration with the Univer-
sity of Chile), particle segregation in hydrocyclones,
comminution of porous materials, and separation of
secondary materials and plastics. His final work was
developing particle sizing methods for use on the
Martian surface.

Though he never had children of his own, he is sur-
vived by his many devoted students.

T. P. Meloy
Vice Chairman of Americas Editorial Board
(West Virginia University)
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@Q The Letter from the Editor

Yasuo Kousaka
Editor-in-Chief

KONA No.18 (2000)

I am very honored to have been nominated as the Edi-
tor-in-Chief of KONA journal beginning with this issue by
the Council of Powder Technology Japan after the terms
of Professors Yoshioka, Jimbo and Miyanami, who made
great efforts and contributions for the establishment of
the present status of this journal.

When we look back upon the passing 20th century, we
notice the incredible advancement of technology and at
the same time its downside like the environmental prob-
lems. As for the Powder Technology, it started to be rec-
ognized as a field of technology several decade years ago
and rapidly developed and advanced for the purpose of
production of numerous kinds of industrial materials and
also protection of the environment in the latter half of the
20th century:.

The KONA journal initiated in 1983 was originally pub-
lished to introduce the excellent papers written in the
Japanese language to the world and now finds a good bal-
ance in the numbers of papers in the three regions of the
world; namely America, Europe/Africa and Asia/Oceania.
It is also distributed worldwide evenly in these regions.

Ten years after the Second World Congress Particle
Technology in Kyoto in 1990, the first Asian Particles
Technology Symposium APT 2000 was successfully held
in December, 2000 in Bangkok, Thailand. It was strongly
supported by the Society of Powder Technology, Japan
and also sponsored by Hosokawa Powder Technology
Foundation.

This year we lost another member of KONA editorial
board, Prof. G. F. Ferrara of Univ. di Trieste, Italy and we
all lament her untimely death and extend our sincere con-
dolences heartily.

Anyway, I wish we would welcome the bright new 21st
century and that we will be of assistance in distributing of
good papers and reviews in the particle technology by
this journal.
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GENERAL INFORMATION

HISTORY OF THE JOURNAL

KONA journal has been published by the Council of Powder
Technology, Japan. (CPT), from No.1 to No.12 issues, under the
sponsorships of Hosokawa Micron Corporation (No.1 to No.9)
and Hosokawa Powder Technology Foundation (No.10 to No.12).

The CPT has been established in 1969 as a non-profit organiza-
tion to enhance the activities of research and development on
powder science and technology in Japan under the sponsorship of
Hosokawa Micron Corporation. In 1983, the CPT has decided
to issue an international journal named “KONA”, which publishes
the excellent articles appeared in Japanese journals concerning
powder science and technology, after translated into English,
throughout the world. After the seventh volume issued in 1989,
the CPT has changed its policy to internationalize the “KONA”
from the 8th issue (1990) and on by incorporating the monographs
originally written in English from the authors throughout the
world. Immediately, the present editorial board including Asian,
Americas’ and European Blocks has been organized.

From the 13th issue and on, the Hosokawa Powder Technology
Foundation has taken over the role of KONA publisher from the
CPT and the Foundation has entrusted the editorial duty to the
present KONA editorial board organized by the CPT without
requesting any shift in our present editorial policies. This switch-
ing of publisher has been simply and only to make the aim and
scope of the Foundation definite. Essentially no change has been
observed in continuously editing and publishing this journal
except in the designation on a part of the journal cover.

AIMS AND SCOPE OF THE JOURNAL

KONA Journal is to publish the papers in a broad field of
powder science and technology, ranging from fundamental princi-
ples to practical applications. The papers discussing technological
experiences and critical reviews of existing knowledge in special-
ized areas will be welcome.

These papers will be published only when they are judged, by
the Editor, to be suitable for the progress of powder science and
technology, and are approved by any of the three Editorial Com-
mittees. The paper submitted to the Editorial Secretariat should
not have been previously published except the translated papers
which would be selected by the Editorial Committees.

CATEGORY OF PAPERS

¢ Invited papers
Original research and review papers invited by the KONA
Editorial Committees.

¢ Contributed papers
Original research and review papers submitted to the KONA
Editorial Committees, and refereed by the Editors.

* Translated papers
Papers translated into English, which were previously publi-
shed in other languages, selected by the KONA Editorial
Committees with the permission of the authors and / or the
copyright holder.

SUBMISSON OF PAPERS
Papers should be sent to each KONA Editorial Secretariat.
o Asia / Oceania Editorial Secretariat
T. Kawamura
Hosokawa Micron Corporation Micromeritics Laboratory 1-9,
Shoudai Tajika, Hirakata 573 JAPAN
e Europe / Africa Editorial Secretariat
Dr. P. van der Wel or Mrs. P. Krubeck
Hosokawa MikroPul GmbH
Welserstr. 9-11, 51149 Koln
Postfach 900749, 51117 Koln
GERMANY

* Americas Editorial Secretariat
Dr.I. Pikus or D.A. Scort
Hosokawa Micron International Inc.
10 Chatham Road, Summit, NJ 07901 USA

PUBLICATION SCHEDULE
KONA is published once a year.

SUBSCRIPTION

KONA is distributed free of charge to senior researchers at
universities and laboratories as well as to institutions and libraries
in the field throughout the world. The publisher is always glad to
consider the addition of names of those who wish to obtain this
journal regularly to the mailing list. Distribution of KONA is made
by each Secretariat.

INSTRUCTIONS TO AUTHORS
(1) Manuscript format

¢ Two copies should be submitted to the Editorial Secretariat, in
double-spaces typing on pages of uniform size.

e Authorship is to give author’s names, and the mailing address
where the work has been carried out on the title page.

o Abstract of 100-180 words should be given at the beginning of
the paper.

e Nomenclature should appear at the end of each paper.
Symbols and units are listed in alphabetical order with their
definitions and dimensions in SI units.

e Literature references should be numbered and listed together
at the end of paper, not in footnotes. Alphabetical order is
accepted. Please give information as in the following examples:
1) Carslaw, H.C. and J.C. Jaeger: “Conduction of Heat in

Solids”, 2nd ed., Clarendon Press, Oxford, England (1960).
2) Howell, PA.: US Patent, 3,334,603 (1963).

3) Rushton, J.H., S.Nagata and D.L. Engle: AIChE]., 10. 294

(1964).

4) Seborg, D.E.: Ph.D. Dissertation, Princeton Univ., N.J., U.S.

A. (1969).

Original figures with each single copy should be submitted, on
separate sheets. Authors’ names and figure numbers are
marked in the corner.

Figure numbers and captions are listed on a separate sheet.
Place of figure insertion is to be indicated in the margin of the
manuscript.

Tables should be typed on separated sheets.

e Submit an IBM-readable floppy disk (3;/9) with your
unformatted text file in ASCII code. If you use either WORD
or WORD PERFECT—as word processing system, please add
the formatted text file.

(2) Reprints

¢ The authors shall receive 50 free reprints. Additional reprints

will be furnished when ordered with return of galley proofs.
(3) Publication policy

¢ All papers submitted for publication become immediately the
property of the CPT and remain so unless withdrawn by the
author prior to acceptance for publication or unless released
by the Editor. Papers are not to be reproduced or published in
any form without the written permission of the CPT.
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Explanation of the Cover Photograph
Nano-SiC Coated Diamond Particles

The photograph shows a TEM image of diamond
particles of which surface is silicified with a dense
SiC layer within 100 nm in thickness using the
reaction of SiO vapor with diamond. The SiC-
coated diamond powders show the starting temper-
ature of oxidation 200°C higher than that of original
diamond. Boron-doped SiC layer coated on a dia-
mond plate shows p-type semiconducting behavior.
Nano-SiC coated diamond particles, needles and
plates are available for new wear resistant tools
and electrodes in macro and micro machining and
sensing.

By courtesy of Professor Yoshinari Miyamoto, Join-
ing and Welding Research Institute, Osaka Univer-
sity, and Mr. Hideki Moriguchi, ltami Research Lab-
oratories, Sumitomo Electric Industries, Ltd..
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A Review of Breakage Behavior in Fine Grinding

by Stirred-Media Milling’

R. Hogg

Department of Energy and Geo-Environmental Engineering

The Pennsylvania State University*

H. Cho

Department of Civil, Urban & Geosystems Engineering
Seoul National University**

Abstract

The use of stirred-media mills for grinding into the micron and submicron size range is reviewed.
Mill performance and energy efficiency are discussed in the context of mill mechanics as related to
mill power, material transport and flow, and particle breakage mechanisms. The development and
adaptation of general size-mass balance models to fine grinding in stirred-media mills is evaluated.
Specific problems in the application of the process models and, especially, in parameter estimation
are described. Comparison of breakage rates and breakage distributions with those observed in
coarser grinding systems reveals several similarities but some differences, particularly with respect to
size-dependence. It is shown that the approach to a grinding limit can have significant effects on
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grinding rates and product size distributions.
Introduction

The purpose of the grinding process is to reduce
particle size. In doing so, we are concerned about
how to meet the objective with the minimum energy
input. Obviously, a finer product requires more energy
input, but the same energy input does not necessarily
produce the same degree of size reduction. Grinding
processes operate by applying stress to individual par-
ticles so as to induce breakage. This requires that
particles first be appropriately located to receive the
stress. Particle placement is relatively simple at large
sizes — in jaw crushing for example — where individu-
als can be directly placed between the jaws. In such
systems, the placement and stress application func-
tions can be separated, with placement controlled by
the feeding mechanism and stressing supplied by the
motion of the jaws. This ideal approach is, unfortu-
nately, quite impractical in fine grinding and the
energy input to the mill is required to provide both
functions. In the case of media milling, energy is sup-
plied to the mill so as to agitate the media. Collisions
between the media elements provide the stressing
action while random motion of media and particles is

* University Park, PA
**Seoul, Korea
t Received: May 16, 2000
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relied upon to effect proper particle placement. To a
considerable extent, these two functions present con-
flicting requirements, especially with respect to media
size. Increasing media size increases the breakage
stresses available per collision but decreases the num-
ber of media elements in the mill, thereby reducing
the collision frequency. The best operating conditions
generally involve a compromise between these require-
ments. An important consequence is that the process
is highly inefficient in terms of energy utilization.
There are many variables that determine the ulti-
mate outcome of the grinding process. These include
material properties such as strength, hardness, brit-
tleness, etc. The other variables are mostly related to
the conditions under which particles are subjected to
breakage. In the case of media milling, these include
the particle loading, the feed particle size, the rota-
tional speed, the media size, the media loading, the
solids concentration, etc. In principle, operating the
mill using the proper selection of these variables
should ensure the production of a desired product
with minimum expenditure at the desired capacity.

Energy Efficiency

As noted above, grinding processes in general are
well known for their energy inefficiency. In most grind-
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mg‘@lewces, the energy input is intended to generate
stresses on the particles; compression, impact, or
shear. However, the fraction of the energy input actu-
ally used for breakage is extremely low. In tumbling
media mills, this percentage is said to be around 1%,
with most of energy being wasted as heat. Neverthe-
less, the total energy input to grinding mills can often
be related to the fineness of grinding. In the classical
work on grinding, the fineness of the ground product,
represented by some characteristic size x, has been
correlated to the specific energy input E through a
relationship of the form:

E =axP 1)

where a and b are constants. Equation 1 is generally
known as the Charles’ Energy-Size relationship (1). In
several studies on stirred ball milling [2,3,4], it was
reported that the fineness of the product remains the
same for a given energy input, regardless of the mill
size and the operating conditions. If this is true, scale
up of a stirred ball mill should be quite straightfor-
ward. However, in recent studies, this appears not to be
the case and the energy efficiency is found to depend
upon various operating conditions such as media size,
media density, media load, slurry density, stirrer
speed, and feed rate. Gao and Forssberg [5,6] investi-
gated the effect of the above operating parameters on
energy efficiency in stirred media milling. It was found
that the energy utilization increases with increasing
media load up to 83% of the available volume. Higher
speeds naturally pulled more power and thus a higher
degree of grinding could be achieved in a shorter
time. But in the context of energy efficiency, lower
speeds were found to be more energy efficient. In
studies using media of varying density (2.5, 3.7, and
5.4 g/cm?), the efficiency was found to increase for
densities up to 3.7 g/cm, but then decreased at 5.4
g/cm?, probably because the density was too high for
the media to be fully stirred up. Also, it was found that
the energy utilization decreased at a higher slurry
density. The media size was found to be optimum at
0.8—1.0 mm for the grinding the particles smaller
than 70 um. Smaller media gave bimodal size distribu-
tions with coarser particles remaining unbroken.
With the larger media, the particles were broken effi-
ciently over the whole size range, giving a steeper
size distribution. Overall, the authors suggested that
stirred ball mills were best operated at high media
loading (over 80%) using sufficiently large, but not too
dense media and high rotational speed to obtain a
high throughput. However, in a subsequent study [6],
it was claimed that the energy efficiency was not

10

affected significantly by the rotational speed and
media load, but was most affected by the media size.

Zheng et al. [8] studied the energy efficiency of
stirred media mills with pin-type stirrers in the grind-
ing of limestone with glass beads. It was found that as
the impeller speed was increased, the product surface
area and energy input increased, but energy effi-
ciency declined. The best energy efficiency and prod-
uct fineness were obtained when the particles just
filled the interstices between the media. As seen fre-
quently in conventional tumbling ball mills, better
grinding is achieved using smaller media size as long
as they are large enough to cause particle fracture.
The maximum rates of grinding were achieved when
the media to feed size ratio was 12:1. However, in
contrast to observations for ball milling, higher den-
sity media resulted in much higher energy consump-
tion but did not increase the milling rate significantly.
Thus, the energy efficiency was greatly reduced.
Overall, the specific area increase was found to corre-
late with energy input through a power equation:

A, =9.27E054 @)

which implies that the energy efficiency was less for
the higher energy input.

It is clear that there are numerous apparent incon-
sistencies in the literature on the energy-efficiency of
stirred-media milling. For the most part, these arise
from interactions among many material, equipment,
and operating variables. It is generally agreed, how-
ever, that there is a clear link between energy input
and product fineness. Also it is known that operating
conditions play an important role. Powder and media
loading and the media to particle size ratio seem to be
primary factors in determining energy efficiency.

Mill Mechanics

Mill Power

The studies described above suggest that the energy
input alone can not correctly predict mill performance,
i.e. size reduction. Nonetheless, the power require-
ment for stirred ball milling is important and has been
the subject of many investigations, especially aimed at
scale-up. The standard treatment for the power P nec-
essary to drive a stirrer in a Newtonian liquid operat-
ing in the turbulent regime starts with (9)

P = N,N*D% 3)

where N is the rotational speed, D is the diameter of
the stirrer, and p is the density of the liquid. N, is the
power number which depends on flow conditions and

KONA No.18 (2000)
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%?“stem geometry. In stirred ball milling, the mill con-
tains the solids being ground, the liquid (in wet grind-
ing) and, more importantly, the grinding media. It is
extremely unlikely, therefore, that the behavior would
be Newtonian. Furthermore, the density in Equation
3 is no longer clearly defined. Since there is a consid-
erable difference in the densities of the liquid and the
media, there is a tendency for segregation of the
media in the mill. At a low rotational speed, the media
tend to settle, leading an inhomogeneous distribution
of media. On the other hand, at higher rotational
speeds, a vortex is formed and the media are concen-
trated at the wall due to centrifugal forces. Therefore,
the dependency of the power draw on the rotational
speed can vary significantly. Also, the movement of
the media is highly dependent upon the media load-
ing. It might be expected that the movement of the
media would be more rapid at high loading, since the
higher portion of media could be in direct contact
with stirrers and among themselves. Therefore, it is
very difficult to analyze the mill power theoretically,
and it is often necessary to resort to empirical equa-
tions based on experiment. The problem with empiri-
cal equations is that they may be valid only for the
particular design of the rotor. The values of the para-
meters, for the range of rotational speeds of interest,
may depend on media loading, size, and density and
slurry concentration, density, and viscosity.

Herbst and Sepulveda [2] measured power con-
sumption for a pin-type stirred ball mill of 1 to 5 gal-
lons, operated at 100—500 rpm, with a media size of
1/8” to 1/4” and density of 2.74 to 8 g/cm?. Multiple
regression of the data points resulted in

P=2.55x10°N"¥"y1 P g+ pt® @

where P=shaft power (kw), N=rotational speed (rpm),
V=mill volume (gallons), d,=diameter of media (in.),
and p=media density (g/cm?®. A similar equation
was given by Gao et al. [8], based on experiments
using a 6-liter, horizontal, disk-type stirred ball mill
using operating conditions of media density: 2.5—5.4
g/cm?, slurry density: 65—75 wt.%, and stirrer speed:
805—2253 rpm. A dispersant was used at a level of
0.5—1.5 % of the solids. Their equation for power con-
sumption, obtained by regression, was

P=1395x 109N1.429 p3.90 pg.ISCd—-O.096 (5)

where ps=slurry density (weight %), p,=media den-
sity (g/cm?), and c4=dispersant concentration (%).
Zeng et al. [8,10] developed a method for predict-
ing the power consumption of stirred ball milling in
terms of power number and Reynolds Number. The
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correlation between the power number and Reynolds
number was determined for various conditions. This
relationship was then used to estimate the effective
viscosity of the mill contents. The suggested equation
for the power consumption was

P=CuNZD3 6)

where C is an impeller geometry constant and p is
the effective viscosity of the mill contents.

It should be recognized that none of these relation-
ships take explicit account of the effects of charge
segregation, etc. More realistic models will require a
more detailed, quantitative understanding of the com-
plex motion of the mill contents.

Transport and Flow

The motion of the charge, media plus powder plus
liquid, in a stirred-media mill is complex and depends
on mill geometry, rotational speed and the character-
istics of the charge (solids/media content, density,
fluid viscosity, etc.). Empirical and semi-theoretical
investigations have been reported in the literature and
are said to be in general agreement [12]. A detailed
numerical analysis of laminar flow in a mill vessel of
typical geometry with disk-type agitators indicates a
relatively uniform flow field except close to the disk
surfaces and the grinding chamber walls where there
are high velocity gradients and, correspondingly,
high energy dissipation [13]. Blecher and Schwedes
[13] evaluated the motion of a single grinding bead
entrained in the fluid, but the extension to a concen-
trated media bed has not been reported. While such
studies provide some insight into the mechanics of
media milling, so far they are of limited value in the
analysis and prediction of mill performance. To our
knowledge, discrete-element analysis, analogous to
recent studies on tumbling and centrifugal ball mills
[14,15], has not been attempted for stirred-media mills.

Particle Breakage

Breakage of particles occurs as a result of applied
stress, which originates from energy input to the grind-
ing device. However, as shown above, the effective-
ness of the breakage action does not depend on the
level of energy input alone. The nature of the energy
input also plays an important role. Kwade et al. [16]
have introduced the concept of energy intensity as a
critical factor in determining whether or not stress
application actually leads to breakage. At low stress
intensities, several stressing events may be required
to cause fracture. As the stress intensity increases, a

11

R r';‘~
W=l



©

g?‘ crif?cal value is reached above which further increase

does not lead to additional breakage. In any grinding
process, particles are exposed to a distribution of
stress intensities. The effectiveness of the process
depends on the fraction of stressing events for which
the stress intensity exceeds this critical level. On the
other hand, excessive stress intensities, well above
the critical value, lead to reduced grinding efficiency,
i.e. increased specific energy.

Breakage rates are determined by the stress fre-
quency, modified by the stress intensity, i.e. by the
frequency of adequate stress applications. Relation-
ships between the stress intensity and frequency and
the operating conditions in stirred-media milling have
been proposed [13,17]. The stress frequency f; clearly
depends on mill geometry and agitator speed and a
general relationship can be expected with the form:

@xNPﬂZ ©®)

dy

where N is the rotational speed and d4 and dy, are the
respective diameters of the grinding chamber and the
grinding beads. The stress intensity I can be expected
to depend on agitation speed, grinding media size and
density, and on the elasticity of the media and the
material being ground. The latter determines the
effectiveness of energy transfer between media and
particles. The following specific relationship has been
proposed [12,16]:

Is = d% prt2

Y\
1+ Y, ) (7)
where py is the grinding bead density, v; is the agita-
tor tip speed, and Y, and Y}, are the respective elastic
moduli for the solid and the grinding media.

The specific grinding energy depends on the prod-
uct of the stress frequency and the stress intensity,
both of which vary with grinding conditions. Becker
et al. [17] showed that, for a fixed energy input, there
is an optimum stress intensity that provides the most
size reduction. By varying the energy input using dif-
ferent combinations of speed, media size, and media
density, they demonstrated that the optimum stress
intensity decreased with increased energy input. The
optimum intensity presumably reflects the critical
intensity for fracture discussed above. Equation 7 indi-
cates how it varies with media size. It would be of par-
ticular interest to establish its dependence on the size
of the particles being broken. Unfortunately, the ex-
perimental procedure used in this work provides only
very limited information on particle size effects, since
many different sizes are being broken simultaneously.

12

Process Modeling

Size-Mass Balance Models

During the last three decades, mathematical model-
ing of grinding processes has been developed to the
extent that the performance of grinding circuits can
often be predicted with a reasonably high degree of
precision. The models use two basic model parame-
ters: the breakage rate function and the breakage dis-
tribution function. The breakage rate reflects the
rates at which different kinds (sizes etc.) of particles
are broken. The breakage distribution describes the
size distribution of the fragments produced by break-
age. If the breakage rates and breakage distributions
are known, the product size distributions can be pre-
dicted by means of mass balances. The generalized
size-mass balance model can be expressed by

dm,

at =—Simg+2bgj8jmj ®

where m; is the mass of material in size class i, S; and
b; are, respectively, the breakage rate and breakage
distribution for size i. Unfortunately, the determina-
tion of the breakage parameters S; and by is difficult,
especially for the subsieve size range, which has
somewhat limited the application of this approach in
studies of stirred media milling.

Experimentally, the rate and distribution functions
are usually determined by the so-called one-size-frac-
tion method [18]. In this method, a narrowly sized
fraction (e.g., one sieve size fraction) is prepared and
subjected to grinding for various times. The fraction
remaining unbroken in the starting size is used to
determine the breakage rate, and the size distribution
obtained for very short grinding times is used to esti-
mate the breakage distribution. The variations in the
breakage parameters with particle size are evaluated
using different feed sizes. It is the difficulty of prepar-
ing precise, narrow size fractions in the sub-sieve size
range that seriously limits direct estimation of the
breakage parameters in ultrafine grinding.

In many cases, the specific rate of breakage for
any size is found to be independent of time and the
extent of grinding, i.e. the process follows first-order
kinetics. There are, however, many instances of rates
that either increase or decrease with time. Accelera-
tion of breakage has been observed in wet grinding
tests in tumbling ball mills and is probably due to
changes in the environment inside in the mill. Decel-
eration of the breakage rate is often encountered in
prolonged grinding and appears to result from the
accumulation of fine particles, which produce some
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Generally, the specific rate of breakage S increases
with size, but passes through a maximum and then
decreases as the particles become too large to be
broken efficiently by the grinding media. A typical
plot of S values against the particle size is shown in
Figure 1. This result is entirely consistent with the
stress-efficiency/stress-frequency concept discussed
by Kwade [12]. The maximum is probably determined
by the optimum stress intensity for particle breakage.
A more detailed study of the relationship between
media size and particle size and critical stress inten-
sity would be invaluable in the optimization of grind-
ing conditions.

The relationship for the particle size range below
the maximum can be fitted to a simple power function
(13)

o
Si=S, (3) ®)
XO
where S; is the specific rate of breakage for particles
of size x;, X, is a standard particle size, S, is the spe-
cific rate of breakage at size x,, and o is a constant.
The breakage distribution describes the fragments
produced by each breakage event. It is somewhat
more difficult to determine than the breakage rate
because it involves measurement of the fragment size
distribution before any rebreakage occurs. The form
of the breakage distribution is strongly affected by
the breakage mechanism. It is generally considered
that there are three breakage mechanisms which are
important in media milling: fracture, chipping, and
abrasion [19]. Fracture refers to the complete disinte-
gration of a particle, chipping refers to removal of
fragments from edges and corners, while abrasion
involves the uniform removal of surface material due

—
T

Specific Rate of Breakage, min™!

0.1}
0.01 - -
10 100 1000 10000
Particle Size, um
Fig. 1 [lustration of the typical variation of the specific rate of

breakage with particle size.
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to wear. Fracture leads to disappearance of the origi-
nal particle, which is replaced by a complete suite of
smaller fragments. Chipping and abrasion both lead
to the appearance of fine particles along with the orig-
inal particle, which slowly decreases in size. The chip-
ping and abrasion mechanisms are sometimes lumped
together as attrition. The fragment size distributions
resulting from each of these mechanisms have a dis-
tinct, characteristic appearance as shown in Figure 2.
In any given grinding device, all three mechanisms
may take place simultaneously, but the shape of the
product size distribution depends on which mecha-
nism dominates. Figure 3 shows a typical breakage
distribution observed in a tumbling ball mill operated

100 r
—— Fracture _::'f
------ Chipping B |
—— Abrasion S
................ |
. |
<
i II
= 10t |
9}
:
= —
e
s
/
7/
1 , : .
0.01 0.1 1
Relative Particle Size
Fig.2  Size distribution of fragments produced by different

breakage mechanisms (schematic). Note that the frag-
ments produced by chipping or abrasion include the
residual core of the parent particle while, in the case of
fracture, the parent disappears completely.
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Fig. 3  Atypical breakage distribution
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> uniler normal conditions. This distribution can be fit-

ted to a double power function (18):

Bu=¢j(i‘ﬁ)y+ (1-0) (X——l)ﬁ ©
X; X;

where Bj is the cumulative breakage distribution, i.e.
the fraction of the fragments produced by breaking
particles of size x; that are smaller than size x;, ¢;; o,
and y are constants which may vary with the size (x;)
being broken.

In several studies, the above grinding model has
been shown to be applicable to stirred ball milling
[2, 20-23]. Generally, the trends in the breakage para-
meters were found to be similar to those for conven-
tional, tumbling ball milling. Mankosa et al. [22,24]
determined breakage rates for coals in the size range
of 20x 140 US mesh ground in a stirred ball mill. The
grinding kinetics showed first-order behavior and for
a given ball size, the breakage rates followed the
trend shown in Figure 1. The maximum breakage
rates were observed for particle sizes at about 1/20 of
the ball size. The power draw was found to be higher
for the larger ball sizes but, for a given energy input,
the smaller ball sizes produced finer product size dis-
tributions. This indicates that the breakage distribu-
tion might be flatter for the smaller ball sizes. In a
subsequent study (24), the effects of operating vari-
ables were analyzed. It was reported that the lower
rotational speeds were more energy efficient. It was
concluded that, at lower speeds, the balls move in a
somewhat gentle manner, producing a larger effective
volume for comminution. For a given specific energy
input, the product size distributions were found to be
essentially the same over the range of 20 to 50 wt.%
solids. However, at 60% solids, the product size dis-
tribution became significantly broader than those
obtained at the lower solids concentrations. This was
attributed to rheological effects. When the slurry
becomes too thick, the movement of media does not
give proper impact on the particles. Therefore, a good
portion of the large pieces still remain unbroken in
the ground product, leading to a wider size distribu-
tion. It appears that the dominant breakage mecha-
nism changes from fracture to more of an attrition
type of breakage as the pulp density increases.
Although not directly shown in this study, it also
means that the breakage distribution may depend on
the pulp density. In tumbling ball milling, grinding of
higher pulp density slurries typically produces flatter
breakage distributions. This effect often necessitates
the use of dispersants when the slurry density and vis-
cosity become too high or the mill contents become
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too fine. In their study, Mankosa et al.[24] found that
the addition of a dispersant significantly improved the
grinding efficiency.

Stehr et al. [21] analyzed the breakage parameters
for the grinding of a 16x25 mesh coal sample in a
stirred ball mill. The breakage distribution was found
to have the typical form shown in Figure 3. However,
it was considerably broader (smaller y) than those
generally observed for grinding in ball mills. This
suggests that stirred ball milling produces more fines,
probably because the attrition type of breakage mech-
anisms are more dominant in stirred ball milling.
The breakage rates, which were obtained by non-lin-
ear regression, also showed a form similar to that of
Figure 1. However, the slope of the curve was
smaller (smaller o), i.e. the dependence of the break-
age rate on particle size was much reduced. Overal],
the experimental results, which agreed well with
the kinetics model predictions, showed considerably
broader product size distributions than those com-
monly obtained from tumbling ball mills.

Sadler et al. [3] investigated the breakage rate of
40x 50 mesh dolomite ground in an attrition mill with
1630 mesh Ottawa sand as media. The mill used had
a cage-like rotor and stator type of agitation system.
The breakage rate exhibited non-first order behavior,
showing a decrease in rate after a short period. The
initial, rapid breakage was explained by rounding of
sharp edges of the particles. However, since the parti-
cle size and the media size were not much different, it
is quite likely that the particles were simply too large
to be crushed in the mill. The breakage rate in the
later period appeared to be time independent, and to
increase linearly with the cube of the agitation speed.
Since the power consumption also increased with
the cube of the agitation speed, it was concluded that
the grinding efficiency was independent of the power
input.

In many respects, the findings given in these stud-
ies are analogous to the trends frequently observed
in conventional, tumbling ball milling. However, the
majority of the results were based on the sieve size
range and it does not necessarily follow that the same
trends should continue into the sub-sieve and the
micron size ranges. As noted previously, there are dif-
ficulties in directly determining the grinding Kkinetics
model parameters for particles in the sub-sieve size
range. The size-mass balance model generally used
for data analysis is itself based on subdivision of the
particles into narrow size intervals and determining
the changes in the mass fraction in each fraction. In
the sub-sieve size range, particles cannot easily be
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%\%divided into narrow size fractions, which makes it
difficult to determine the breakage parameters exper-
imentally. In addition, application of the model requires
a consistent definition of size (usually sieve size).
Fine grinding results that include size distributions
obtained by combining sieve and sub-sieve (e.g., light
scattering) data involve more than one size definition
so that the applicability of the grinding model itself
becomes questionable.

Breakage Parameters in Fine, Stirred-Media
Milling

It is always possible to make estimates by extrapo-
lating coarse grinding results into the sub-sieve size
range. When the amount of the particles in the sub-
sieve size range is small, this extrapolation may not
produce a noticeable error in the predicted results.
However, as grinding proceeds, the particles in the
mill will eventually all fall in the sub-sieve size range
and the predictions made by extrapolated breakage
parameters may deviate substantially from the experi-
mental results. In coarse grinding, the breakage para-
meters are found to be essentially independent of the
extent of grinding and of the environment in the mill.
There is considerable evidence, however, that this
may not be true for very fine grinding; breakage para-
meters may change as grinding proceeds and envi-
ronmental effects, due to changes in slurry rheology,
become significant. Alternatively, the breakage char-
acteristics of the particles themselves may be differ-
ent in the sub-sieve range.

Recently, the authors have made considerable effort
to establish reliable procedures for characterizing the
model parameters in ultrafine grinding systems [25,
26]. Fine quartz (270x400 US mesh) was ground for
up to 64 hours at rotational speeds ranging from 2000
to 6000 rpm in a 0.6 liter laboratory mill using 0.8—
1.0 mm zirconia/silica beads as media. Examples of
the product size distributions are given in Figure 4.
Breakage rates for the feed material were obtained by
direct measurement of disappearance rates. The cor-
responding breakage distributions were estimated
from short-time product size distributions obtained by
combining sieving data (at 400 mesh) with laser scat-
tering/diffraction using an appropriate instrument-to-
instrument size conversion procedure [27,28].

The disappearance plots for the 270x400 mesh
quartz feed at various rotational speeds indicated that
breakage follows first-order kinetics initially, but the
rates were found to increase in each case after about
2 minutes of grinding. As expected, breakage rates
obtained from the short-time (<2 min) results were
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found to increase with rotational speed. The accel-
erated breakage at longer times was attributed to
changes in the grinding environment inside the mill.
Non-first order behavior of this kind is often observed
in conventional ball milling and is generally believed
to be caused by the rheological properties of the
slurry, which change as the amount of fines present
increases. Tangsathitkulchai and Austin [29] reported
that increases in the breakage rates often occur when
the slurry is rather dilute. On the other hand, break-
age rates tend to decrease when the slurry becomes
too thick. It appears that the media movement is hin-
dered when the slurry becomes too viscous, suggest-
ing that the breakage rate could decrease as the mill
contents become very fine during prolonged grinding.
However, this effect could not be observed directly in
these tests because the original 270x400 mesh frac-
tion disappears completely after a very short grinding
time.

The product size distributions obtained for grind-
ing times up to 64 hours at 2000 rpm were found to
become progressively narrower as grinding proceeds,
with a consistent steepening of the curves at sizes
below about 1 um. This effect is not generally ob-
served in coarse grinding where the product size dis-
tributions typically shift to finer sizes in a parallel
fashion. Measured surface areas, by gas adsorption
and light scattering (Microtrac), were found to corre-
late well for grinding times up to 8 hours, which sug-
gests that the break in the size distribution is real and
is not simply an artifact resulting from the failure of
the light scattering system to detect ultra-fine parti-
cles [25].

100

10

Percent Finer

0.1

L '

0.1 1 10 100
Particle Size, um

Fig. 4  Product size distributions from stirred-media milling of
270x400 US mesh quartz.
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products is strongly influenced by the fragmentation
process occurring at each fracture event. In coarse
grinding, the breakage distributions are usually not
influenced by the presence of other particles. Also,
the size distributions of the fragments can often be
normalized with respect to the size of the particle
being broken. Consequently, the shape of the size dis-
tribution tends to be conserved even after repeated
breakage events, resulting in a self-similar or self-pre-
serving size distribution among the comminuted prod-
ucts [30]. However, for the data shown in Figure 4,
the shape of the size distribution is not self-preserv-
ing but becomes progressively narrower, which sug-
gests that the breakage distributions are not normal-
izable but change as a function of the size of the
parent particles.

Strazisar and Runovc [31] reported that the product
size distributions from grinding into the submicron
size range could be represented by the log-normal
size distribution and also that the distribution vari-
ance decreased for longer grinding times. This may
be a consequence of the approach to a “grind limit”,
a limiting size below which particles cannot be bro-
ken mechanically, nor can they be produced by break-
age of coarser material. As particles close to the
grinding limit cease to grind, those particles still in
the coarse range continue to break and the product
size distribution becomes progressively narrower. Liu
and Schonert [32] reported that the breakage distrib-
ution for particles undergoing bed compression could
be described by a truncated log-normal distribution,
i.e., one for which there is a maximum limit in particle
size. For ultrafine grinding systems, extending into
the submicron particle size, there is theoretical and
experimental evidence of an approach to a minimum
particle size [25,33]. Thus, the breakage distribution
should be bounded at both the upper and lower ends.
Such a distribution can be represented by a double-
truncated log-normal distribution. The latter can be
represented using a transformed size variable n de-
fined by:

_x=Y
X—x

n (11
where x is particle size, Y is the minimum size (the
grind limit), and X is the maximum size, i.e. that of
the parent particle. The form of the distribution is fur-
ther defined by the median value 15, and the standard
deviation o of the transformed variable.

The breakage distributions shown in Figure 5
were calculated for the 270x400 mesh feed material
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Fig. 5 Breakage distributions used to describe stirred-media

milling of 270x400 mesh quartz.

(X=37 um) based on several pairs of the product size
distributions from Figure 4 using the so-called BII
method [16]. It was found that these distributions
could be approximated by the double-truncated log-
normal function with 6=1.75, ns50=1.0, and the lower
limiting size Y arbitrarily set at 0.03um.

The progressive steepening of the product size
distributions noted previously implies that the stan-
dard deviation of the breakage distributions should
decrease with decreasing parent size X. It was found,
by trial-and-error, that the general form of the product
size distributions shown in Figure 4 was consistent
with the pattern of breakage distributions shown in
Figure 5. Simulations based on these breakage distri-
butions agreed well with experimental data for grind-
ing times up to 1 hour. For longer times, the simula-
tions appeared to overestimate the extent of grinding.

The approach to a “grind limit” implied by the trun-
cated form of the breakage distribution suggests that
breakage rates may also be reduced in the finer sizes.
It was postulated that the overestimates noted above
were a consequence of reduced breakage rates in the
fine sizes corresponding to an increase in the expo-
nent o (Equation 9) in the submicron range. For the
fine quartz particles, it was found that the data could
be simulated using an exponent which increased from
1.0 in the coarse size range to 2.0 for the submicron
material. This modified breakage rate is illustrated in
Figure 6.

Reports of the specific effects of media size and den-
sity on the breakage parameters are somewhat scarce,
largely due to the experimental difficulties involved in
the direct measurement of breakage rates etc. at very
fine sizes. In general, it appears that the trend is quite
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Fig. 6 Variation in breakage rate with particle size for stirred-

media milling of 270400 mesh quartz.

similar to that observed in tumbling media mills, i.e.
breakage rates for a given media size increase with
particle size but reach a maximum above which the
media are simply too small to provide sufficient impact
energy to ensure breakage. Breakage distributions
seem to be relatively insensitive to media size.

Based on such data as are available and on indirect
evidence from the work of Kwade et al., [11,15] and
others [2,6,7,22,23,34], it appears that the trade-off
between stress intensity and stress frequency becomes
especially critical at ultrafine sizes. Changing media
size can lead to enhanced breakage in one range of
sizes but simultaneously to reduced rates for slightly
coarser material. Staged stirred-media milling using
progressively finer media may be a useful option for
improving efficiency in ultrafine grinding. The use of
a distribution of media sizes, as is the common prac-
tice in tumbling ball mills, should also be evaluated.

Conclusions

Stirred-media milling is an effective means of grind-
ing to very fine sizes. While the process is well estab-
lished commercially, much remains to be learned
regarding the fundamental principles involved and the
role of equipment and operating variables on grinding
performance. Process design remains largely a mat-
ter of trial and error. The energy efficiency of the
process is recognized to be strongly dependent on op-
erating conditions, but there is a good deal of incon-
sistency in the literature with respect to the relative
importance and specific effects of different variables.
There is general agreement that, as with most media
milling systems, the highest efficiency is obtained
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when the powder loading is just sufficient to fill the
interstices in the media charge. It is also clear that the
media size to particle size ratio is a critical factor; the
optimum ratio seems to lie between 10 and 20 to 1.
Understanding of mill mechanics is far from com-
plete. Empirical and semi-empirical relationships for
mill power requirements have been presented, but
their ability to account for complex flow behavior etc.,
is questionable.

The concepts of stress intensity and stressing fre-
quency are central to the appropriate design and oper-
ation of stirred-media mills and provide a useful way
of addressing the question of media size to particle
size ratio. While this approach has been shown to be
consistent with general observations of product fine-
ness etc., their relationship to breakage rates and
breakage distributions has yet to be established.

The size — mass balance models have proved to be
invaluable in the design and control of conventional
(tumbling ball mill) grinding circuits. Several applica-
tions of these models to stirred-media milling have
been reported, mostly for relatively coarse grinding.
The results and the estimated model parameters are
generally similar to those from tumbling mills. Due to
problems with reliable parameter estimation, their
application at fine (sub-sieve) sizes has been some-
what limited, but some general patterns are being
established. The breakage rates and breakage distrib-
utions seem to follow the same trends with particle
and media size as those observed for tumbling mills,
but appear to be affected by the approach to an appar-
ent grind limit at about 0.03—-0.05 um. Breakage rates,
which normally decrease with decreasing particle size,
do so more abruptly as the grind limit is approached,
i.e., in the submicron size range. Breakage distribu-
tions are, by definition, bounded at the upper end by
the size of the parent particle. The existence of a
grind limit imposes a lower bound to the distribution
as well, the result being distributions that are not nor-
malizable with respect to the size of the parent but
become progressively narrower as the parent size
decreases.

Nomenclature

a : Constant in energy-size relationship
[units depend on value of exponent, a}

A, : Specific surface area [m?/g]
b : Exponentin energy-size relationship [—]
b; :Incremental breakage distribution [—]
B : Cumulative breakage distribution (-]
¢4 : Dispersant concentration [%]
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dy : Grinding media diameter [m]
dq : Grinding chamber diameter [m]
D :Impeller diameter {m]
E :Specific energy input [kwh/T]
f, :Stress frequency [s7!]
I, :Stress intensity [N/m?]
m; : Mass of material in size interval i
N, : Power number [-]
N : Rotational speed [rpm]
P :Mill power [kw]
S; : Specific rate of breakage for size classi [min™!]
S, : Specific rate of breakage for standard

size X, [min]
v, :Agitator tip speed [m/s]
V :Mill volume [gal.]
x : Characteristic particle size [um]
X; :Particle size in class i [um]
X, :Standard particle size [um]
X :Size of parent particle [um]
Y :Minimum particle size (grind limit) [um]
Y, : Elastic modulus of grinding media [N/m?}
Y, : Elastic modulus of solid being ground  [N/m?]

o : Exponent in relationship between
specific rate of breakage and particle size  [—]
B : Exponent in expression for breakage

distribution {1
vy :Exponent in expression for breakage

distribution [-1
n :Transformed size variable [-]
i : Viscosity [Pa.s]
p :Density of mill contents [kg/m?]
pp : Density of grinding media [kg/m?]
ps : Density of solid being ground [kg/m3]
¢; :Constant in expression for breakage

distribution for size j [-]
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1. Soft Separation and Hard Separation

Technology which separates valuables from use-
less ones (and/or toxic components) is necessary in
resources recycling, as can be said from old days in
Japan “separation can produce resources and mixing
creates wastes”. Separation technologies are classi-
fied into two kinds, soft and hard separation. Soft sep-
aration (SS) is defined as the technology that does
not destroy the atomic configuration of the target
material while separation, in other words, can be
called “solid/solid separation”, which is correspon-
dent to the “mineral processing” technologies in min-
ing industry. Hard separation (HS) can be defined as
the technology which destroy the atomic configura-
tion, and can be called “ion/ion separation”, corre-
spondent to the “smelting and refining” technology in
metallurgical industry. From the definition, it can be
easily understood that the hard separation is materi-
als- and energy-consuming process, then it is desir-
able that the separation in recycling is completed only
by soft separation from the viewpoint of environmen-
tal harmony. However, the soft separation is the
process conducted in heterogeneous system of solid
particles and the hard separation is fundamentally the
one in homogeneous system of ions, then the back-
ground theory is almost satisfied in the HS but not
in the SS. Accordingly the reliability of separation is
high in the HS and low in the SS. However, it is also
the fact that the HS often becomes essential for pro-
ducing high purity and functional materials from the
wastes. We have to well understand the properties of
the two kinds of separation technologies and make
the best combination in the processing flow. Most
important, however, seems to improve the reliability
of the SS in recycling for the separation process to be
more environment friendly. Characteristics of the two
kinds of technologies are shown in Table 1.
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Figure 1 is a typical processing flow for the treat-
ment of waste materials. For realization of the effec-
tive SS, the addition of many ancillary operations are
required. Crushing, grinding and size classification
are necessary as pretreatment, and dehydration (in
the case of wet process), blending, agglomeration,

Table 1 Comparison between soft separation and hard separation

[tem Soft separation Hard separation

Separation utilizing solid | Separation by destroying
Definition | property without destroy- | atomic configuration (dis-
ing atomic configuration | solving and/or melting)

Environ- Low (material and High (consuming much
mental impact energy saving) material and energy)
Target of Solid material lon (homogeneous
separation (heterogeneous) in principle)
Theoretical There is only generic There exist theories for

background | theory for the technique. | each technique and ion.

Reliability

on separation Low High

Waste Material
Cimminution

Selective grinding
Volume reduction

i

I

Size classification
Homoginizationl ——-I Screening ]——Reutilizaﬁon
Re-utilization

|

|HARD separaﬂon] | sorT separaﬁon—l [Concentration]

Re-utilization

[Shape
transformation]

: Unit operation Agglomeration
::I Objective Re-utilization

Fig. 1  Atypical technological flowchart for waste treatment.
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b?‘iquetting, etc. are the candidates as post-treatment.
Though main role of comminution is the increase in
surface area if only the HS is applied directly to
wastes, the primary purpose in the SS is the libera-
tion among compositional elements. Since comminu-
tion is highly energy consuming operation, with no
more than several percentages of energy efficiency, it
is not a wise way to charge large energy in this stage.
Size reduction should be minimized to the extent that
the liberation among components is achieved. The
theoretical limit of separation efficiency of the SS is
determined in the stage of size reduction, because the
efficiency in the SS, of which the unit to be separated
is a solid particle, is depending on the content of free
particles and the existent ratio of the objective compo-
nent in locked particles. Application technology must
be determined also by the grain size of the feed, since
each technology has applicable size range (Figure 2).
Selective grinding is also possible if the objective com-
ponent has unique grindability, compositional separa-
tion can be achieved only by size classification then,
in this case. It is expected to develop new comminu-
tion technology which improves the liberation of com-
positional elements, such as to break preferentially
the border of different phases.

The soft separation (SS) can be further classified
into two kinds by the properties which are utilized in
the separation process, one is bulk property and the
other is surface property, as shown in Table 2.

Bulk property is generated from the atomic config-
uration of feed material which has a minimal energy
level in the crystal structure, then the property is rel-
atively stable. On the other hand, surface property is
generated from unstable molecules on the surface
which is exposed into the air, and the property is
greatly changeable by the condition of circumstances.

10 um 100 um 1mm 10 mm 100 mm 1m
11
Radioactivit}l Sep. :j
Hand Sorting

Electromagnetic Sorting -+
Magnetic Sep. (Dry, Massive) <& -
Heavy Media Sep. (Massive) B

Color Sorting % o

Magnetic Fluid Sep. @trrr—iip-
Eddy Current Sep. @43
Gravity Sep. (Jigging) &————iis
Heavy Media Sep. (Fine)
oot Magnetic Sep. (Dry, Fine)
————F8 Electrostatic Sep. |

P Gravity Sep. (Tabling, Spiral Conc.)
e Magrietic Sep. (Wet)
e B 3 Flotati0|n

Fig. 2  Optimum size ranges for various soft separation

technologies.
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Therefore, in the waste processing, bulk properties
are better utilized than the surface property because
of the stability. However, surface properties can be
artificially modified with relative ease and the im-
provement of separation efficiency is also expected
when the separation is carried out in the controlled
circumstances.

Major hard separation (HS) technologies are listed
in Table 3. As a means for destroying atomic con-
figuration, there are two ways, using heat and some
solvents, the process of which is usually called “pyro-
metallurgical” and “hydrometallurgical”, respectively
in metal industry. In the former process, composi-
tional separation is carried out using the difference
in the affinity of objective element with some chemi-
cal compound in the molten phase. Although, the HS
is conventionally applied after the concentration of an
objective component using SS, the HS technologies
are often carried out as pretreatment of the SS tech-

Table 2 Two kinds of soft separation technologies.

Property Technology

<Bulk Property>

Electromagnetic property
(Reflectance)

Shape
Density

Electronic sorting

Shape separation
Heavy media separation
Magnetic fluid separation
(Wet) Graviry separations:
Jigging, Spiral separation,
Table separation, Malti-gravity
separation, etc.
(Dry) Gravity separations:
Air table separation, Air jigging,
etc.
Magnetic property
Electric conductivity
Radioactivity

Magnetic separation
Eddy current separation
Radioactivity separation

<Surface Property>
Color, Luster, Shape, etc. Hand sorting

Electromagnetic property

(Transmittance)

Electric conductivity

(of surface)

Wettability

Electronic sorting
(incl. Color sorting)

Electrostatic separation

Flotation, Liquid/liquid extraction

Table 3 Major hard separation technologies

Dry (Pyrometallurgical) Processes:

<Chemical decomposition and transformation by heating>
Calcination: Oxidation, Sulfidization, Chlorination. etc.
Melting with chemical compounds

Wet (Hydrometallurgical) Processes:

<Chemical decomposition and transformation by dissolution in
water and/or solvent>
Leaching, Precipitation, Cementation, Ion Exchanging,
Solvent Extraction, Electrolysis, etc.
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tion various metal elements are volatilized as chloride
gas, compositional separation is easy only by means
of solid/gas separation. Important in the pyrometal-
lurgical process is the effective utilization of low
temperature heat discharged in the processes. In the
hydrometallurgical process, various technologies exist
as shown in Table 3. It is indispensable to establish
the recovery and regeneration processes of solvent as
well as to develop new selective solvents. Individual
technique of this category can be referred to the ref-
erences®”,

2. Concept of Recycling and the Technologies
Applied

Figure 3 shows the concept of recycling and the
technologies necessary to realize each stage in the
flowchart. To begin with, “Resource” (in narrow
term) is acquired for our industrial system from
nature. “Resource” is dressed into “Raw material” by
soft separation (SS), then, the “Raw material” is trans-
formed into “(Functional) Material” by hard sep-
aration (HS), then transformed into “Device” by
fabrication, and finally producing “Product” by the
application of assembly technologies. The processes
from “Resource” to “Product” are called “artery in-
dustry”, and “venous industry” begins with the
“Waste” which is discharged from the stage of “Con-
sumption”. Here, we can choose various loops to
which the waste is fed back. Of course, quantity and
quality of the waste must be considered in the choice,
and reasonable loop should be determined in accor-
dance with the property of each waste. Some amount
of the final waste which has too low concentration of

Product Loop
Self Diagnosis, Self Repairing

Device Loop
l Di. bly, Device Separation

Material Loop
Soft and Hard Separation

Hard Separation

Soft Separation

Resource

Raw Material Loop
Soft Separation

Resource Loop
Deformation

Final Waste

Fig.3  Concept of recycling and technologies required in each

stage.
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useful component and/or too complicated structure
to be recovered would be discarded into nature.

The loop which generates the least environmental
impact is, no doubt, the “product and device loops” in
other words “reuse” or “functional recycling”. Realiza-
tion of these loops is desirable in the point of utilizing
the function of product, but the self-diagnostic and
self-repairing techniques should be provided for the
product itself, and these consideration must be paid
in the stage of product design. Inspection of the func-
tion of used products and the establishment of the
used item market are also required to complete these
loops. At present, the examination of these techni-
ques and systems has been made in the “Inverse
Manufacturing Forum”?, etc. The choice of “device
loop” is the second best policy, when the function of
product is not accepted any more. In this case, tech-
nological development of the disassembly of devices
from products and separation (SS) technologies
among devices by species are required. The product
design to facilitate the disassembly and separation
becomes also important.

In order to complete “material loop”, the application
of both SS and HS technologies as well as the disas-
sembly technology is required. In the product design,
the use of the structural materials having a proof to
the design which is suitable for product and device
recycling becomes essential, and the use of compos-
ite materials which are too complicated and hazardous
constituents should be prohibited. “raw material loop”
is the fed back loop of concentrated materials to the
artery industry, then only the application of the SS is
fundamentally required. The last stage of recycling is
“resource loop” in which wastes are returned to the
artery industry as “Resource” (in narrow term) by
the application of simple shape transformation.

Although (a part of) waste materials which can
not be recycled in either loop have to be discharged
into the environment as final wastes, it becomes often
necessary to reduce the volume by incineration, etc.
and stabilize them not to leach toxic components, as
well as detoxify the wastes. To utilize the processing
(decomposition) ability in the environment (nature)
is one of the most environment-friendly measures. In
the cases, keeping the wastes in some disposal site
for a long period, it is possible to apply some biologi-
cal treatment, etc. to recover low content valuable
components as “long term recycling”.

It is definitely the fact that any materials and energy
are transformed into dispersed and less concentrated
(low level) state, if no high level material and energy
is added into the system. In order to put again valu-
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considerable amount of materials and energy must be
charged. In the recycling, as is said previously, we
should choose smaller loop in which the materials
can be kept in high level in the process, because the
high level materials were produced under the sacri-
fice of the emission of low level energy and waste
materials which is probably a potential of environ-
mental disruption). The advantage of the SS com-
pared with the HS is clear from this point of view. The
larger the recycling loop becomes, the greater the
amount of materials and energy required for the recy-
cling becomes. The venous industry demonstrates
the true value in the case in which the environmental
impact generated from recycling processes is smaller
than that from artery processes. We can call this kind
of recycling “Environmentally Conscious Recycling”.

3. Examples of the Process Combining Soft
and Hard Separation

There are two cases of combining the soft separa-
tion (SS) and hard separation (HS), 1) the SSis applied
as pretreatment of the HS to reduce the total environ-
mental impact, 2) the HS is firstly applied to the com-
plex materials which cannot be treated by the SS,
then compositional separation is realized by the fol-
lowing SS. Representative example of the former case
is the combination of mineral processing and metal-
lurgical processing technologies in metal producing
industry. This type of combination is usually adopted
in the cases that the value (price) and/or content of
the objective component are low in the feed. However,
there is no need in the SS stage to separate (reject)
the elements which are useful as mixture in the stage
of the HS. The latter is often applied to the case in
which the value of the feed is relatively high but the
structure is complicated. It is desirable in the case
that the effect of material and energy charged in the
HS process is focused selectively to the objective
component.

Some examples combining both separation tech-
nologies are shown in the followings.

3.1 Processing of the shredder residue

The scrap automobiles after dismantling the en-
gines, tires, catalysts, oils, etc. and the whole scrap
home electric appliances are usually fed into shredder
plant, where those are shredded and iron and alu-
minum are recovered by SS techniques, such as mag-
netic and eddy current separation. Each concentrate
is sent to iron-making or smelting plant to produce

KONA No.18 (2000)

ground metal by the HS, from the fact of which the ef-
fective material recycling seems to be completed.
However, the residue, almost 25 wt.% of the scrap ma-
terials, is generated from the shredder plant, which is
mainly composed of plastics but has been obliged to
be discarded in the controlled landfill site from 1996
because of the serious concern to the leaching of
heavy metal ions. The residue still contains small
amount of valuable metals as well as toxic one and high
calorie of the plastics is expected to be a good fuel.

Here, the process developed by The Center for
ECO-Mining is introduced among many processes®
which has been proposed until now. Flowchart of the
process is shown in Figure 4. The shredder residue
is first heated and decomposed to the residue with
metals and the carbonic material that is utilized in the
following stages as a fuel, while the chloride gas gen-
erated in this stage is concentrated and crystallized to
be solid chloride that is planed for using as snow
melting agent in cold region. Copper, lead and zinc
are concentrated, respectively, by applying the SS
technologies, such as magnetic, eddy current, shape
separation. The copper concentrate is fed to copper
smelter (by the HS) to produce ground copper, lead is
further concentrated into the sintering fly ash, which
is fed to lead smelter (by the HS) to produce ground
lead, and zinc concentrate is gasified in the melting
furnace to become distilled zinc.

This kind of processes in which the existing smelt-
ing facility is effectively utilized seems to show a
smart direction of the future waste processing that is
economically feasible.

Shredder Residue

Heat ecomposition

I
Carbonic residue

| 1
Residue Chloride gas

with metals

Concentration &
Precipitation

Solid chloride

|
l Physical separation (SS) I
|
[ |

Gangue Cu concentrate

|
Pb, Zn concentrate

]
Smelting ‘
I

I Sintering ]
Electrolysis Solid | Fly ash
l Smelting ] LCollelctjon I
|
Sollid Zn Igas S?ag Smelting
Fig.4  AProcess flow of shredder residue utilizind existing

smelters.
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3.2 Removal of plating film by selective oxidation

Recently, complexity increases in the structure of
products and devices, then, it becomes difficult to
apply the SS techniques directly to them. It would be
a countermeasure to transform the atomic configura-
tion of the objective component by the HS technol-
ogy, in order to create a new structure which facili-
tates the following SS. This concept in the case of
metal production can be called “metal laundering”?,
and seems to apply many case, for example copper
removal from scrap iron, removal of surface film from
aluminum can, etc.

Here, the study® on the removal of nickel plating
film from the punching scrap of IC lead-frame which
is a major scrap of copper alloys. The material has the
nickel film of 3 um thickness coated on the surface of
copper plate. Since it is difficult for copper plate to
be liberated from the others by simple comminution
because of the ductility of metals, SS cannot be applied
directly to the material. New series of processes can
be proposed; 1) heating the scrap to oxidize nickel
film selectively, and 2) quenching them, then giving
them mechanical vibration to strip off the film. The
separation can be achieved by the difference of the
heat expansion rate between metal and oxide. The
separation result is shown in Figure 5, indicating
that almost 100 % removal of nickel phase can be real-
ized in the process. However, high temperature and
long time heating also accelerate the oxidation of cop-
per phase, then the point (difficulty) is there in the
determination of the conditions in which the oxida-
tion is carried out selectively.

This kind of separation system are suitable to apply
to the electronic devices, etc. the structure of which
is anticipated to become more complicated.

3.3 Recovery of platinum group metals from
spent automobile catalyst

Automobile catalyst (so called converter) has a func-
tion to clean up the discharged gas from automobiles,
by the oxidation of HC and CO and the reduction of
NO, in the catalytic reaction of three kinds of plat-
inum group metals (PGMs), platinum, palladium and
rhodium. At present, those catalytic elements are
recovered by the processes, involving fine grinding,
leaching with aqua regia, selective precipitation (or
solvent extraction), as well as new pyrometallurgical
pretreatment process in which the PGMs are concen-
trated into molten copper phase. However, consider-
ing that the content of the PGMs are no more than

24

09
0.8 -0-800 °C
0.7 ~2-900 °C
0.6\ --1000 °C
0.5

Ni content in the product (wt.%)

Heating time (min)
Fig. 5  Effect of temperature on the rejection of Ni in the product.

Re-utilized or
Discarded

Screening
Conventional §
Process §

; Air bubble

Hydrometallurgical
Process

Recovery of PGMs

Re-utilized
or Discarded

Flotation

Fig.6 New process of low energy input for the recovery of PGMs.

1 ppm in the converter, the process, leaching and/or
melting all materials, might consume too much energy.

The first choice to develop new process would be
the application of SS technologies as pretreatment to
reduce the mass of feed to the HS process, but the
particle size of the PGMs is as small as several ten
nm which is too small to apply the SS technique as
shown in Figure 2. The converter has the alumina
layer containing the PGMs and coated on the sub-
strate of cordierite (Mg, Fe)2Al;(Si;Al) O14) with the
thickness of several ten pm. It is not so difficult to sep-
arate the alumina layer from the substrate by flotation
with some ionic surfactants (collectors). Then, new
process can be developed as shown in Figure 6,
involving selective grinding, screening and flotation
as a series of pretreatment for the conventional HS
process. This process flow will be able to reduce total
energy and solvent consumption to the one thirds of
that in the present flow.
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Fundamentals of Breakage of Aggregates in Fluids’
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Abstract

Because of the industrial importance of dispersion and separation technologies, a large number of
researches on the floc breakage have been carried out in various fields, but the fundamental mecha-
nism is still poorly understood. In this review, with priority given to our works, fundamental aspects
on the breakage of aggregates in fluids are overviewed theoretically and experimentally, using theo-
ries and experimental data available at present, and the future works for the better understanding

are considered.

1. Introduction

Many advanced materials, such as ceramics, elec-
tronic and magnetic materials, are produced through
highly concentrated colloidal dispersions. Hence knowl-
edge of the stability of colloidal particles in fluids is
fundamentally important to control the performance
of final products. The mechanism of coagulation be-
tween particles has been studied extensively, mainly
in the field of colloid chemistry, and is clarified fairly
well, whichever the coagulation is, ortho-kinetic or
peri-kinetic [1-3]. On the other hand, the mechanism
to disperse coagulated particles has been poorly un-
derstood. The term “dispersed” has been used in two
different ways, as illustrated schematically in Fig. 1.
It is often used to imply that a suspension is stable
such that particles do not coagulate even if they col-
lide each other. This is essentially the problem of co-
agulation described above. The term is also used to
describe to break up aggregates (flocs) by external
forces. This is a complicated problem because aggre-
gates are possibly deflocculated in many different
ways, as illustrated in Fig. 1.

Since particles are essentially unstable in solutions,
they are more or less aggregated when supplied in
many industrial processes. These particles must be
fully dispersed to make the best use of their functions,
and so the breakup of aggregates has been a key tech-
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nology. In general, aggregates are different each other
in size, shape and strength, so that they deform and
break up in different ways. Besides the breakup behav-
ior depends also on the kind of field applied. Hence it
is not easy to clarify the mechanism systematically.
Nevertheless, because of the industrial importance, a
large number of studies and efforts have been carried
out to understand the breakup mechanism of aggre-
gates experimentally and theoretically. The breakup
process in flows is often estimated using the follow-
ing population balance equation [4-8].

—d;’:" = Ch+C+BY—BY oy
Static Stability

Static Interaction

Dynamic motion

Coagulation

Dispersion

Particle Double layer

Dynamaic Stability

Fig.1  Schematic drawing of the mechanism of static and

dynamic stability.
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Where n, is the number concentration of particles, ¢ is
the time, C is the coagulation rate, B is the breakage
rate, the subscript 7 stands for the i-fold particle, and
superscripts b and d indicate the birth and death of
aggregates, respectively. The breakage rate is usually
determined such that the change of size distribution
given by Eq.(1) fits experimental data. However, a few
ambiguities exist in this procedure; (1) the breakage
rate must be determined by subtracting the contribu-
tion of coagulation, but the coagulation rate itself is
not known well when particles grow up to large aggre-
gates of irregular shape, and (2) experiments are usu-
ally carried out in mixing vessels in which the detailed
flow field is not known. It seems that more direct
approach to the behavior of aggregates in flows is
needed to understand fundamentally the mechanism
of floc breakup, as well as the deformation and frag-
mentation, and to derive the breakage rate analytically.

We have been investigating the breakage of aggre-
gates in various fields not only experimentally but
also theoretically. In this review, we will overview the
reliable information on floc breakage available at pre-
sent, with priority given to our works. First we intro-
duce theoretical backgrounds given by the trajectory
analysis and our simulation model developed recently
for the breakup in the shear and elongational flows,
comparing the results with experiments reported so
far. Secondly treatments for the turbulent breakage of
aggregates are discussed. Thirdly experimental find-
ings for the practically important breakage by the
other fields are explained. Finally it is emphasized
that the microscopic characterization of the adsorbed
layer on the solid-liquid interface is important to eval-
uate the adhesive force between particles, which is
directly related with the breakage of aggregates.

2. Breakage in Shear and Elongational Flows

The shear and elongational flows are the funda-
mental flows of which most complicated flows in real
processes are composed. Hence the floc breakage in
these flows is of fundamental importance.

As for a pair of equal spheres in slow flows, their
hydrodynamic behavior is able to be evaluated rigor-
ously by the trajectory analysis developed by Batchelor
and Green [9]. This analysis was extended to evaluate
the collision rate between unequal spheres by Adler
[10, 11], Higashitani ef al. [12] and Wang [13]. Then
the contribution of static interactions between parti-
cles was introduced by Sonntag and Russel [14, 15]
for equal spheres and by Higashitani et al [12] for
unequal spheres. This analysis was then employed to
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know detailed features of doublet breakage in flows,
which is briefly described below [16].

As for large aggregates of arbitrary shape, the theo-
retical approach seems to be extremely difficult, be-
cause of the complexity of their size, shape, strength
and deformation. Adler and Milles {17] succeeded
to evaluate the critical size of aggregates in a linear
shear flow, but aggregates there are considered to be
porous spheres which are far from real aggregates.
Doi and Chen [18] simulated the motion of coagu-
lated particles using their sticky-sphere model. In this
model the hydrodynamic drag force was assumed to
act on all the constitutive particles of aggregates,
even though particles are not necessarily exposed to
the flow. Hence this model is applicable only to small
aggregates in which almost all particles are exposed
directly to the fluid. Higashitani and limura [19] pro-
posed a two-dimensional modified discrete element
method (m-DEM) to simulate the breakup of aggre-
gates of arbitrary shape and size, where the drag force
acts only on the particle surface exposed directly to
the fluid and the force propagates to the inside parti-
cles by the mechanism of DEM. Recently this model
was extended to the three-dimension, and the quanti-
tative accuracy was improved by introducing not only
the effective particle surface for the hydrodynamic
drag force but also the disturbance of neighboring
particles on the flow field [20]. The brief explanation
of this model and the comparison with experiments
will be given below.

2.1 Trajectory analysis for doublets

Doublets are the simplest aggregates. Simulation of
their breakup will provide the fundamental under-
standing for the breakup mechanism of aggregates.
Here a pair of particles 1 and 2 in a flow are consid-
ered, where their radii are a; and a, respectively and
az/a1(=A) =1. The center of the particle 1 is taken to
be the origin of coordinates and the particle 2 is posi-
tioned at r(z, 6, @), as shown in Fig. 2. The relative
movement of the particle 2 is influenced by both the
static and hydrodynamic interactions.

According to the DLVO theory [1, 2], static poten-
tials between particles in aqueous solutions are given
explicitly by the following equations. The electrostatic
repulsive potential V; between unequal spheres was
derived by Hogg ef al. [21] as follow.

Vo= Aea (Wl yo?)
=
2(1+2)?

20 In 1+exp(—xa;(R-2))
Wity 1-exp(~ka;(R-2))

+ ln[l—exp(—ZKalg(R—Z))]} 2)
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Fig.2  Doublets in the shearing flow and coordinates.

where ¢ is the dielectric constant of medium, a;,=
(a1+a2)/2, R=Ir|/ay, and wy and W, are the surface
potentials of particles 1 and 2 respectively. The recipro-
cal thickness of the electrical double layer, x, given by

K=o, 222/ ek T2 3)

where n;,, is the number concentration of ions, Z is
the valency of ions, e is the elementary charge of
electron, k is the Boltzmann constant and T is the
temperature. The van der Waals attractive potential
V4 also acts between particles, when the two surfaces
are close each other.

v A 81 .\ 81
AT | (LA R=9 | (1+ AR —4(1—2)?
i (L DPR—4Y @

1+ 1)2R*—4(1-1)?

where A is the Hamaker constant which depends only
on the property of the particle and medium. Another
strong repulsive potential, called the Born potential Vg,
acts between particles when the separation distance
is less than a few A. This repulsion is attributable to
the overlap of electron clouds of atoms on surfaces.
There is no general expression for this potential, but
it is usually given by the following equations.

Vg=o for R=2+6/a1,
=0 for R>2+6/ay (5)

where § is the minimum separation which is conven-
tionally taken to be 4A. Then the total potential Vr is
given by the sum of Vg, Vi and Vg, and the corre-
sponding total static force Fris given by

_ apdVr

FT—_— iR n.

®)

where n, is a unit vector defined by r/|r|.

28

Modifying the trajectory equation for unequal
spheres by the above-mentioned static interactions,
the expression for their relative movement in the flow
of strain rate E and vorticity @, is derived as follows.

CFy

dr
—=@yXr+E-r—
6nusar;

dat

A1 s
¥ 4

where I is the unit tensor, the coefficients #, £ and
€ are the dimensionless scalar functions only of R
and 4 given elsewhere [10, 11], and x; is the fluid vis-
cosity. The rate of strain tensor E is given by
(r+I71)/2, the angular velocity wo=(1/2)Vx (I'-r).
The velocity gradient tensor I'is given by the follow-
ing equations for the shear and elongational flows,
respectively.

(0 7% 0

=0 0 0 ®)
000
(27, 0 0

r=| 0 -y 0 ©)
L 0 0 ~7e

where 7; and 7. are the shear and elongational rates
respectively. Substituting I' and Fr into Eq.(7), the
trajectory equations for shear and elongational flows
can be derived with the following non-dimensional
parameters.

N, = Sruiady

E£a s1¥s
NR = M—lzv, ll//Z (11)

Nr and Ny indicate relative intensities of the flow field
and electrostatic repulsive force against the attractive
force between particles respectively, where y is either
¥s Or Ye. Solving Eq.(7) for doublets in a given flow
which are initially coagulated at R=2+8/a;, and
¢=—m, their relative trajectory can be determined.

It is found that trajectories in simple shear flows
are able to be classified into three types as illustrated
in Fig. 3; (a) the particle 2 rotates along a spherical
orbit without detaching, (b) the particle 2 rotates
along an ovalike orbit as a satellite, and (c) the parti-
cle 2 moves along an open trajectory to separate com-
pletely. This indicates that doublets belong to one of
the following regions, depending on Ny and Ny: (a)
the coagulation region, (b) the semi-dispersion region
and (c) the dispersion region, as illustrated in Fig. 4.
Since the boundary for Ny is essentially insensitive to
the strength of flow field as shown in the figure, only
the boundary for Nz is discussed below.
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blets, that is ;. This indicates that the breakup of
Fig. 5 Dependence of coagulation and dispersion regions on

doublets depends sensitively on their initial angle tilt-
ing from the shearing plane of 6=n/2. Since small
disturbances always exist in real flows, particles in
the semi-dispersed region will easily deviate from
their orbit to an open trajectory. Hence it is plausible
to assume that the boundary between coagulation
and semi-dispersion regions is the practical boundary
between the coagulation and dispersion. It is also
clear that the boundary value of Ny becomes the
smallest when 8=n/2; doublets are most severely
destroyed in the shearing plane. Hence doublets in
this coagulation region can never be dispersed, while
doublets outside the region may or may not be dis-
persed, depending on their initial conditions. In the
case of uni-axial elongation flows, doublets will rotate
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various initial conditions.

and line up to the flowing direction before their
breakage. Hence their dispersibility is not influenced
by the value of 8, and the semi-dispersion region does
not exist.

Substituting various conditions into Eq.(7) for the
case of xa;=100 and =y, boundaries between
coagulation and dispersion for doublets of unequal
spheres in shear and elongation flows are calculated,
where doublets are assumed to be in the shearing
plane in the case of shear flow. The results are sum-
marized in Fig. 5. In the case of A=1 and 8;=n/2, the
boundary is able to be estimated also by an analytical
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VQ eqﬁation derived by equating the adhesive force

between particles with the maximum hydrodynamic
dispersing force [22].

Nr=b[(a/8)*/12—xaNg/4] (12)

where b=1 for the shear flow and 6=1/4 for the elon-
gation flow. This equation agrees well with bound-
aries shown in Fig. 5. These results give us the fun-
damental image for the behavior of aggregates in
shear and elongational flows. It is especially impor-
tant to know that the breakage is very sensitive to the
value of the minimum separation &, that is, the adhe-
sive force between particles, and the tilting angle of
doublets against the shearing plane 8.

Since the trajectory analysis is rigorous, the stability
of doublets must agree with experimental results, as
far as conditions assumed are experimentally satisfied.
The comparison between the prediction and experi-
ments was made extensively for equal spheres by van
de Ven [23]. Doublets are sometimes used to simulate
the breakup of large aggregates, assuming that their
behavior are represented by that of two spheres
whose size may and may not be the same, because
this makes an analytical treatment possible [24, 25].

2.2 Breakage of large aggregates

Here a three-dimensional large aggregate of arbi-
trary shape composed of N spherical particles of
radius @ and density p, is considered. When the
aggregate is placed in a flow, the hydrodynamic drag
force and torque act on the outside particles exposed
directly to the flow and are propagated into the inside
particles through interactions between constituent
particles. This will result in the deformation and
breakup of the aggregate. In the present model, the
total force and torque on each particle is evaluated at
time ¢ and then the trial displacement at ¢+At is esti-
mated using the DEM. Repeating this procedure for
all the constitutive particles, the kinetic behavior of
the whole aggregate is simulated. The translational
and rotational motions of a particle 7 in the aggregate
are expressed by the following equations.

du,,i

m =Fy+ ) F,; 13
dt h ; 7 ( )
dwp,-
I——d—t— =Mhi+aszijxnij (14)
i

where m (=(4/3)na’p,) and I (=(8/15)na’p,) are the
mass and moment of inertia of particle respectively,
u, and w,; are the velocity and angular velocity of
particle i, Fy; and My; are the hydrodynamic drag
force and torque respectively, Fy,; is the mutual inter-
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action force imposed on the particle ¢ by the particle j,
n,—,-=rij/rij, ri;= (x,-—xj), rij=(rij s and X; is the position
vector of the center of particle .

Because the flow field around aggregates is ex-
tremely complicated in general, it is almost impossi-
ble to evaluate the values of Fy; and My, rigorously. In
conventional models, the drag force on the constituent
particle is assumed to be given by the Stokes law for a
single particle, neglecting the disturbance due to
neighboring particles. This is called “free-draining
approximation”. In the present model, the drag force
is assumed to act only on the particle surface exposed
directly to the flow. This exposed area S;, illustrated
schematically in Fig. 6, is determined as follows. The
surface of a particle is divided into 2592 sections such
that the angle between the grid lines is ©/36. Then a
straight line is drawn to a corner of a given section
from the particle center. If all the lines for four cor-
ners do not intersect with the surface of the other par-
ticles within the distance of 6a, the section is assumed
to be exposed directly to the flow. Repeating this pro-
cedure for all the sections, the exposed area §; for
particle 7 is determined, as illustrated as the dark sec-
tions in Fig. 6.

Supposing that a single particle of velocity u,; and
angular velocity w,; is in an applied homogeneous
flow of velocity uy and angular velocity wy, the fluid

% 77111
/[T771 Ty NS
A
11

H
1 V777N
[ | 77777 T
[ |
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1
)
A 27 AREED i
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X

Fig.6  Schematic drawing of the simulation model of an aggre-
gate and the coordinate system. Dark sections on the par-
ticle 7 indicate sections which are regarded as exposed
directly to the flow. Lines are drawn to 4 corners of each
section from the particle center in order to determine
whether the section is exposed to the fluid or not.
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$?‘Q %\?ocny u:(x) and the corresponding pressure field
\(\O p(x) at an arbitrary position x around the particle is

given by the following equation. [22, 26]

aV
ui(x)=E + ) -x—(;f) E-r;

_5(ay 1_0_2>M+ 1)"’(w ),
2 ¥ 7’1’2 7’,‘2 7 B 0 !

3a a? 3af, a®\rluy—uy) r
+4—7i 1+ 37{2>(up1""u0>+47i 1 riz) 7’,- (15)
p)= S#Ta L :5'27‘, + 3;:? (up,-—uo)ﬂ (16)

where ri=Xx—Xj, ri=|ri s
by (I'-I'")}/2. The velocity gradient tensor I of
applied fields is given by Eqgs.(8) and (9). The stress
tensor 7 for a Newtonian fluid around a particle is
given by

T= —pI+/lf (Vuf+VufT) (17)

Then the force and torque acting on the area S; are
calculated by the following equations respectively.

Fhi =J“r~n
Si

Mhi=fr,v><1"n

-adS (18)

y=adS (19)

where n is the unit vector normal to the surface.

It is known that the velocity field around a particle
is influenced by the neighboring particles. This effect
is taken into account, as follows. The local velocity
around a particle in the particle bed of porosity &, is
given by &, f(e,)uy, where f(g,) is a porosity function
and 0=f(g,) =1. Hence we assume that the velocity
u, in Egs.(15) and (16) may be replaced by &, f (&) u,,
using the local porosity &, around particles. We use
the following Steinour’s equation for f(g,) [27].

fle) = 10718200 20

The local porosity &, around a particle is defined as
the porosity for the spherical space between the inner
radius g and the outer radius 2a.

The hydrodynamic force and torque given above
will be propagated to inside particles through the
inter-particle interactions. Two kinds of propagation
mechanisms are considered. When particles are not
contacting, they interact through the interaction forces
given by the DLVO theory. Here only the van der
Waals force for equal spheres given by Eq.(4) is con-
sidered for the sake of simplicity, although the elec-
trostatic repulsive force given by Eq.(2) is able to be
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taken into account, if needed. On the other hand, when
the particle surfaces contact or overlap each other
because of the trial displacement by the DEM, a repul-
sive force acts because of their volume exclusion effect.
The interaction due to the volume exclusion is calcu-
lated by the conventional method of DEM [28, 29].

The quantitative validity of the present model was
confirmed by comparing in Fig. 7 the dynamic shape
factor ¥, simulated by the present model with the
experimental one ¥, for well-defined rectangular
aggregates composed of chromium spherical parti-
cles in the quiescent silicon oil [30]. In the compari-
son, two other models are introduced; 1) Model ], the
so-called free-draining model, in which the hydrody-
namic drag force acts on each particle as if the neigh-
boring particles are absent, 2) Model II, in which the
hydrodynamic force act only on the particle surface
exposed to the flow, 3) Model I1I, the present model.
It is clear that the hydrodynamic drag is overesti-
mated considerably in Model I. The overestimation
becomes smaller in Model I, but still the coincidence
between the simulation and the experiment is not sat-
isfactory. Values simulated by the present Model I1I
are in a good agreement with the experimental data.

Since the proposed model is found to be quantita-
tive enough, the model is now applied to simulate the
behavior of aggregates in flows. All the aggregates
[~IX employed are listed in Table 1, which may be
classified into two kinds in terms of fractal dimension;
particle-cluster (pc) aggregate of rather compact struc-
ture whose value of fractal dimension Dy, is 2.4, and
cluster-cluster (cc) aggregate of rather loose struc-
ture whose value of Dy, is 1.7.

9.0 T T T T v T
] O g Key | Model
80t E
O [
7oL O & 11 ]
0 0 e | 1I
6.0F 1
D
= sof O m O O
5
0
40} o& 404 o :
ah A s & A
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3.0F y ¥ by - & ]
0O #& @& &l
20f [I& ‘% A ]
Jes gadne v 7
10 f . . .
1.0 11 1.2 1.3 14 1.5 1.6 1.7
lilexp [_]
Fig.7  Comparison of the dynamic shape factor between simula-

tion and experiment {30].
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Talﬁz 1 Parameters of aggregates employed in the simulation and estimated values of ¢ and P.
Flow Field Aggregate NI[~] Type of aggregate D[] a or a,x10° [m] §x10° [m] cx1073 [~] Pl-]
Shear 1 512 pc 2.47 100 0.4 64.1 0.936
11 256 pc 2.44 100 0.4 61.6 0.981
111 1024 pc 248 100 0.4 59.1 0.875
v 512 pc 2.46 100 2.0 5.70 0.945
v 512 pc 2.45 500 0.4 12.5 0.946
VI 512 pc 243 500 2.0 0.850 1.04
VII 512 cc 1.74 100 04 7.52 0.725
VIII 512 pc 2.31 100 (04=0.336) 04 42.1 0.881
Exp — — 2.2 70 2.58 21.7 0.879
Elongation IX 512 pc 2.47 100 0.4 111 1.60
ie0s where values of ¢ and P are listed in Table 1. It is
clear that the value of P is nearly constant irrespec-
tively of the aggregates. This implies that aggregates
I~VI and VIII are fragmented essentially in the same
=5.0%10% fashion. On the other hand, the value of ¢ varies with
values of N, a,  and the geometric standard deviation
of size distribution oy. It is especially sensitive to the
I value of &; the final size of fragments is very sensitive
t=12x10"s to the minimum gap between particles. This is consis-

t=25%x10"s
#
Fig.8  Snapshots of the fragmentation of an aggregate I of in

simple shear flow.

Fig. 8 shows a series of snapshots of the deforma-
tion and breakup of the pc-aggregate I composed of
mono-dispersed particles in the shear flow of ury,=
500 Pa. It is found that the aggregate is rotated, elon-
gated into the flow direction, and then split into
smaller fragments, but not eroded one by one to sin-
gle particles from the aggregate surface as in the
case of the breakup by ultrasonication [31]. This split-
ting breakup is consistent with the photographic
observation given by van de Ven [23], and also with
the rupturing process of highly viscous droplets [32,
33]. Repeating the similar computation for shear
flows of various intensities, the relation between the
average number of particles in the final fragments <i>
and the shear stress uy; can be obtained. It is worth
noting that a power-law relation holds between <>
and uyys, as follows.

<i>=c(ugy,) ™" (21)

32

tent with the breakup of doublets mentioned above. It
is clear that the power-law relation also holds for cc-
aggregates, though the value of Pis smaller than those
of pc-aggregates. These results indicate that P depends
mainly on Dy, but not on N, a, § and oy; the aggre-
gates with the same Dy, will be broken in the similar
fashion. This is consistent with the report by Yeung
and Pelton [34] that the strength of aggregates does
not vary with the size but with the fractal dimension.
It is examined whether the fragmentation process
of aggregates may follow any scaling law or not. It is
plausible to assume that the final size of fragments is
determined by the balance between the adhesive
force between particles and the hydrodynamic drag
on particles. The ratio of the magnitudes of these
forces, Npa, is defined by the following equation.

Aa 72nusay.6°
Noa=6musay, =
DA = OTUsa //( 1252) A

All the data of <> are plotted against Np, in Fig. 9.
It is important to note that almost all data for the
aggregates I~ VIII fall around a single line illustrated
by a solid line, although the data for the pc-aggregate
IV of large minimum separation and for the cc-aggre-
gate VII of loose structure tend to deviate from the
line. This line is expressed by the following equation.

22)

<i>=279x% NDA—O‘872 (23)
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ment on dimensionless parameter Npa (Exp indicates the
experimental relation given by Sonntag & Russel, the
solid line indicates the best fit for simulated results, and
the thin chain line indicates the experimental data for
8 min=0.65nm.)

This equation gives us a good tool to estimate the
average size of flocs which exist stably in the shear
flow, as far as the inter-particle potential is expressed
by Eq.(4). According to Eq.(12), doublets should be
broken at Npa=1, but Fig. 9 indicates that doublets
exist even at Npy~ 10. This is because doublets which
are not in the shearing plane can remain coagulated
unless a higher shear field is applied.

The present simulation must be compared with
quantitative experiments in which effects by re-aggre-
gation among broken fragments are carefully avoided.
Sonntag and Russel carried out experiments of the
breakage of aggregates with Dy=2.2 in the simple
shear flow which are composed of mono-disperse
latex particles of a=7.0x10®m [14]. It is found that
a power-law relation with ¢=2.11x10* and P=0.879
holds between <i> and usy,. The comparison with
Eq.(23) is made by the dashed line in Fig. 9. We con-
sider that the agreement between the simulation and
experiments are satisfactory, because the slope is
nearly the same, that is, aggregates are fragmented in
the similar fashion. As for the absolute magnitude of
<t>, the experimental value is greater. Sonntag and
Russel estimated that & is 2.58 nm, using their model.
This value is much larger than the minimum surface
separation widely employed, that is, 0.4 nm. But, if
0=0.65nm is assumed, their data are expressed by
the thin chain line drawn in the figure and coincide
extremely well with Eq.(23). We consider this value of
& is much more reasonable.

The most popular experimental approach for the
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aggregate breakage is to correlate the maximum di-
ameter of aggregates d . with the dissipation energy
of flow gy, as follows.

dmax -~ 75_2n ~ E4is™" (24)

where #» is a constant. It is reported that #=0.1 and
n=0.25 for shear flows [35, 36]. The effect of re-
aggregation of broken fragments is negligible in
Eq.(24), because the maximum size is determined
solely by the balance between the aggregate strength
and the hydrodynamic dispersing force. On the other
hand, the average diameter of aggregate <d> will be
influenced by the initial size distribution and the re-
aggregation. Hence the data of <d> must be carefully
used in comparison. However data of <d> are often
expressed in the same fashion as Eq.(24), and the
value of » is reported to be 0.18~0.25 in the shear
flow [37]. In spite of this ambiguity, it is interesting to
compare the present prediction with the experimental
value. Since <d> x<i>1/3 Eq.(23) predicts that »~0.15.
This approximate coincidence of # value supports the
validity of our simulation model.

Simulation by the present model is carried out also
for elongational flows. It is found that aggregates do
not rotate but are elongated to the flow direction, and
then split into smaller fragments in the same manner
as the shear flow. The value of <> is also expressed
by Eq.(21), replacing y; by 7.. Values of ¢ and P are
listed in Table 1. We can not find any quantitative
data to compare. This is probably because the experi-
ment for purely elongational flows is difficult. As for
qualitative observation, the breakage process was
observed using a four-roller device [38]. It was found
that aggregates of irregular shape are split into a few
fragments followed by erosion of much smaller fines,
but spherical aggregates tend to be broken by ero-
sion. The present simulation indicates that aggre-
gates are broken by splitting, but not by erosion,
which is essentially consistent with the above-men-
tioned observation for aggregates of irregular shape.

It is important to know which flow is more ade-
quate to break up aggregates, shear or elongational
flows. Values of <i> for the aggregate I are plotted
against the dissipation energy &g in Fig. 10 under
the flow conditions which appear in usual industrial
processes. The value of <i> for the elongational flow
is always smaller than that by the shear flow in this
range. This indicates that the elongational flow is
more effective and preferable to disperse coagulated
particles. This result is consistent with the prediction
by the trajectory analysis in Fig. 5 and the observa-
tion by Kao and Mason [39] who claimed that the
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Fig. 10 Comparison between the fragment size of aggregates I in
shear flow and that in elongational flow.

elongational flow is more effective for floc breakup,
because the energy of flow is consumed to break up
the aggregates but not to rotate them.

3. Breakage in Turbulent Flows

As for the breakage in turbulent flows, various ana-
Iytical attempts have been carried out to estimate the
size of broken fragments {36, 40-42}. The maximum
stable size d,. is usually correlated with the energy
dissipation of fluid &4 as follows, by equating the ag-
gregate strength with the turbulent dispersing force.

dmax -~ Kgdis_n (25)

where analytical expressions of K and » depend on
the models and assumptions employed for the aggre-
gate strength, the hydrodynamic force on aggregates
in turbulence, and the breakage mechanism. The
breakage mechanism is considered to depend on the
relative size of aggregates to the Kolmogoroff micro-
scale of turbulent eddies, A.; aggregates are broken
predominantly by the shear stress in the eddy at
Amax < A¢, while they are broken by the fluctuation of
pressure or tensile stress at d,.> A.. Despite of the
analytical derivation, the value of n varies greatly, that
is, n=0.25~1.0. However, the value of #=0.33~0.55
reported by Tambo and Watanabe [40] and Muhle
[36] seems to be the most reliable.

A large number of experiments have been per-
formed and it is found that the power-law relation
given by Eq.(25) holds. It is reported that #=0.15~
0.75, but more often n=0.2~0.4 [36, 40-45]. Since
experiments are usually carried out in mixing vessels,
the turbulent flow is not as uniform as assumed in the
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derivation of Eq.(25). Nevertheless, a relatively good
coincidence has been obtained.

4. Breakage by Other Fields

In practical devices to break up aggregates, very
complicated fields are employed to achieve a high
performance. However, important fields popularly
employed may be classified into (i) the contractile
flow, (ii) the rotary disk flow generated by a rota-
tional disk and a stationary outer cylinder, and (iii)
the ultrasonic field. In this section, characteristics of
floc breakage by these fields are discussed and com-
pared each other.

4.1 Breakage by orifice contractile flow

The orifice contractile flow is a converging flow
into a small hole of an orifice. The fluid is contracted,
accelerating abruptly just before the orifice. The flow
along the centerline may be regarded as an elonga-
tional flow and the flow near the wall inside the ori-
fice is regarded as a high shear flow. According to
our experiments in which effects of re-aggregation
are carefully avoided, the following features are clari-

fied [46, 47].

(i) Most aggregates are broken in the acceleration
region before the orifice and the contribution of
high shear and elongational flows within and after
the orifice is negligibly small.

(ii) The number of constituent particles in the maxi-
mum fragment 7., can be correlated with the
energy dissipation of the orifice flow, &g4i, inde-
pendently of the orifice size and the size of consti-
tutive particles in aggregates, as follows.

-0.11 (2 6)

imax ~ Edis
According to the experiments by Sonntag and Russel

[15], <i>~ @1, where @ is the flow rate. In the contrac-
tile flow, e4is~ @3, so that <> is expressed as follows.

<i>~ g "B @7

Apparently further accumulation of experimental data
and the detailed study by simulation are necessary to
understand the breakage by the contractile flow fun-
damentally.

4.2 Breakage by rotary disk flow

The rotary disk flow is the flow generated by a
rotary disk in a stationary cylinder, which is funda-
mental for commercial dispersers with rotary blades.
Aggregates flow helically along the cylinder with the
rotational motion by the rotor, and pass through a
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High shear field in a small gap between the rotor and
cylinder wall, that is, the flow is a complex flow com-
posed of rotational, contractile and shear flows. It was
found that there are two kinds of breakup mechanism
[48]; (i) aggregates are broken by contractile and
rotational flows at the upstream before the rotary
disk, but not by the high shear flow within the gap,
and (ii) aggregates are broken mainly by the shear-
ing flow in the gap. The former mechanism is pre-
dominant when the gap between the rotor and cylin-
der 8g,p is sufficiently small, say &g, <2 mm, while
the latter becomes important when the gap is widely
open.

In many commercial devices the gap is taken to be
sufficiently small to achieve a high shear flow. The
above results indicate that aggregates are broken
sufficiently at the upstream by the contractile flow,
before they receive a high shear in the gap, so that
the thin disk is good enough to achieve a sufficient
breakage.

4.3 Breakage by ultrasonic field

Ultrasonic dispersers are widely used, but there are
very few systematic investigations on the floc break-
age by ultrasonication. Fig. 11 shows the dependence
of ima Of latex aggregates in a 1M KCl solution on the
frequency, the power of sonic generator W;, the radia-
tion time ¢, and the volume of suspensions V;, respec-
tively [31]. It is found that all the data are expressed
by single curves independently of various experimen-
tal conditions. This indicates that the degree of ultra-
sonic breakage is solely determined by the total sonic

50
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Fig. 11 Dependence of the maximum size of broken fragments
on the total radiation energy.
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energy radiated to the floc solution of unit volume,
Egis(=Wit,/Vp, as far as the size of constituent parti-
cles is the same. This is important because the
degree of breakage is easily controlled by adjust-
ing the combination of values of W, ¢, and 7. The
dependence of i, on g is approximately given at
£4is<<8%10° J/m? as follows.

imax '\'édisAo'53 (28)

Ultrasonication is strong enough to break up aggre-
gates into single particles if sufficient energy is
applied, but great care must be taken to the fact that
sonic vibration contributes not only to the breakage
of aggregates but also their coagulation.

4.4 Comparison of breakage by flow and ultra-
sonic fields

The comparison of size distribution of broken frag-
ments indicates that size distributions given by con-
tractile and rotary-disk flows are similar each other,
but they differ from that given by ultrasonication.
Fractions of single constituent particles and large
fragments are much higher in the sonic breakage
than in the breakage by fluid flows. This indicates
that splitting into smaller fragments is predominant in
the case of flow-induced breakage, while single parti-
cles are primarily ripped off one by one from the sur-
face of aggregate in the case of sonic breakage, as
illustrated schematically in Fig. 12. This difference
in breakup mechanism suggests that the flow-induced
breakage with the subsequent sonic breakage will be
an effective procedure to break up large aggregates.

Erosion

Fig. 12 Schematic drawing of breakage mechanisms; Splitting
and Erosion.

35

R r';‘~
W=l



50
<
&0
N ORXQ
X o
< o
6@ \{\O
g
O$?\ 5. Adhesive Force between Particles in Solutions

Finally we discuss about the adhesive force between
surfaces in solutions, because the adhesive force is
directly related with the breakage of aggregates. The
adhesive force between particles is usually assumed
to be given by the van der Waals force, without check-
ing the adequacy. It is known that two or three layers
of water molecules, ions and hydrated ions are ad-
sorbed on the solid-liquid interface [2]. Recent mea-
surements of adhesive forces between a plate and a
particle with an atomic force microscope (AFM) indi-
cate that the strength of adhesive force depends
greatly on the microstructure of the adsorbed layer,
even in such a simple solution like electrolyte solu-
tion. The characteristics are summarized as follows,
and the details are given elsewhere {49, 50].

(i) The adhesive force F,4 depends on how much par-
ticles can break the adsorbed layer to contact
directly during the contact time ¢..

(ii) The magnitude of F,y depends on the hydration
enthalpy of ions AH, as well as the electrolyte con-
centration C.; F,q decreases with increasing C. and
decreasing value of AH. It is especially important to
know that the dependence of F4 on [, varies greatly
with AH in concentrated solutions, as shown in
Fig. 13. This is explained as follows. Since highly
hydrated cations like Li* form a thick but weak
adsorbed layer, surfaces can contact directly to
have a strong adhesion by destroying the adsorbed
layer. On the other hand, because poorly hydrated
cations like Cs* form a thin but strong adsorbed
layer, the gap between surfaces at contact reduces
the strength of adhesive force greatly. The mech-
anism is schematically drawn in Fig. 14.

6. Concluding Remarks

In this review, fundamental aspects on the breakage
of aggregates in fluids are discussed from theoretical
and experimental points of view, using theories and
data available at present. Because of the industrial
importance of dispersion and separation technolo-
gies, a large number of studies on the floc breakage
have been carried out in various fields, but the coinci-
dence between data, as well as between data and the-
ories, is not satisfactory and the fundamental mecha-
nism is still poorly understood, especially in turbulent
breakage. This is not only because the behavior of
aggregates is complicated, depending on many fac-
tors, such as their size, shape, strength and the field
applied, but also because experiments have been car-
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Fig. 13 Difference between the adhesive forces at £.=0.1 and 50 s
in various 1M electrolyte solutions.
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Fig. 14 Mechanism for the difference of adhesive force between

cations of low and high hydration enthalpies.

ried out using all kinds of different experimental sys-
tems so that the data are hardly compared each other.
It seems that the floc breakage is too complicated to
analyze using conventional macroscopic approaches.
In order to gain more detailed information, rigorous
computer simulations of aggregates in flows are
deadly required. Because of recent rapid advance-
ment of computer ability and computation method,
we can expect that the hydrodynamically rigorous
simulation will be possible for aggregates of arbitrary
shape in the near future. At the same time, the data
on the structure and strength of aggregates must be
accumulated systematically to understand their char-
acteristics from the microscopic point of view.
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A : Hamaker constant
#, 28, ¢ :functions of R and A in Eq.(7)
a : radius of particle
2 1 (@t+ag)/2
: breakage rate

: coagulation rate

ay
B
b  : parameter for shear and elongational flows [—]
C
C

(J]
[]
{m]
[m]

[s7]

[s7]

. : electrolyte concentration [Mol]
¢ : coefficient of power-law relation in Eq.(21) [-]
Dy, : fractal dimension of aggregates [-]
dmax . maximum diameter of broken aggregates [m]
<d> : average diameter of broken aggregates [m]
e : elementary charge of electron [C]
E : rate of strain tensor [s7!]
F :force [N}
E4 : adhesive force between surfaces [N]
F1 : total force between particles [N]
f  : porosity function of aggregates [-]
I  : unit tensor [-]

: moment of inertia of particles [kg-m?]

Imax . Maximum number of particles in

a broken aggregate [-]
<> : mass averaged number of particles in

a broken aggregate [—]
K : coefficient function in Eq.(25)
k : Boltzmann constant [J-K1]
M : torque on particle [N-m]
m : mass of a particle kgl
N : number of particles of an aggregate [~]
Npa : ratio of hydrodynamic drag force and

van der Waals force [—]
Nr : dimensionless intensity of flow [-]
Nr : dimensionless intensity of electrostatic

repulsive force [-]
n  : power of power-law relation in Eq.(24) (-]
n, : number concentration of particles [m3]
#on . NumMber concentration of ions [m]
n, n,, n; : unit vector [-1]
P : power of power-law relation in Eq.(21) [—]
p . static pressure [N-m2]
Q : volume flow rate [m3.s1]
r : relative position vector between particles [m]
ro e [m]
R :|r{/ay [~]
S : surface area of particle [m?]
T :temperature K]
t :time [s]
t. : contact time between two surfaces [s]
t. : radiation time of ultrasonic field [s]
u, : velocity of homogeneous flow field [m-s7]
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u; : velocity of fluid around particles [m-s1]
u, : velocity of particles [m-s7!]
Va : van der Waals potential 71
V& : Born repulsive potential 7]
Vi : electrostatic repulsive potential m
Vo Vat+tTr+Vs R
Vi : volume of suspensions [m?]
W, : power of ultrasonic generator {J-s71]
X position vector from origin [m]
Z :valency of ion [-]
Greek
AH : hydration enthalpy of ions [J-mol]
At time step [s]
d : minimum separation between particle

surfaces [m]
Ogap © gap between rotor and cylinder [m]
e : dielectric constant of fluid [J1-C>m™]
£4is : dissipation energy of flow [J-m=3-s]
£g4is . total sonic dissipation energy per

unit volume [J-m™]
&, : porosity of aggregates [-1
¢  : parameter of spherical coordinate [-]
' : velocity gradient tensor [s7]
y  :rate of strain [s7H]
v, : shear rate [s1]
¥ : elongation rate [s7Y]
x :reciprocal thickness of the electrical

double layer [m™]
A ra/a [-1]
Ae : Kolmogoroff microscale of turbulent eddies [m]
U viscosity of fluid [—1]
T stresstensor [—]
6  : parameter of spherical coordinate [-]
6; : initial angle 8 of doublets [—]
pp : density of particles [-]
oy . geometric standard deviation of

size distribution [—1
Y. : simulated dynamic shape factor [—1
Yexp © experimental dynamic shape factor [-1
v, : surface potential of a particle vl
Q : vorticity tensor [s7]
w, :angular velocity of particles [s7]
w, : vorticity of flows [s1]
Subscripts

1,2,i,j :index of particles

i
h

index of relative relation of i to j
hydrodynamic interaction between particle
and fluid
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m™Y : mutual interaction between particles

Superscripts

b : birth of aggregates
d : death of aggregates
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Particle Standards: Their Development and Application’

Jolyon P. Mitchell
Trudell Medical International, London, Canada

Abstract

With the increase in the importance of dispersed materials (powders, aerosols, emulsions etc.) to
trade, there is an increasing awareness of the need to verify that instruments which measure particle
properties, particularly size, are operating within defined limits of accuracy. As a minimum, this
process requives some form of verification with reference to standard particles whose properties are
known in relation ultimately to the international standards of mass and length (so-called traceabil-
ity chain). In some cases, a formal calibration to establish instrument response in terms of size, shape
or concentration may be requived. This article reviews the particle standards that are available to
establish the performance of measurement equipment, placing most emphasis on particle size, as
this is the variable that is generally of most importance to industry. However, secondary properties,
such as shape, density and refractive index, influence the response of many types of particle size ana-
lyzer. Attempts to provide standard materials that may enable independent assessment to be made of
the effect of some of these variables on instrument performance are therefore also considered.

1. Introduction

1.1 Background

There is an increasing awareness that instruments
used to measure the properties of disperse systems
(powders, aerosols, particles suspended in liquid etc.)
cannot by themselves provide absolute values. Quality
systems, such as the ISO 9000 series [1] require that
the performance of instrumentation used in the mea-
surement of properties deemed critical to the process
for which the materials under investigation are being
used, be verified on a regular basis as part of a method
validation process, or standard operating procedure
(SOP). The intention behind this requirement is to
enable measurements made on a particular product at
one location to be reproducible within well-defined
limits anywhere else. Standard or reference materials
(RMs) that are particle-based have an important part
to play in this process.

1.2 Concept of Particle Size

The definition of 3-dimensional particle size itself
requires clarification before proceeding to look at par-
ticle standards. The concept of particle diameter has
unambiguous physical meaning only for spherical par-
ticles. It is not possible to define a single diameter
that describes the geometric size of particles that are
irregular-shaped, which comprise the vast majority of

t Received: May 16, 2000
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cases where measurements are sought. There are
many techniques that can be used to measure particle
size; some are more suited to liquid-based particle
systems [2] (coarse particle suspensions and colloids)
and others are applicable to gas-based systems [3]
(aerosols). Each technique measures a particular di-
mension that is dependent on the measurement prin-
ciple (Table 1). Hawksley has postulated that there
are only three fundamental diameters [4]:
¢ volume equivalent diameter (D,): the diameter of
a sphere having the same volume as the particle
being studied
¢ surface equivalent diameter (D,): the diameter of
a non-porous sphere having the same surface
area as the particle being studied
¢ drag or Stokes diameter (Dg): the diameter of a
sphere having the same resistance to motion as
the particle in question, in a fluid of the same vis-
cosity
More recently, Scarlett [5] has presented a view that
D, is the most basic parameter to choose as the cali-
brating size, because it is directly proportional to the
quantity of matter in the particle, regardless of shape.
D, has limited use, except in applications where sur-
face properties (e.g. catalysis) are under considera-
tion. Dy is not strictly a fundamental diameter, but
one of a series of equivalent sphere diameters (includ-
ing aerodynamic and mobility diameters) that relate
to the interaction of a particle of any shape with the
fluid within which it is contained. Dy is measured
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impactors, impingers, gas- and

size analysis by fractionation in several stages —

hydro-cyclones inertia mass measures D,
inertial spectrometers, spiral inertia mass size-separated particles are retained as a continuous
duct centrifuge deposit — measures D,
. . . various techniques to weigh size-separated
sedimentometers gravity (Stokesian flow) mass particles — measures D,
R . . TOF of individual size-separated particles measured —
TOF analyzers inertia (ultra-Stokesian flow) number measures modified D,
light scattering Doppler ‘burst’ from individual particles passing
laser (phase) Doppler systems (phase angle) number through measurement zone
. light scattering ‘ensemble’ scattering of whole particle population in
laser diffractometers (Lorenz-Mie theory) volume (mass) measurement zone

individual particles sized by passage through micro-

mesh aperture

electrical sensing zone (ESZ) electrical resistance change number orifice — measures D,
R - . e mobility of individual particles having known charge
electrical mobility analyzers particle mobility number in an applied electric field
optical particle counters angular light scattering number individual particles S]Zir??eglsitg,r ms of light scattering
. . . . . individual particles sized in terms of projected area
microscopy/image analysis direct observation number diameter (equivalent to D, for spheres)
sieve analysis penetration through mass fractions weighed (near-mesh technique provides

link to microscopy-measured size)

% diameters (D,) are defined in the text

directly by several widely used techniques that em-
ploy gravitational sedimentation as the size-separating
principle, where Stokes Law applies, and:

U= 2P g (1]
18n

where p, is the particle density and Uy is the particle
terminal settling velocity, py and pys are the particle
density immersed in the fluid and fluid density re-
spectively, 1 is fluid viscosity and g, acceleration due
to gravity. D, and Dy are related through the expres-
sion [3]:

1/2
Dy= Dv[ﬂ} [2]
AP

where y is a correction that adjusts for the effect of
3-dimensional particle shape on sedimentation behav-
ior (dynamic shape factor). y is unity for spheres, and
always exceeds this value for irregular-shaped parti-
cles. It may also have more than one value for certain
shapes (e.g. spheroids), depending upon their orienta-
tion with respect to their motion in the suspending
fluid [6].

Particle size analysis techniques that operate on
other measurement principles measure one of sev-
eral different equivalent sphere diameters (Table 1),
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each of which can ultimately be related to D,, though
not necessarily in the form of a simple relationship,
such as that given by equation [2]. It follows that the
response of particle size analysis equipment to irregu-
lar particles with few exceptions is modified by shape
(as well as in some cases by bulk properties such as
density, porosity etc.). This behavior becomes espe-
cially important when it becomes necessary to com-
pare data from instruments that operate on different
principles, a not uncommon situation. The question to
be posed is ‘can particle standards provide meaning-
ful reference values to enable such comparisons to be
made accurately?’ The answer depends on the proper-
ties of the standards themselves, and the approach
taken to verify analyzer performance (Section 1.3).
Size-based standard particles are the most widely used
RMs, and several options are available for their use.
Reference particles which have specific non-spherical
shapes (so-called ‘particle shape standards’ are con-
sidered separately from particles used in connection
with particle sizing (Section 4.1), as their function in
performance verification is fundamentally different.

1.3 Verification of Sizing Accuracy

There are two distinctly different approaches that
can be taken to verify the accuracy of measurements
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“Pased on particle size, on which this article is primar-
ily focused.

In one approach, particle standards produced from
bulk powders, whose size distributions and related
properties (e.g. density) have been corroborated by
independent laboratories, are used as so-called ‘certi-
fied reference materials’ (CRMs). The particles may
be spherical or of irregular shape, but their range of
size will be chosen to encompass the measurement
range of the instrument being evaluated. This process
is termed performance verification. The attractiveness
of this process to industry is obvious; it is usually rapid
to carry out, as only a single RM is normally required
for the purpose, and analyzers operating on different
measurement principles can be readily compared.

Performance verification should be distinguished
from instrument calibration, which is the other ap-
proach for which particle standards are widely used.
The calibration process in its most generic form, in-
volves measurement of analyzer response and associ-
ated bias conversion factor, when presented with par-
ticles having known size properties by an independent
procedure that is traceable ultimately to the interna-
tional standard of length. The various documented
international (Table 2) and national (Table 3) stan-
dards that relate to many of the particle size analysis
methods in widespread use generally call for the use
of standard particles as part of the calibration or per-
formance verification process, particularly in instances
where the instrument response is not a straightfor-
ward monotonic function of particle size. Even tech-
niques, such as laser diffractometry (low-angle laser

light scattering (LALLS)), which provide volume-
weighted size distribution data for spherical particles
by rigorous solution of Lorenz-Mie equations [7], so
that formal calibration is not strictly necessary,
should ideally be validated on a regular basis with
particle size-based RMs [8], or at least by the use of a
suitable reticle [9]. The purpose of such measure-
ments is as a check on the continued stability of the
complete measurement system, including the soft-
ware. The precise requirements for such RMs will
vary from one instrument type to another. In the case
of laser diffractometers, the ideal RMs should be
spherical with maximum light absorption to avoid
anomalous responses due to light reflection and
refraction, and for examining liquid-based suspen-
sions at least, the particle density should be close to
that of the dispersion fluid [8]. Their size distribution
should also be preferably uni-modal and log-normal.
Rothele and Witt [8] have gone as far as to provide
indicative size distributions for 3-CRMs that might be
developed specifically for this class of analyzer with
the following size distribution properties based on D.:
® CRM1: range 0.1—10 um: D' 0.126 pum, D> 1.00;
D% 7.94 pm
¢ CRM2: range 1.0—100 pm: D% 1.26 um, D 10 pym,
D% 79.4 um
¢ CRM3: range 10—1000 pm: D 12.6 pm, D 100.0
um, D% 794 um
where D%, D% and D* are the 10%, 50% (median) and
90" percentiles by volume (mass). Such CRMs have
yet to be developed, although some of those planned
by the European Community Bureau of Reference

Table 2 International Standards' Relating to Particle Size Analysis as of Jan 1, 2000

Standard Description Date

180 2591-1 Test Sieving — Part 1: Methods using test sieves of woven wire cloth and perforated metal plate 1988

ISO 3310-1 Test Sieves — Technical requirements and testing — Part 1: Test sieves of metal of metal wire cloth 1990

1SO 3310-2 Test Sieves — Technical requirements and testing — Part 2: Test sieves of metal of perforated metal plate | 1999

1S0O 3310-3 Test Sieves — Technical requirements and testing — Part 2: Test sieves of metal of electroformed sheets | 1990

1SO 13320-1 | Particle size analysis — Laser diffraction methods — Part 1: General principles 1999

1SO 13321 Particle size analysis — Photon correlation spectroscopy 1996

ISO 13317-2 g;rt:er:zr:né?jéié)gigi ;t)tz;rrtri]celfhzige distribution by gravitational liquid sedimentation methods — in process FDIS®
1SO 13319 Particle size analysis — Electrical sensing zone method 2000

1SO 13322 Particle size analysis — Image analysis methods in process
1SO 13762 Particle size analysis — Small angle x-ray scattering method in process
1SO 13323 Particle size analysis — Single particle light interaction methods in process

*FDIS=final draft international standard
Tfrom International Standards Organization, Geneva, Switzerland
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©

Standard Description Date
BS 34067 Determination of particle size distribution:
o Part 1: Guide to powder sampling 1986
e Part 2: Gravitational liquid sedimentation methods 1984
e Part 4: Optical microscope methods 1993
e Part 5: Electrical sensing zone method 1983
¢ Part 6: Centrifugal liquid sedimentation methods 1985
e Part 7: Single particle light interaction methods 1988
¢ Part 8: Photon correlation spectroscopy 1997 (ISO 13321:1996)
e Part 9: Filter blockage method (mesh obscuration) 1997
ASTM?* Standard practice for determining counting and sizing accuracy of an airborne particle counter 1998
F 328-98 using near-monodisperse spherical particulate materials
ASTM* . . . Lo . .
F 660-83 Standard practice for comparing particle size in the use of alternative types of particle counters 1983 (rev. 1993)
ASTM* Standard practice for secondary calibration of airborne particle counter using comparison
F 649-80 procedure 1980 (rev. 1992)
ASTM#* Standard practice for defining size calibration, resolution and counting accuracy of a liquid-borne 1987 (rev. 1992)
F 658-87 particle counter using near monodisperse spherical particulate material :
JIS B 99211 Light scattering automatic particle counter 1989
JIS B 99257 Light scattering automatic particle counter for liquid 1991
DIN 66165 Particle size analysis — Sieve analysis: General principles 1987: parts 1 and 2
DIN 66111* . . . . . . . . 1989
DIN 66115* Particle size analysis — Sedimentation analysis: General principles — pipette method 1983

T available from British Standards Institute, Milton Keynes, UK — www.bsi.org.uk

* available from American Society for Testing and Materials, Philadelphia, USA — www.astm.org
Y available from Japanese Standards Association, Tokyo, Japan — www.jsa.org.jp

# available from Deutsches Institut fiir Normung e.V,, Berlin, Germany — www.din.de

(BCR) will come close to meeting these criteria (Sec-
tion 2.3).

The calibration process can be considerably more
time consuming than performance verification, as it is
necessary to utilize more than one RM to gauge the
sensitivity of the response function to change in parti-
cle size. It is important that the properties of the RMs
likely to be used for calibration purposes (particularly
their shape, but also other properties that relate to
the instrument response e.g. density in the case of
techniques that measure Stokes or aerodynamic di-
ameter) are well specified. In general, the most useful
RMs for this activity will therefore be formulated
from spherical, rather than irregular-shaped particles.

1.4 RM Hierarchy

It is useful to consider the hierarchy of particle size
standards as having the form of an equilateral triangle
(Figure 1), in which the international standard of
length as the fundamental unit pertaining to size,
forms the apex. Immediately beneath are the limited
range of certified or standard reference materials
(CRMs or SRMs) produced by governmental agen-
cies, usually in partnership with industry and acade-
mia. CRMs/SRMs have been subjected to rigorous
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inter-laboratory evaluation by independent methods
that are directly traceable to international standards,
and are normally supplied with a data report in which
their specification is defined. These standards are
available in limited amounts and the process of certifi-
cation, being labor intensive, results in their high
cost. A compromise between the rigor of a formal cer-
tification process and the need for standards in appro-
priate quantities at reasonable cost is therefore neces-
sary, resulting in the growth of secondary standard
materials (SSMs). These calibrants are available from
many sources, making them particularly useful for
processes where frequent calibration is necessary or
with techniques, such as sieve analysis, where rela-

International Standards
for Length and Mass

CRMs/SRMs

!

Traceability
Link

Calibration hierarchy in terms of particle size standards

SSMs

\ In-House Standards

\ Working Materials

Fig. 1
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) acceptable precision in the size analysis process.

There is often less information available on the prop-
erties of SSMs, other than size distribution, more
often than not measured by a single technique. At the
lowest level in the hierarchy are so-called tertiary
standards. These particles are prepared in-sifu for cal-
ibration purposes, frequently by aerosol generation
methods. The twin advantages of tertiary standards
are their low relative cost (although the equipment
used to create the aerosol can be expensive), and the
convenience in being able to both control and vary
particle size within fairly wide limits. In some cases, it
may be possible to control other properties, such as
shape, density and refractive index, each of which
may modify the response of the equipment under cali-
bration. Since the process is essentially local to the
laboratory undertaking the calibration, inter-labora-
tory data are by definition unavailable. Ultimately, the
traceability of the size measurements is dependent
upon the calibration of size analysis equipment that
is used to verify correct operation of the particle gen-
eration equipment, even in instances such as the
vibrating orifice monodisperse aerosol generator
(VOMAG), where the modal particle size can be pre-
dicted directly from the operating variables of the sys-
tem [10] (Section 4.3).

2. CRMs/SRMs:

2.1 The Certification Process
The approach taken by the two organizations that
have been responsible for almost all the particle size-

based CRMs/SRMs produced to date is radically dif-
ferent. At the US National Institute for Standards and
Technology (NIST-formerly the National Bureau of
Standards), their own laboratory has been responsi-
ble for the production of ranges of SRMs with limited
assistance from outside bodies. In the case of the
SRMs based on uniform-sized particles (Table 4)
[11-12, 14-17], the basic approach has been to certify
by means of a so-called ‘first principle’ technique
that is directly traceable to the international length
standard, supported by one other sizing technique.
Certifying techniques chosen for each of the SRMs
based on uniform-sized polymer latex particles were
as follows:
e optical microscopy of close-packed arrays of the
larger spherical particles (SRMs having nominal
D, of 3, 10 and 30 um) [11, 12, 14] (Figure 2)
* Mie angular light scattering intensity patterns,
measured to size the SRM having nominal D, of
1 um [15]

Fig. 2  Array sizing of monodisperse close-packed particles by

microscopy

Table 4 Monodisperse CRMs/SRMs — Polymer (Polystyrene) Latex Particles

Code Source Nominal D, (pm) Certification Method Reference
SRM 1961 NIST 29.64+0.06 optical microscopy — array sizing Hartman et al. [11]
SRM 1960 NIST 9.89+0.047 optical microscopy — array sizing Lettieri et al. [12]
CRM 167 BCR 9.475+0.018* optical microscopy — array sizing Thom et al. [13]
CRM 166 BCR 4.821+0.019% optical microscopy — array sizing Thom et al. [13]
SRM 1962 NIST 2.978+0.0077 optical microscopy — array sizing Hartman et al. [14]
CRM 165 BCR 2.223+0.013* optical microscopy — array sizing Thom et al. [13]
SRM 1690 NIST 0.895+0.008" angular intensity light scattering Mulholland et al. {15]
SRM 1691 NIST 0.269+0.007" transmission electron microscopy Lettieri and Hembree [16]
SRM 1693 NIST 0.101£0.002" electrical mobility Kinney et al. [17]

Ibased on total uncertainty (certification by single laboratory)

uncertainty based on 95% confidence interval (consensus certification by several independent laboratories)

NIST SRMs are each supplied in ca. 5 cm? aqueous suspension at a mass concentration of about 0.5% w/v solids
BCR CRMs are each supplied in 2 cm? aqueous suspension: CRM 165 contains 0.02% w/v solids, CRM 166 contains 0.2% w/v solids and CRM 167

contains 1.4% w/v solids
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g?‘ 3“transm1551on electron microscopy, to size the

SRM having nominal D, of 0.3 um [16] — difficul-
ties associated with the establishment of an accu-
rate edge defining each particle boundary and
distortion at the image periphery were overcome
by including 1 um diameter spheres from the pre-
viously calibrated SRM
e electrical mobility of particles having a known
charge to size the SRM having nominal D, of 0.1
pm [17].
In addition to the certifying techniques, quasi-elastic
light scattering (QELS), in which the decay of coher-
ence of the scattered light from the particles sus-
pended in water, was used as the second method with
the SRM having a nominal D, of .3 um. Resonance
light scattering, in which sharp Mie resonances were
observed in the plots of scattered light intensity ver-
sus size, was used with the SRM having nominal D, of
10 um. Metrology electron microscopy was utilized to
size the SRMs having nominal D, of 3, 10 and 30 um).
In this secondary technique, the focused beam of a
scanning electron microscope (SEM) was held sta-
tionary whist a single sphere (or row of spheres) was
moved beneath the beam by means of a scanning
stage. An interferometer was used to measure stage
travel, whilst the SEM indicated where the leading
and trailing edge of each particle passed by the beam.
The size distribution data provided for these SRMs,
accurate though they are, represent the outcome of
each certifying method, but are limited to measure-
ments made within the laboratories at that single
organization. In contrast, the certification process
undertaken at the BCR has been by consensus mea-
surements between several independent laboratories,
also using techniques directly traceable to the inter-
national length standard. The BCR has no internal
laboratory, but operates by contracts with outside
organizations, almost always, but not necessarily
within the European Union. The procedure is no less
rigorous than that utilized by NIST, in that the certify-
ing procedure (undertaken at each participating labo-
ratory) is a ‘first principle’ method. However, there is
added strength to the process by requiring corrobora-
tion of results from independent sources before certi-
fication takes place. In the case of the three sizes of
uniform CRMs produced to date (Table 4), the certi-
fying method has been optical microscopy of close-
packed particle arrays, similar to that used by NIST
with their larger sized SRMs [13]. Supporting mea-
surements of these CRMs were also made by an indi-
vidual participating laboratory using the electrical
sensing zone (ESZ) method (to estimate the disper-
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sion of particle size about the modal value — distribu-
tion skewness and kurtosis), and also by TEM (3-par-
ticipants).

Similar considerations apply with the range of poly-
disperse CRMs also certified by the BCR (Table 5)
[18-19] each based on a bulk sample of powder de-
rived from materials in common use (e.g. quartz sand,
gravel). However, the certifying techniques had to be
quite different from those employed with the uniform-
sized CRMSs. Array sizing by optical microscopy would
not work, since the particles were irregular in shape
as well as varying substantially in size. Alternative
methods were therefore chosen (gravitational sedi-
mentation in liquid suspension under Stokesian flow
conditions for the CRMs containing particles with D,
finer than ca. 100 um and sieve analysis for those com-
prising larger particles). The certified size was there-
fore an equivalent sphere (Stokes) diameter (Dg) in
cases where sedimentation in a liquid suspension was
used. In the instances where sieve analysis was the
certifying technique, the near-mesh procedure, in
which particles held firmly in the sieve mesh are
brushed out for microscopy-based size analysis, was
used to establish D, for particles close in size to the
mean aperture size of each sieve. The link between
Dg and D, is relatively straightforward [equation 2],
although the immersed particle density (py,) had to be
determined as accurately as possible in the dispersant
medium (0.1% w/v sodium pyrophosphate in aqueous
solution [19]).

2.2 Spherical or Irregular-Shaped Particles for
SRMs/CRMs

Two equally valid, but distinctly different options
exist when utilizing SRMs/CRMs to evaluate equip-
ment in terms of particle size, and these options apply
equally to other RMs.

In one approach that is becoming increasingly pop-
ular, standard particles that are spherical and have
well-defined density as well as other relevant proper-
ties, such as refractive index, may be used. In the
case of CRMs/SRMs of this type, the particles have
been processed to control the primary properties of
concern with the intention of being primarily used as
calibrants. The CRMs/SRMs that have been prepared
from polymer latex sources (Table 4), as well as
being highly uniform in size (monodisperse), have
well-defined, though not certified particle density
(1.05x10% kg/m? for polystyrene) and refractive index
(m=1.59+0i (polystyrene)). However, they are rela-
tively expensive and are available only in small quanti-
ties, and in limited sizes (Section 1.4).
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\(\ Nominal Range Size . Density" Mass per Unit
Code Source Basa(li n(l))n D, Property Material (kg/m3x 10%) ?g) Reference
CRM 132 BCR 1400 ~ 5000 D, quartz gravel® - 700 BCR[18]
CRM 131 BCR 480 — 1800 D, quartz sand’ - 450 BCR [18]
CRM 130 BCR 50— 220 D, quartz sand® - 200 BCR[18]
CRM 068 BCR 160 — 630 D, quartz sand? 2.647 100 Wilson et al. [19]
CRM 069 BCR 14—-90 Dy quartz sand? 2.645 10 Wilson et al. [19]
CRM 067 BCR 24-32.0 Dy quartz powder’ 2.646 10 Wilson et al. [19]
CRM 070 BCR 1.2-20 Dy, quartz powder? 2.642 10 Wilson et al. [19]
CRM 066 BCR 0.35—-3.50 Dy quartz powder’ 2.619 10 Wilson et al. [19]
_ _ http://oip.nist.gov/
SRM 1019b NIST 750 — 2450 D, glass beads 200 srmeatalog/tables,
- < _ http://oip.nist.gov/
SRM 1018b NIST 220750 D, glass beads 87 srmcatalog /tables/
_ _ http://oip.nist.gov/
SRM 1017b NIST 100 — 400 D, glass beads 70 srmcatalog/tables/
_ http://oip.nist.gov/
SRM 1004a NIST 40—-170 D, glass beads 2.45 70 srmcatalog/tables/
SRM 1003b | NIST 660 D glass beads 2.445 25 http://oip.nist.gov/
v : srmcatalog/tables/

D, =volume equivalent diameter
Dy =Stokes diameter
Tirregular shaped particles

7 density values are uncertified — provided to relate D, to Dy through equation [2] with x=1.00

RMs may also be used to relate measurements as
part of performance verification to check the collec-
tive reliability of procedure, operator and instrument
(arguably the true purpose of a so-called ‘reference
material’ [20]), rather than as calibrants per se. The
8-polydisperse CRMs from the BCR (Section 2.1) are
available in several overlapping size ranges, in many
cases encompassing about half an order of magnitude
in size per CRM, and are supplied in amounts vary-
ing from 10 g (CRMs 66, 67, 69 and 70) to as much as
700 g (CRM 132). Although p;, for many of these CRMs
was established by pyknometry, the individual parti-
cles are irregular in shape, and their optical proper-
ties are ill-defined. The four SRMs from NIST in this
category all comprise spherical glass microspheres,
having relatively narrow but still polydisperse uni-
modal size distributions.

The use of spherical SRMs/CRMs as particle stan-
dards implies that the theoretical behavior of a sphere
of the material in question is known, and that for the
purpose of instrument calibration a check is being
made between the presumed behavior and the actual
response of the equipment on test. It follows that if
a particular instrument has been calibrated using
spherical particles, any irregular particle that gives
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the same response as a spherical particle with that
instrument, is presumed to have the same equiva-
lent size (equivalent sphere diameter (Section 1.2)).
Scarlett et al. have argued that in cases where the
response of a particular instrument (e.g. one that
operates by the ESZ principle) is proportional to the
volume of each particle entering the measurement
zone, calibration with spheres of known volume is no
different in principle to calibration with irregular par-
ticles of known volume [20]. However, in instances
where the relationship between the response function
of the instrument and size is complex (especially with
techniques such as laser diffractometry, that involve
some form of deconvolution), true calibration may
only be achievable with irregular-shaped RMs in fact,
the particles which are themselves to be measured.
To judge from experience where systematic compar-
isons of the performance of laser diffractometers
from different manufacturers have been carried out
using polydisperse BCR CRMs, the process still
leaves much to be desired, with deviations as large as
+70% in reported size compared with certified size
ob-served in some instances, albeit with excellent
reproducibility [21-23]. It is interesting to note that in
one study, significant deviations were also observed
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with methods based on sedimentation/centrifugation

of particles in liquid suspension, attributed to a vari-
ety of causes, including software error and dilution
corrections [22]. The variability between techniques
of similar principle has been attributed to a combina-
tion of the following factors {23}
» poor sampling (from the 10 g bottles of powder
supplied by the BCR)
¢ inadequate dispersion (both with surfactant and
by ultrasonic methods)
¢ non-prescriptive analytical procedures, including
statistical interpretation of data
e in the case of laser diffractometers, differences in
interpretation of light scattering from the angular
quartz particles (including ill-defined and variable
refractive index)
The development of SOPs that describe good sample
handling and analytical practices would alleviate the
impact of the first three factors, but the fourth factor
reflects a more fundamental limitation in the CRMs
themselves.

2.3 The Planned Certification of Spherical,
Polydisperse CRMs

Studies of the sort already described [19-21] illus-
trate that the performance verification of many types
of particle size analyzers with polydisperse, irregular
shaped particles is a valid procedure, notwithstanding
SOP-related issues that are best defined in written
procedures, such as those already published and in
development through ISO (Table 2). However, it is
increasingly recognized that it is important that the
RM be homogeneous, not simply in terms of certified
size distribution, but also that different samples have
equivalent secondary properties within the range
of particle size that is present. Such homogeneity is,
in fact, essential if acceptable agreement is to be
achieved, even between instruments operating on the
same principle. Furthermore, it should be possible to
reconcile measurements by instruments that operate
on different principles on the basis of the equivalent
sphere diameter, once RMs having consistent proper-
ties have been created. In response to these demands,
the BCR since the late 1980s, has been pursuing the
development of a new range of CRMs comprising
polydisperse, spherical particles having both homo-
geneous and well-defined secondary properties. How-
ever, it can be argued that current demand cannot be
met with the quantities of powder that were originally
envisaged even if certification of these CRMs eventu-
ally takes place.

The original specification was to provide a series of
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CRMs, each comprising a narrow width, uni-modal
and near log-normal size distribution occupying an
order of magnitude in size [24]. The overall size range
between 0.1 and 650 um volume equivalent diameter
was to have been encompassed by these CRMs having
overlapping size ranges. On a volume (mass) weighted
basis, between 5% and 95% of the spherical particles in
each CRM would be within the upper and lower nomi-
nal size boundaries and the modal size would be well-
defined. Most size fractions were to be produced with
a uniform, measured refractive index, having the fol-
lowing appearances: (a) transparent — non absorbing,
(b) colored — absorbing.

The development of the CRMs based on sub-micron
particles were, to the author’s best knowledge, not
pursued beyond the initial materials sourcing stage.
However, the need for these CRMs could be even
more urgent now than in the early 1990s, as many
techniques are being developed or extended in capa-
bility to size sub-micron particles without the neces-
sary means to verify performance satisfactorily.

The International Fine Particle Research Institute
(IFPRI) was responsible for coordinating the produc-
tion of the bulk powders to manufacture the 8-CRMs
comprising particles larger than 1 um, and these ma-
terials (Table 6) were delivered to the BCR by the
mid 1990s. They are currently sub-divided and await-
ing certification by traceable techniques in accor-
dance with the principles defined by the BCR [25].
The technical document supporting the current Call
for Proposals defines the following methodology for

Table 6 Planned BCR Polydisperse, Spherical CRMs

Nominal Size
Range Based on D, Appearance Material
(pm)
_ transparent, . s
1-10 colorless barium titanate glass
_ opaque,
1-10 light absorbing glassy carbon
3-30 transparent, barium titanate glass
colorless
_ opaque,
3-30 Jight absorbing glassy carbon
_ transparent, . .
10—100 colorless barium titanate glass
_ opaque,
10— 100 light absorbing glassy carbon
_ transparent, - .
150 — 650 colorless barium titanate glass
_ opaque,
150 — 650 light absorbing glassy carbon

Materials supplied by the International Fine Particle Research Insti-
tute (IFPRI)
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\(\O ¢ 100—100 um and 150—-650 pum: sieve analysis dant software must be separately specified and tested,

(near mesh technique)

® 3—30 um, 10—100 um and 150—650 um: optical

microscopy

¢ 1-10 pm, 3—30 pm and 10—100 pm: gravitational

sedimentation (in liquid suspension)

¢ 1—10 um; 3—30 um and 10—100 um: ESZ analysis

¢ density measurements by helium or water py-

knometry

In addition, each CRM is required to be characterized
by non-directly traceable size analysis procedures
(laser diffractometry and sedimentation methods not
involving direct gravimetric assay). Finally, additional
properties of importance (refractive index, porosity
(if significant) and surface area (BET-method) as well
as stability of the particle size distribution are to be
established with their tolerances wherever possible.

It is encouraging to note that, in a study in prepara-
tion for the main certification program, inter-labora-
tory agreement by each of the certifying techniques
proposed for the new CRMs was within +20% of the
consensus mean between 10 and 90% of each number-
or volume (mass)-weighted size distribution [27]. Sev-
eral RMs based on glass particles that ‘mirrored’ the
size distributions of the proposed CRMs were sized
by several independent laboratories. Great care was
taken to ensure homogeneity of important particle
properties (e.g. sphericity, density and refractive
index) during manufacture of the bulk powder. Fur-
thermore, the size distribution of the sub-divided sam-
ples of ‘mirror’ standards from the bulk powder
sources was accomplished in the minimum number of
operations by custom-made spinning rifflers. It is
understood that similar rigor has been applied to the
CRMs themselves.

The addition of methods to characterize the pro-
posed CRMs with widely used techniques to the certi-
fication methods will add to their value as tools for
comparing analyzers of different kinds, as a signifi-
cant database will be available that is directly applica-
ble to instrumentation in actual laboratory use. How-
ever, caution will still required in the interpretation
of data from these materials. For instance, Scarlett et
al. have observed that in cases where proprietary
deconvolution techniques are used to transform mea-
sured data into a size distribution (e.g. laser diffrac-
tometry), compatibility between instruments operat-
ing on the same principle may not be achievable even
with spherical CRMs [20]. Access to proprietary soft-
ware is a commercially sensitive issue, and until inter-
national agreement can be achieved on standards for
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regardless of the type of size-based CRM that is being
used.

3. Monodisperse or Polydisperse Standards

A useful distinction can be made between particle
standards in which the size distribution, which is
almost always unimodal, is either uniform (monodis-
perse) or comprises a significant range of particle
sizes (polydisperse). If, as a first approximation, the
size distribution is represented as a log-normal func-
tion, the degree of dispersity is given by the geomet-
ric standard deviation (o). A perfectly monodisperse
standard would have &, of unity. However, a practical
and widely accepted definition of monodispersity
is given by o,<1.2 [28]. Many CRMs/SRMs are
monodisperse by this definition (Table 4). In addi-
tion, there are several sources of manufactured SSMs
(Table 7), as well as a number of aerosol-based meth-
ods that can be readily implemented in the laboratory
to custom-produce monodisperse particles for routine
work (Table 8) [29-35].

Regardless of the choice or availability of spherical
or irregular-shaped RMs, the decision whether to cali-
brate or verify particle size analyzer performance
using monodisperse or polydisperse standards de-
pends on the nature of the measurement technique.
Polydisperse RMs are effective ‘where time is of the
essence, especially in instances where performance
verification is all that is required. However, the pre-
sentation of the sample to the analyzer is of critical
importance, if size-related bias is to be avoided. Pre-
cautions are therefore required in sample preparation
[2] (especially if a sub-sample is being extracted from
the bulk RM for the test), as well as in how the RM is
introduced to the measurement zone of the analyzer.
The latter is particularly an issue with the calibration
of equipment in which a sample of the particle stream
is measured, where consideration must be given to
both inlet sampling bias and size-related internal losses
between inlet and measurement zone [2, 3, 36]. For
these reasons, the use of monodisperse particle stan-
dards has become widespread, despite the limited
availability of particle sizes, at least for CRMs/SRMs.
In most cases, SSMs (Table 7) or custom-made cali-
brants (Table 8) are satisfactory alternatives for rou-
tine calibration activities.

Certain techniques, most notably laser diffraction,
provide size measurements of the whole population of
particles simultaneously in the measurement zone

49



©

Available (pm)

\}
o>
<
&
Nt
(@
<& )
WO W
QO
$?\ Taﬁe 7 Selected Sources of Secondary Standard Materials (SSMs)
SSM Type Indicative Size Range Dispersity Source

soda-lime glass

Whitehouse Scientific, Waverton, Cheshire, UK

(particle counter SSMs) 80 (3x10*/ml)

(monosphere) 20-200 monodisperse www.whitehousescientific.com
soda-lime glass _ . ‘Whitehouse Scientific, Waverton, Cheshire, UK
intermediate/broad/wide ranges 15000 polydisperse www.whitehousescientific.com
polymer latex/silica/glass 0.020 — 1000 monodisperse’ \Iﬂ)l\‘ll/’l:if d?fﬁ?;ggﬁ&?gggalo Alto, CA, USA
polymer latex 0.1 (10°/ml) ~ Duke Scientific Cotp., Palo Alto, CA, USA

monodisperse www.dukescientific.com

Polysciences Inc., Warrington, PA, USA

(surfactant-free)

polymer latex 0.05-10 monodisperse www.polysciences.com
polymer latex/silica 0.1-100 mpooriggii:g:;::/ mi;:;ﬁ;fgggi Indianapolis, IN, USA
polymer latex 0.038 - 91 monodisperse’ méggig;ﬁggmapoli& IN, Usa
(pegzriﬁg grt:(}j(e) 05-95 monodisperse mdf’z;rotﬁlgs a/s, Lillestrem, Norway
polymer latex 0.042 -3.1 monodisperse m Ssrycnoﬂjlsnc Rubber Co., Tokyo, Japan
polymer latex 0,014 — 6.0 monodisperse Interfacial Dynamics Corp., Portland, OR, USA

www.teleport.com

T larger sizes (D, > ca. 50 um) are more polydisperse

Table 8 Production of Custom Monodisperse Standard Particles by Aerosol Generation Procedures’

Method Size Range (um) Materials References
liquid atomization — vibrating orifice 1-50 soluble species %g;'%l:?p%g{lgt I;ll_l [[213]]
liquid atomization — spinning top/disk 2-50 soluble species Vg?llé(;r}ll zrlllc(li %:X:g[g%%]
heterogeneous vapor condensation 0.1-10 low-volatile substances Sinclmli)?ggilfgg/{er 321

electrostatic classification (EC) 0.01-1.0 (nebulization Zglggllﬁeszzgzzl prior to EC) Liu and Pui (34}

* A detailed appraisal of all methods has been given by Mitchell [35]

(so-called ensemble light scattering (Table 1). The
performance of these instruments is most conve-
niently validated when a range of different particle
sizes is present at the same instant, so that the use of
polydisperse standards (with appropriate precautions
to ensure representative delivery to the measurement
zone) is more appropriate. Ideally, the size distribu-
tions of such standards should each be unimodal, and
well-defined by at least one independently traceable
technique between 10% and 90% of the number or
mass of particulate contained in the standard. The
standards should also be available in quantities appro-
priate for repeated use with the technique being vali-
dated. Polydisperse glass microspheres, such as the
so-called ‘broad-range’ RMs supplied by Whitehouse
Scientific Ltd. (Table 7), most of which were devel-
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oped to mirror the size distribution properties of the
proposed spherical, polydisperse BCR CRMs (Section
2.3), meet this specification.

4. Other Issues Involving Reference Particles:

4.1 Density- and Shape-Related Standards

For many techniques, calibration or performance
verification with existing RMs is adequate, since the
size parameter that is measured can be related to a
certified diameter (D, or Dy rigorously (Section 1.2).
However, for certain techniques, it may be necessary
to assess performance, using particles of well-defined
shape as well as size. One particular example of im-
portance in the field of aerosol measurement serves
to illustrate the rationale for density- and shape-related
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cle size analyzers (impactors, centrifuges, inertial
spectrometers etc. (Table 1)) that measure particle
aerodynamic diameter (D,.) on the basis of some
form of inertial separation process. The underlying
assumption is that particle motion takes place under
Stokesian motion (creeping flow), where the particle
Reynolds number (Re;) is less than 1.0 [3]. In this
aerodynamic regime, D, is related directly to D,, by
analogy with equation [2]:

Dae:DvI:&:r/Z[ C(Dv) j]l/z [3]
XpO C(Dae)

where p, and p, are the particle density and reference
density (of water) respectively, and the terms C(D,)
and C(D,e) are the Cunningham slip correction fac-
tors which become significant with sub-micron sized
particles. y is the particle dynamic shape factor, al-
ready discussed briefly in Section 1.2. When compar-
ing aerodynamic particle size analysis equipment, the
assumption is made that the techniques operate in
similar regime of Re,. However, this assumption may
not always be valid, for instance, when making com-
parisons of traditional equipment with the group of
analyzers that determine particle size scaled in terms
of D, by time-of-flight between well-defined locations
(TOF-aerodynamic particle size analyzers (Table 1)).
In these instruments, Re, is significantly greater than
1 throughout their operating range, and particle
motion is therefore in the ultra-Stokesian (unsteady
motion) regime. A full definition of the modified D,
measured by these systems would require equation
[2] to include the added mass and Basset ‘history’
terms that are beyond the scope of this article to
define, but are attempts to describe the complex inter-
actions between the particles and the surrounding
fluid during the measurement process [37-38]. These
terms require assumptions to be made that effectively
void the directly traceable link between D,. and D..
The overall effect is that when the size parameter
measured by such instruments is scaled in terms of
D,., they exhibit significant bias associated with both
particle density [39] and shape [40-41] when com-
pared with measurements made by more traditional
methods. RMs with well-defined density, shape and
size are therefore ideally required to determine the
bias between modified D,. and true D,..

The development of particle size standards specifi-
cally to address variation in particle density has so far
not been formalized into programs from which SRMs/
CRMs have emerged. Instead, researchers have pre-
ferred to test the performance of equipment with
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monodisperse, spherical particles of known density
[39-41], often assuming bulk density values for the
particles from the literature and in more rigorous
studies, determining density by helium or water py-
knometry if sufficient mass of calibrant is available.
The situation in connection with particle shape
standards until recently was similar, and the formal
process of developing SRMs/CRMs has been slow to
get off the ground. Part of the problem is the com-
plexity of defining the term ‘shape’. Again, taking the
case of analyzers that operate on the basis of particle
motion in a fluid, the dynamic shape factor (%) ap-
pears to provide a common link to D, in the case of
instruments whose operating principle can be related
to Dy or D, through the application of Stokes Law
(see equations [2] and [3]). However, y varies with
orientation with respect to particle motion for non-
spherical particles having simple geometry, such as
spheroids [6]), resulting in ambiguity in the relation-
ship between D, and D, or D,. [38]. The same is true
for particles of more extreme geometries (e.g. disks,
elongated fibers, plates having large aspect ratio with
respect to their thickness or chain and branched ag-
glomerates) in the flow. In some cases the exact value
of x in the measurement zone of the analyzer being
evaluated may be undefined. Under these circum-
stances, the concept of a shape-standard SRM/CRM
with a single certified value of ¥ may not be meaning-
ful. The use of cluster agglomerates containing small
numbers of monodisperse, micron-sized spherical
polymer latex particles which have well-defined val-
ues of Yaggiomerate i different orientations (Table 9)
has hitherto been the nearest to standardization for
establishing the behavior of agglomerated particles in
particle size analyzers of this type [41-42]. Although
attempts have been made to define shape factors for
these agglomerates that are properly descriptive
under other measurement principles (e.g. light scat-
tering [43]), this process is fraught with difficulty.
Despite the issues that have already been outlined,
several individual groups have produced their own
SSMs for particular purposes, mainly based on com-

Table 9 Values of yaytomerate for Clusters of Monodisperse Spheri-
cal Particles (Ysngles=1.00), Based on Cheng ef al. [40]

Number of | Agglomerate ér;zm;;}: ﬁf;zm;;’i:
Singlets in Conlflgu- perpendicular parallel
Agglomerate ration to flow) to flow)
2 doublet 1.142 1.022
3 triplet 1.18 1.08
4 tetrahedron 1.12 1.12
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\(\O development of these standards has been the con-

trolled crystal growth by forced hydrolysis of simple
inorganic species in accordance with procedures
developed by Matijevic and co-workers (Table 10)
[44]. This has resulted in the development of several
potential SSMs having a variety of well-defined shapes,
such as cubes, rods, needles and ellipsoids {45-47]. In
many cases, rigorous control of particle shape to the
point at which ¥ can be evaluated, let alone deter-
mined as a function of particle orientation, has proved
elusive. However, in at least one case it has been pos-
sible to grow monodisperse octahedral-shaped parti-
cles with Dy, from 2 to 20 um, whilst maintaining y in
the range 1.19%0.06, by altering the reaction time
during which particles of sodium-ferric sulfate (natro-
jarosite — NaFe;(S04),(OH)g) are formed. In this case,
values of y were reported assuming orientation inde-
pendence due to similarity in profile from all direc-
tions [46].

Strategies for producing SSMs based on fibers of
known aspect ratio have involved a fiber extrusion
process [47] and micromachining of silicon by a pro-
cess widely used to mass-produce microelectronic
components [48-49] (Figure 3). The latter process
can be controlled with great precision and can be
used to form a variety of particle shapes, in particular
rod-like structures of variable 2-dimensional profile
(aspect ratio) varying from 1 pmx1 um (square pro-
file) to more than 30 umx1 um. The chosen profile
(rod or disk) is replicated millions of times by means
of a mask that is used in the fabrication of the silicon
dioxide particles by photolithographic etching. The
etching process rounds the corners as well as slightly
undercutting the profile. As a result of the latter, the
thickness of the particles is limited to about 1 um
with current technology. Under the UK government-
sponsored Valid Analytical Measurement (VAM) pro-

Fig. 3  Silicon Micromachined CRM Shape Standards
gram in the period 1992 to 1995, a range of 3-CRMs
based on differing rectangular cross-sections was de-
veloped by AEA Technology plc in collaboration with
the University of Hertfordshire [50] (Table 11a).
500 samples of each CRM were created, each vial con-
taining approximately 10° particles. Scanning electron
microscopy (SEM) was chosen as certifying method,
by which an unspecified number of particles of each
CRM were sized. The procedure was undertaken by a
single laboratory, rather than by a consensus process,
and without resort to confirmatory measurements
using independent, traceable techniques. As well as
providing physical dimensions, the certifying labora-
tory estimated indicative values of D,. from a knowl-
edge of both particle density and extremes of orienta-
tion with respect to flow, based on the model of
Oseen [6] (Table 11b).

In principle, silicon micromachining offers such a
degree of control over particle profile that a wide
range of CRMs could be produced in order to simu-
late the behavior of fibers as well as acicular-shaped
particles in analyzers. However, the current manufac-

Table 10 Production of Particle Shape Standards by Controlled Crystal Growth in Accordance with Principles Described by Matijevic [42]

Materials Shape Description Particle Length (um) References

ferric oxide spheroidal (major/minor axes 1:1t0 3:1) 1 -5 um, monodisperse Gowland and Wilshire [45]
basic copper sulfate acicular 1~ 50 um polydisperse Gowland and Wilshire [45]

zinc oxide rod 1—50 um polydisperse Gowland and Wilshire [45]

basic iron sulfate

octahedral (hexagonal projected image)

2~ 15 um monodisperse Gowland and Wilshire [45]

basic iron sulfate
(natrojarosite)

octahedral (hexagonal projected image)
(x7=1.19+0.06; p,=3.11+0.15x 10 kg m™%)

2 — 20 um monodisperse Marshall and Mitchell [46]

B-ferric hydroxide

(akaganeite) acicular

0.2 ~ 2 um monodisperse Marijnissen et al. [47]

T x based on settling under Stokesian conditions and assumed orientation independent due to similarity of profile in all orientations
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Tﬁ)le 11(a) Specifications of Particle Shape CRMs Developed for the UK VAM program mean =+ 1 standard deviation
Code! Nominal Length Length Width Depth Particles per Sample Vial
(nm) (pm) (nm) (um) (x107%)
AEA-1001 3.0 3.09+0.10 1.67+0.08 0.96+0.09 1.00
AEA-1002 7.5 7.51+0.22 1.72+0.11 1.02£0.06 1.44
AEA-1003 12.0 12.13+0.22 1.70+0.04 1.00+0.07 2.74

Table 11(b) Indicative Values of Aerodynamic Diameter (D,. (um))?¥ of Particle Shape CRMs Based on Particle Motion in Analyzer

Code! Nomlr(lz:llmL)ength Motion Perpendicular to Major Axis Motion Parallel to Major Axis
AEA-1001 3.0 2.89 3.14
AEA-1002 7.5 3.54 411
AEA-1003 12.0 3.78 4.51

t Reference Code of Supplier: Office of Reference Materials, Laboratory of the Government Chemist, Queens Road, Teddington, Middlesex,

TWI110LY, UK
* based on reported particle density (p,) of 2.05+0.15x 10° kg m™

turing process is expensive compared with traditional
particle generation methods, and only microgram
quantities in terms of mass have so far been made.
The development of further CRMs of this type will
therefore depend very much on user demand for
shape-related standards.

4.2 Mixtures of Reference Particles

It has already been mentioned (Section 3) that a
limitation when using monodisperse particles is the
potential number of standards having different sizes
that might be required to calibrate a particle analyzer.
The ability to create ‘cocktails’ containing more than
one monodisperse RM offers the potential both to
reduce the amount of work required, and perhaps
more importantly, to compare the sensitivity of an
instrument (in terms of the appropriate ordinate scale
(number, surface area, volume or mass)) at several dif-
ferent sizes simultaneously. However, this argument
presupposes that the ‘cocktail’ RM can be prepared in
a traceable way based on particle concentration as
well as size.

A technique has been developed for the determina-
tion of particle number concentration in suspensions
of monodisperse polymer latex particles, using a
TEM calibrated by a first principle method to count
individual particles carefully deposited on a flat plate
[51]. The accuracy is claimed to be better than +10%
of the nominal particle number concentration. This
procedure was used by the Japan Synthetic Rubber
Co. (JSR) to certify a series of 4-CRMs each contain-
ing a equal blend by number concentration of 3-
monodisperse particle components as a further part
of the UK VAM program [52] (Table 12). It was in-
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tended that these standards be used for the calibra-
tion of analyzers that determine particle size weighted
by number- rather than volume or mass (Table 1).
Particle size measurements for each component were
also certified by TEM. The certification process, as
with the shape-based CRMs from the same source,
involved a single laboratory, rather than a consensus
between independent laboratories. The particle con-
centration was chosen to be quite low (4x108 parti-
cles/ml aqueous suspension). At this concentration, it
was predicted that each cocktail would produce a sin-
glet to multiplet ratio close to 0.99 when the suspen-
sions were converted to aerosol form by pneumatic
nebulization with equipment capable of generating an
aqueous spray with droplets having volume median
diameter of 3 um and geometric standard deviation
close to 2.0 (based on Raabe [53], assuming the
droplet distribution to be log-normal).

Table 12 ‘Cocktail CRMs Comprising 3-Compornent Monodisperse
Polymer Latex Microspheres*

Code’ Component Modal Sizes" Based on D, (um)
AEA-1004 0.1, 0.2, 0.5
AEA-1005 0.2, 0.5 1.0
AEA-1006 0.5, 1.0, 2.0
AEA-1007 1.0, 2.0, 5.0

tReference Code of Supplier: Office of Reference Materials, Labo-
ratory of the Government Chemist, Queens Road, Teddington,
Middlesex, TW11 OLY, UK

*Each vial contains 4x 10% particles ml™! in 10 ml aqueous suspen-
sion — each component is present in similar number concentration

 Particle sizes are nominal values without tolerances quoted in the
certification report. The coefficients of variation of size quoted for
each component are believed to be < 4% of the modal size, based
on the published specification for the unblended particles
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4.3 Concentration-Based Standards

The development of standards with which to evalu-
ate the performance of particle size analyzers in terms
of the distribution axis (count (number), surface area,
volume (mass)) is in its infancy. By definition, parti-
cle-gas and particle-liquid systems are unstable with
time, making it impossible to create a fixed RM, in
the sense of the particle standards already reviewed.
Nevertheless, there is a need to be able to determine
the concentration-based sensitivity of analyzers as a
function of particle size within their operating ranges,
especially in cases where these instruments extract
samples from the bulk particle suspension. In addi-
tion, there are many particle counting instruments
(e.g. condensation nuclei counters, nephelometers
etc.) that require calibration in terms of total particle
count within a given size range. Requirements for
mass concentration standards also exist for instru-
ments that collect particulate by weighing or a mass-
weighted technique.

The cocktail CRMs referred to in Section 4.2 were
partly intended to address this issue, and were there-
fore formulated so that each component was present
in similar number concentration. The manufacturer
(JSR) indicated that they should be stable in liquid
suspension at the supplied concentration for at least
3-years following their creation, provided that the
samples are stored in their unopened container at
temperatures between 0 and 20°C (this limit is re-
duced to 6-months after opening the vial containing
the particles [52]). As long as the particles are kept in
suspension, or re-suspended by carefully agitating the
container prior to use, agglomeration is the main
process that will gradually reduce particle number
concentration and at the same time lead to the forma-
tion of multiplets. This process is likely to be reduced
if the suspensions are further diluted with the same
suspending medium prior to use. However, to the
best knowledge of the author, published data on long
term stability of these CRMs is lacking, making their
viability as stable concentration standards uncertain.
The BCR monodisperse CRMs (Table 4) could be
used as an alternative particle concentration standard,
and although they are not certified by particle con-
centration, measurements made by ESZ analyzer
(Coulter counter) on 1 in 100 sample vials have pro-
vided overall coefficients of variation <+2% of the
mean particle concentration [54]. The nominal parti-
cle concentration is 3x 107 particles m™ for each of the
CRMs, corresponding to mass concentrations based
on solids content of 0.2, 2.0 and 14.0 g L! for CRMs
165, 166 and 167 respectively [13].
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Harfield and Bradshaw [541, in the context of estab-
lishing reference count standards for ESZ analyzers,
observed that the BCR monodisperse CRMs have the
smallest uncertainties of any other standard for those
wanting to count particles. However, they commented
that achieving concentration stability of these liquid-
based suspensions is much harder to achieve than the
establishment of stable and therefore certifiable parti-
cle size. Factors that have to be considered are irre-
versible binding of particles to the walls of containers,
a process that can be offset to some extent by dilu-
tion, although the process of dilution itself introduces
concerns about traceability. The accessibility to reli-
able particle concentration standards might be useful
as a means of validating the mass integration (mass
balance) method in cases where it can be applied (e.g.
with ESZ analyzers). Here, the total volume, in instru-
ment units, of the particles measured in a known
volume of suspension is related to the known mass
concentration and the immersed density of the parti-
cles, allowing the calibration (bias conversion) factor
for the instrument to be calculated [55].

The use of monodisperse polymer latex particles as
aerosol concentration standards imposes the added
problem of creating the aerosol from the liquid sus-
pension. Aerosols, by their nature are unstable sys-
tems compared with liquid suspensions because of
the lower viscosity of the surrounding fluid [56]. It is
therefore most unlikely that creation of a particle con-
centration standard by a single burst of aerosol forma-
tion could provide a reference particle concentration
that would remain constant during the time required
for performance measurements to be made. The
alternative and preferred approach is to replenish
the aerosol continuously in a flow-through system.
Yamamoto ef al. [57] have described such an aerosol
generator, which uses a purpose-built pneumatic neb-
ulizer (Kousaka et al. [58]) for suspending particles in
the size range from 0.08 to 3.0 um. They have claimed
that this apparatus provides aerosols whose stability
in terms of particle number concentration is <+10%
of the mean (9.3x10° particles m=>) during 120 min
operation with particles having D, of 0.168 um. Their
facility probably represents the state-of-the-art in terms
of measures to control particle concentration. The
aerosol was passed through a charge equilibrator to
minimize electrostatic charge induced agglomeration
(which can be potent with aerosols), and the particle
concentration was kept low to minimize Brownian
agglomeration. Furthermore, the size range of opera-
tion was chosen such that loss mechanisms to the
container walls (sedimentation, inertial deposition and
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system has been commercialized as the JSR-Aeromas-
ter®. However, attempts to suspend two of the cocktail
CRMs (AEA-1005 and AEA-1007) with this equipment
resulted in a mixed outcome [52]. The cocktail con-
taining the finer particles (AEA-1005) provided highly
stable aerosols over the 30-minute test period, with
variability of all three components within less than 5%
of the mean concentration. However, a slight, but sys-
tematic increase in concentration with elapsed time
was evident with the cocktail containing the coarser
particles (AEA-1007). Furthermore, the efficiency of
nebulization of the 2 pm and 5 um diameter compo-
nents was lower than the expected values by factors
of 5 and 100 respectively, based on the concentration
of each component in the original suspension. On the
basis of these data, this type of nebulizer may be
unsuited for the generation of aerosol concentration
standards containing particles much larger than 1 pm
diameter. The gradual increase in particle concentra-
tion with time appears to be related to the volatiliza-
tion of the suspending fluid in the nebulizer and can
be minimized by various techniques, including opera-
tion at low ambient temperature and the use of a
larger secondary reservoir attached to that of the
nebulizer [59]. Nevertheless, it is difficult, if not
impossible to eliminate all causes of time-dependent
drift in particle concentration, resulting in a gradual
loss of traceability. In the end, these standards are
likely to have to be used in conjunction with a vali-
dated particle concentration monitor [52].

The vibrating orifice monodisperse aerosol genera-
tor (VOMAG) is an alternative method to develop an
in-house particle concentration standard for particles
in the size range from about 0.5 to 50 pm volume
equivalent diameter [10, 29]. The modal size of the
particles (um) that are formed is related directly to
variables that are both well-defined and which can be
measured by directly traceable means:

Qle }1/3

4
107 Fy 4

D,= 10“[
where Q, is the liquid feed rate (cm® min™), Csis the
fractional concentration of solute in the feed liquid
and F,;, (Hz) is the orifice vibration frequency. The
lack of an empirical constant in this relationship makes
it possible to derive the uncertainty in D, directly
from the uncertainties associated with Q,, F,i; and Cs,
free from bias, although a check should always be
made of particle size and sphericity by a traceable
method, such as optical microscopy [35]. Aerosols
from the VOMAG are highly monodisperse (o, typi-
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cally<1.02) and concentrations in the range 1 to 100
particles cm™ are achievable, depending upon the
configuration of the aerosol generator. The aerosol
number concentration (N, particles cm™) can be pre-
dicted if the particle stream emerging from the vibrat-
ing orifice is introduced without losses into a flow of
carrier gas (usually air (Qurier, L min™)) and thor-
oughly mixed without inducing losses to the walls of
the mixing chamber, since:

_ 0.06F

Qcam'er

Equation [4] is not continuous (7.e. not all conditions
will give rise to a monodisperse aerosol [59]). How-
ever, under conditions where monodispersity is
achieved, the relationship relating the mass- to num-
ber-concentration of particles of size D, (um) dis-
persed in Q. (L min™!) applies:

N

(5]

M= ZP DN (6]
6

where p, is the particle density (kg m=) and M is the
aerosol mass concentration (mg m™). Strictly, this
relationship only links particle number- and mass-con-
centration in a fully traceable manner when the parti-
cle stream is perfectly monodisperse (c,=1.00), but
in practice the error is sufficiently small that the
aerosol from a VOMAG can be used both as a mass
as well as a number concentration standard.

Recently, Booker and Horton [59] have described a
practical flow-through particle concentration source
based on the VOMAG principle, in which care is
taken to disperse the droplets by an air-jet sideways
from the region of the vibrating orifice to reduce
deposition at this location, as well as minimize losses
in the aerosol sampling chamber due to sedimenta-
tion and inertial effects (Figure 4). Control of Q;
within +0.5% at a typical feed rate of 0.2 cm® min™!
was achieved using an isocratic pump, and orifice
vibration frequency was stable within +0.01% of typi-
cal operating frequency (50 kHz). The monodisper-
sity of the aerosol stream was monitored continu-
ously by optical means, observing the angle at which
the droplet stream was dispersed (the presence of
more than one stream was indicative that the parti-
cles were no longer monodisperse)

5. Future Needs:

The development of particle-based standards expe-
rienced a period of rapid growth in the early 1990s,
but of late has languished, probably as a result of the
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withdrawal of government funding for the intensive
campaigns that are needed to develop adequate RMs.
Probably the most pressing need at the present time
is the completion of the certification of the polydis-
perse, spherical CRMs by the BCR (Table 6), in par-
ticular to support the performance verification of the
large number of laser diffractometers in use. At the
time of writing, the sub-divided powders are currently
in storage at the EU Institute for Reference Materials
and Measurements (IRMM-JRC-Geel, Belgium), await-
ing the outcome of the call for proposals to certify
them by a consensus approach, as well as characteri-
zation by a variety of non-first principle size analysis
methods. In the last decade, there has also been rapid
growth in capability to size sub-micron sized particu-
lates in powder, liquid suspension and in aerosol form
by techniques that involve some form of deconvolu-
tion (e.g. PCS, laser diffractometry) or whose size-
related response requires a complex transformation of
raw data to the final size distribution (e.g. TOF aerosol
analyzers). In these cases, it would be beneficial if the
original intent of the BCR were to be fulfilled, so that
this CRM series is extended to particle sizes at least
as fine as 0.1 pm volume equivalent diameter.
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The production of monodisperse, spherical SRMs/
CRMSs with additional certified sizes is a lower prior-
ity, since in many instances, SSMs supplied by a vari-
ety of manufacturers, as well as in-house particle gen-
eration techniques are adequate for the main use for
these materials, which remains size-based calibration.
Nevertheless with the emergence of nanotechnology
as an important source of economic growth, there will
be pressure to extend the NIST SRMs to sizes finer
than 0.1 um volume equivalent diameter. The twin
challenges will be to develop adequate first-principle
techniques to size nanometer particles, and to create
them in sufficient quantity to be of use as RMs.

The future for particle shape standards remains
uncertain, since it is not clear in most instances, how
they can be used to provide unambiguous data espe-
cially when particle orientation with respect to the
flow or interrogation technique (light beam in the
case of optical-based techniques) cannot be defined.
CRMs based on silicon micromachining are relatively
easy to produce, although expensive relative to other
material sources, and they probably have a role to
play in the simulation of particles having extreme
aspect ratios, such as fibers. It is unlikely, however,
that impetus to develop more of these materials will
arise unless there is sufficient demand for the current
CRMs. As a footnote, the consensus method of certifi-
cation is preferred over single laboratory certifica-
tion, as there is an opportunity to quantify both inter-
laboratory variances as well as inter-sample variances
for each CRM.

Finally, the provision of adequate standards for par-
ticle concentration is most likely to come in response
to those making aerosol-based measurements. Such
standards are particularly important in the fields of
occupational hygiene and environmental sampling
where a plethora of new techniques are in the process
of development. There is a need to have an under-
standing of both inter-technique as well as inter-
instrument performance when establishing widely
accepted standards, for example the PM-series for
environmental particulate emission control limits in
the USA. The challenge with this class of standards,
is to develop systems that extend to a wide enough
range of particle sizes and at the same time have min-
imal losses, or whose losses are accurately quantified.
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Abstract

The adsorption of poly (ethylene oxide) (PEO) of 7,500 MW, a hydrogen bonding polymer, onto
the surface of monodisperse colloidal silica particles was investigated as a function of volume frac-
tion of solids. Adsorption studies revealed the presence of two plateaus, which was attributed to a
change in conformation from a flat, “pancake” type, to a move elongated “brush” type conformation
of the adsorbed polymer, where the teyrminal hydroxyl groups remained bound to the silica surface.
Adsorption studies also revealed that, within the concentration range studied, there was no effect
upon PEO adsorption as a function of volume fraction.

Introduction

Dispersion and stabilization of particles is of funda-
mental importance in areas such as ceramic process-
ing, formulation of inks and paints, cosmetics, the
food industry, pharmaceuticals, and slurry transport.
In order to stabilize particulate suspensions, polymers
are often used as dispersing agents. Examples include
the use of polyacrylic acid (PAA) to stabilize suspen-
sions of alumina! and titania?, and poly (ethylene oxide)
(PEO) to disperse polystyrene latex® and silica* parti-
cles. Such systems are stabilized through steric barri-
ers as a result of polymer adsorption®.

As industry strives towards improved products,
there is a growing need to operate at ever increasing
solids loadings. This is exemplified by the direct cast-
ing methods used in the ceramics industry, where
increasing solids loadings while maintaining relatively
low slurry viscosities, is providing a more cost effec-
tive means of producing increasingly complex objects
with low structural defects, high uniformity and good
mechanical properties®.

The challenge, therefore, is to maintain the stability
of highly concentrated particulate slurries by improv-
ing the effectiveness and efficiency of polymers used
as dispersants. The ability of a polymer to stabilize a
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